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that is, we have a product $a b=c$ where lengths add. Left divisibility is a partial order. We call a left interval a subset of $W$ stable by taking left divisors.
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$M(S)$ identifies with $S^{*}$ (the sequences $\left(s_{1}, \ldots, s_{n}\right)$ with $s_{i} \in S$ ) modulo the relations $\left(s_{i}, \ldots, s_{i}, s_{i+1}, s_{n}\right) \equiv\left(s_{i}, \ldots, s_{i} \cdot s_{i+1}, s_{n}\right)$. We define a partial map $\iota: M(S) \rightarrow S$ by $\iota\left(\left(s_{1}, \ldots, s_{n}\right)\right)=s$ if $\left(s_{1}, \ldots, s_{n}\right) \equiv(s)$. Left associativity shows that $\iota$ is well defined. The composition $s \mapsto(s) \mapsto \iota((s))$ is the identity so $s \rightarrow(s)$ is injective.
Similarly left associativity shows that $\iota$ is defined for a right divisor (a final subsequence).

We say that a germ is left-cancellative if $f \cdot g$ and $f \cdot g^{\prime}$ defined and equal implies $g=g^{\prime}$.
An balanced interval in a group is automatically a right and left associative and right and left cancellative germ.
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We note that in the above proof the property needed is that if $x \cdot z_{1}$ and $x \cdot z_{2}$ are defined and $z_{1}, z_{2}$ have a common multiple then they have a right-Icm $z_{3}$ and $x \cdot z_{3}$ is defined.
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Further, $H(x)$ is the maximal left divisor of $x$ which is in $S$.
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## Proof.

Define $u$ by $H_{2}(x \cdot y, z)=x \cdot y \cdot u$ and $v$ by $H_{2}(y, z)=y \cdot v$.
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## Compatibility with $\equiv$

To check that the definition of $H$ is compatible with $\equiv$, by induction it is enough to check what happens when $s_{1}$ is a product, that is to check that $H_{2}\left(s_{1} \cdot s_{1}^{\prime}, H\left(\left(s_{2}, \ldots s_{n}\right)\right)\right)=H_{2}\left(s_{1}, H_{2}\left(s_{1}^{\prime}, H\left(\left(s_{2}, \ldots, s_{n}\right)\right)\right)\right)$ which is
(i) of Lemma (Equations for $\mathrm{H}_{2}$ and $T_{2}$ ).
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We show that $H$ is a $S$-head $(H(x)$ is the maximal left divisor in $S$ of $x$ ): if $s$ is a divisor in $S$ of $x$, then $x$ may be represented by a sequence $(s, \ldots)$ and the definition shows that $s$ left-divides $H(x)$.
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We show that $H$ is a $S$-head $(H(x)$ is the maximal left divisor in $S$ of $x$ ): if $s$ is a divisor in $S$ of $x$, then $x$ may be represented by a sequence $(s, \ldots)$ and the definition shows that $s$ left-divides $H(x)$. Finally it is easy by induction on the length of a sequence for $x$ that $H(x y)=H(x H(y))$.

## Compatibility with $\equiv$

To check that the definition of $H$ is compatible with $\equiv$, by induction it is enough to check what happens when $s_{1}$ is a product, that is to check that
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We show that $H$ is a $S$-head $(H(x)$ is the maximal left divisor in $S$ of $x$ ): if $s$ is a divisor in $S$ of $x$, then $x$ may be represented by a sequence $(s, \ldots)$ and the definition shows that $s$ left-divides $H(x)$.
Finally it is easy by induction on the length of a sequence for $x$ that $H(x y)=H(x H(y))$.
Similarly to check that the definition of $T$ is compatible with $\equiv$ boils to $T_{2}\left(s_{1} \cdot s_{1}^{\prime}, H\left(\left(s_{2}, \ldots, s_{n}\right)\right)\right)=$
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$H$ is a $S$-head $(H(x)$ is a maximal divisor of $x$ in $S), S$ generates $M(S)$ and is stable by right divisor: $S$ is a Garside family in $M(S)$.
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The previous two propositions reduce the check for existence of least common multiples to generators.
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