

COHOMOLOGICAL INVARIANTS FOR ORTHOGONAL


INVOLUTIONS ON DEGREE 8 ALGEBRAS
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Abstract. Using triality, we define a relative Arason invariant for orthogonal
involutions on a -possibly division- central simple algebra of degree 8. This
invariant detects hyperbolicity, but it does not detect isomorphism. We pro-
duce explicit examples, in index 4 and 8, of non isomorphic involutions with
trivial relative Arason invariant.


The discriminant and the Clifford algebra are classical invariants of quadratic
forms over a field F of characteristic different from 2. Up to similarity, the discrim-
inant classifies quadratic forms of dimension 2, while the even part of the Clifford
algebra classifies forms of dimension 4. In [2], Arason defined an invariant e3, for
even-dimensional quadratic forms with trivial discriminant and split Clifford alge-
bra, which has values in H3(F, µ2). Again, this invariant is classifying in dimension
8, that is for forms similar to a 3-fold Pfister form. The main purpose of this paper
is to study the same question for orthogonal involutions on central simple algebras
of degree 8.


To see the relation between quadratic forms and involutions, recall that every
(nondegenerate) quadratic form q on an F -vector space V defines an adjoint involu-
tion adq on the endomorphism algebra EndF V , and every orthogonal involution on
EndF V has the form adq for some (nondegenerate) quadratic form q on V , uniquely
determined up to a scalar factor, see [18, p. 1]. Therefore, orthogonal involutions
on central simple algebras can be viewed as twisted forms (in the sense of Galois
cohomology) of quadratic forms up to scalars. Analogues for orthogonal involutions
of the discriminant and the (even) Clifford algebra were defined by Jacobson and
Tits. By [18, (7.4) and § 15.B], the discriminant classifies orthogonal involutions on
a given quaternion algebra, and the Clifford algebra classifies orthogonal involutions
on a given biquaternion algebra.


On the other hand, it was shown in [4, § 3.4] that the Arason invariant does
not extend to orthogonal involutions if the underlying algebra is a degree 8 divi-
sion algebra. In this paper, we define a relative Arason invariant for orthogonal
involutions on a degree 8 (possibly division) central simple algebra A over F . Our
construction, based on triality [18, § 42], is specific to this degree. Namely, we as-
sign to any pair of involutions (σ, σ′) on A with trivial discriminant and Clifford
invariant, a degree 3 cohomology class e3(σ/σ


′) ∈ H3(F, µ2)/F
× · [A], explicitly


described as the Arason invariant of some quadratic form associated to (σ, σ′), and
uniquely defined up to a multiple of the Brauer class of A (see 1.4). This invariant
commutes with scalar extensions, and is compatible with the Arason invariant for
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quadratic forms, meaning that if A is split, and the involutions σ and σ′ are respec-
tively adjoint to the 3-fold Pfister forms π and π′, then e3(σ/σ′) = e3(π) − e3(π


′)
(see 1.5).


If the algebra A is endowed with an involution σ with trivial discriminant and
Clifford invariant, it is isomorphic to a tensor product of three quaternion algebras
by [18, (42.11)]. Hence, combining [23] and [17, 4.6], we get that the restriction
map induces an injection


H3
(
F,Q/Z(2)


)
/F× · [A] → H3


(
FA,Q/Z(2)


)
,


where FA is a generic splitting field of A. Hence, the relative Arason invariant
e3(σ/σ


′) is uniquely determined by its prescribed value in the split case. In partic-
ular, it coincides with the relative Arason invariant that one may define using the
Rost invariant for Spin groups (see [11, § 3] and [31, § 3.5]). The definition based
on the Rost invariant, as opposed to the one proposed here, is also valid in higher
degree. The resulting invariant is studied in [26], where we provide a formula for
computing it in various cases. This invariant is not anymore uniquely determined by
its value in the split case (see [11, Cor. 10.2]). It has values in H3(F, µ⊗2


4 )/F× · [A],
and need not in general be represented by a class of H3(F, µ2) (see [26]).


Coming back to the present paper, note that in degree 8, contrary to what hap-
pens for quadratic forms, the relative e3-invariant is not classifying. Theorem 2.1
below states that the involutions σ and σ′ have trivial relative e3 if and only if they
are conjugate over any splitting field of A. As was noticed by Sivatski [27, Prop. 4],
Hoffmann’s examples of non-similar and half-neighbours 8-dimensional quadratic
forms (see [12, § 4]) prove the existence of non-isomorphic involutions that become
isomorphic over any splitting field of the algebra. Using this, we produce in § 3
explicit examples of non-conjugate involutions σ and σ′, with e3(σ/σ


′) = 0, on
algebras that have index 4 and 8.


To classify involutions in degree 8, we define in 2.5 an additional relative invariant
e4(σ/σ


′), associated to any pair of involutions (σ, σ′) with e3(σ/σ′) = 0, and which
has values in a quotient of H4(F, µ2). We prove that the totally decomposable
involutions σ and σ′ of A are isomorphic if and only if the relative invariants
e3(σ/σ


′) and e4(σ/σ′) are both trivial.
Even though the relative Arason invariant does not detect isomorphism, it de-


tects hyperbolicity. This is explained in § 4, where we concentrate on algebras of
index ≤ 4. As in Garibaldi [11, § 3], we define the Arason invariant of a totally
decomposable involution σ to be its relative Arason invariant with respect to an ar-
bitrary hyperbolic involution, and we prove it vanishes if and only if the involution
σ is hyperbolic. We also provide explicit formulas for computing this invariant in
terms of some decomposition of (A, σ), and give necessary and sufficient conditions
under which it is represented by a single symbol of H3(F, µ2) (see 4.3 and 4.8).


Notation. Throughout this paper, we work over a base field F of characteristic
different from 2. We refer to [18] and to [20] for background information on central
simple algebras with involution and on quadratic forms.


The invariants defined below are represented by cohomology classes of order 2.
Hence, for every integer n ≥ 0, we use the notation


Hn(F ) = Hn(Gal(Fsep/F ), µ2).
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In particular, H1(F ) = F×/F×2, and H2(F ) = Br2(F ) is the 2-part of the Brauer
group of F . For every a ∈ F× we let (a) ∈ H1(F ) be the square class of a, and for
a1, . . . , an ∈ F× we let (a1, . . . , an) ∈ Hn(F ) be the cup-product


(a1, . . . , an) = (a1) · · · · · (an).
In particular, (a1, a2) denotes the Brauer class of the quaternion algebra (a1, a2)F .
In general, if A is an F -central simple algebra, we let [A] be the Brauer class of A.
If A has exponent 2, we view [A] as an element in H2(F ). This applies in particular
to the Clifford algebra of any even-dimensional quadratic form.


If L is a field extension of F , we let AL = A ⊗F L be the L-algebra obtained
from A by extending scalars. On the other hand, NL/F denotes the corestriction


map from Hn(L) to Hn(F ). If A has exponent 2, the notation M3
A(L) stands for


the quotient of H3(L) defined by


M3
A(L) = H3(L)/


(
L× · [AL]


)
,


where L× · [AL] denotes the subgroup {(ℓ) · [AL], ℓ ∈ L×} ⊂ H3(L). Let FA be the
function field of the Severi–Brauer variety of A, which is a generic splitting field of
A. Scalar extension from F to FA yields a group homomorphism


M3
A(F ) →M3


A(FA) = H3(FA).


It follows from [23] and [17, 4.5 and 4.6] that this map is injective when A de-
composes into a tensor product of three quaternion algebras, even though it is not
injective in general, even in degree 8.


We depart from the notation in [20] by letting 〈〈a1, . . . , an〉〉 denote the n-fold
Pfister form


〈〈a1, . . . , an〉〉 = 〈1,−a1〉 · · · · · 〈1,−an〉 for a1, . . . , an ∈ F×.


For any quadratic form q over F , we let d(q) ∈ F×/F×2 be the (signed) discriminant
of q, C(q) its Clifford algebra, and C0(q) the even part of C(q). If q has even-
dimension, its Clifford invariant is the Brauer class of C(q). If additionally it has
trivial discriminant, then C0(q) is a direct product of two central simple algebras
over F , which are Brauer equivalent to C(q). An 8-dimensional quadratic form
has trivial discriminant and Clifford invariant if and only if it is similar to a 3-fold
Pfister form. If so, its Arason invariant is given, with our conventions, by


e3
(
〈〈a1, a2, a3〉〉


)
= (a1, a2, a3).


More generally, for any quadratic form q of even dimension and trivial discriminant,
and any scalar a ∈ F×, the quadratic form 〈〈a〉〉 ⊗ q has trivial discriminant and
Clifford invariant. Its Arason invariant is given by


e3(〈〈a〉〉 ⊗ q) = (a) · [C(q)].
For any orthogonal involution σ on A, we let d(σ) ∈ F×/F×2 be its (signed)


discriminant and C(A, σ) its Clifford algebra, as defined in [18, § 7 and § 8]. If q is
an even-dimensional quadratic form on the F -vector space V , we denote by Adq
the split algebra with involution (EndF (V ), adq). It satisfies


d(adq) = d(q) and C(Adq) = C0(q).
Any involution σ with trivial discriminant has Clifford algebra isomorphic to a
direct product of two F -central simple algebras


C(A, σ) = C+(A, σ)× C−(A, σ).
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If moreover the degree of A is divisible by 4, then the Brauer classes of C±(A, σ)
have order 2 and satisfy


[C+(A, σ)] + [C−(A, σ)] = [A].


We say that σ has trivial Clifford invariant if one of the two components is split,
so that the other is Brauer equivalent to A; in the split case, this amounts to
[C(q)] = 0.


If A has degree 4, and σ has trivial discriminant, then C(A, σ) is a direct product
Q1 ×Q2 of two quaternion algebras Q1 and Q2 over F . Moreover, by [18, (15.12)],
we have


(A, σ) = (Q1, )⊗ (Q2, ),


where stands for canonical involutions. Note that such an (A, σ) can also be
written as a product of two quaternion algebras with orthogonal involutions. For
instance, the same computation as in [25, Proof of Lem. 6.1] shows that for any
a, a′, δ, δ′ ∈ F×,


(1)
(
(a, δ)F , ρ


)
⊗ ((a′, δ′)F , ρ


′) ∼= ((aδ′, δ)F ,
)
⊗ ((a′δ, δ′)F ,


)
,


where ρ and ρ′ are orthogonal involutions of discriminant (δ) and (δ′) respectively.


1. Relative Arason invariant


Throughout the paper, A denotes a central simple F -algebra of degree 8. We
assume it is endowed with an orthogonal involution σ that has trivial discriminant
and Clifford invariant. By [18, (42.11)], this precisely means that (A, σ) is totally
decomposable, i.e. isomorphic to a tensor product of three quaternion algebras with
involution. By the proof of [18, (42.11)] we actually have:


Lemma 1.1. There exists a quadratic form ϕ over F , unique up to similarity, such
that


(C0(ϕ), can) = (A, σ)× (A, σ).


We call this form ϕ the quadratic form associated to (A, σ) by triality.


Indeed, since A has degree 8, the canonical involution on C(A, σ) induces an
orthogonal involution on each factor; the involution on the split factor is adjoint
to a quadratic form ϕ. Now, it follows from triality [18, (42.3)] (see also [25,
5.1]) that the even Clifford algebra of ϕ with canonical involution is (C0(ϕ), can) =
(A, σ) × (A, σ). Moreover, for any 8-dimensional form ψ with even Clifford al-
gebra (C0(ψ), can) = (A, σ) × (A, σ), we have again by triality, (C(A, σ), σ) =
Adψ ×(A, σ). Hence Adψ is isomorphic to Adϕ, so that ψ is similar to ϕ.


Example 1.2. Consider the algebra with involution


(A, σ) = (Q1 ⊗Q2 ⊗Q3, ⊗ ⊗ ρ),


where Qi, for i ∈ {1, 2, 3}, is an F -quaternion algebra, stands for canonical
involutions, and ρ is an orthogonal involution of Q3 of discriminant d(ρ) = (δ).
We may then find γ ∈ F× such that [Q3] = (δ, γ). Note that we also have Q3


∼=
(γ,−γδ)F and the anticommuting pure quaternions of square γ and −γδ are skew-
symmetric under ρ. Let [Q1] = (α, β) and [Q2] = (ε, ζ). We claim that the following
quadratic form is associated to (A, σ) by triality:


ϕ = 〈1,−α,−β, αβγ,−αβγδ, αβδε, αβδζ,−αβδεζ〉.
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To see this, let (ei)1≤i≤8 be an orthogonal basis for ϕ corresponding to this diago-
nalisation. One may check that the elements i1 = e1e2, j1 = e1e3, i2 = e1e2e3e4,
j2 = e1e2e3e5, i3 = e1e2e3e4e5e6, j3 = e1e2e3e4e5e7 and z = e1e2e3e4e5e6e7e8 of
C0(ϕ) generate an algebra with involution isomorphic to


(α, β)F ⊗ (γ,−γδ)F ⊗ (ε, ζ)F ⊗ (F × F )


endowed with the involution ⊗ ρ⊗ ⊗ Id, which is nothing but (A, σ) × (A, σ).
Hence, by dimension count, (C0(ϕ), can) ∼= (A, σ) × (A, σ).


Consider now another totally decomposable involution σ′ on A, and denote by
ϕ′ the quadratic form associated to σ′ by triality. Since C(ϕ) and C(ϕ′) are both
Brauer-equivalent to A, the difference ϕ− ϕ′ belongs to I3F . The forms ϕ and ϕ′


are uniquely defined only up to a scalar factor. The following lemma shows that
the class in M3


A(F ) of the Arason invariant of ϕ − ϕ′ does not depend on these
scalars:


Lemma 1.3. For any λ, λ′ ∈ F×, we have


e3(〈λ〉ϕ− 〈λ′〉ϕ′) = e3(ϕ− ϕ′) ∈M3
A(F ).


Proof. In the Witt ring WF of the field F , we have


〈λ〉ϕ− 〈λ′〉ϕ′ = (ϕ− ϕ′)− 〈〈λ〉〉ϕ+ 〈〈λ′〉〉ϕ′.


Since ϕ, ϕ′ both have trivial discriminant and Clifford algebra Brauer equivalent
to A, each term of the sum on the right side has trivial discriminant and Clifford
invariant. Hence we get


e3(〈λ〉ϕ− 〈λ′〉ϕ′) = e3(ϕ− ϕ′)− (λ) · [A] + (λ′) · [A],
and the lemma is proved. �


This leads to the following definition of a relative Arason invariant for totally
decomposable involutions:


Definition 1.4. Let A be a degree 8 algebra endowed with two totally decompos-
able involutions σ and σ′. The Arason invariant of σ with respect to σ′ is


e3(σ/σ
′) = e3(ϕ− ϕ′) ∈M3


A(F ),


where ϕ and ϕ′ are quadratic forms respectively associated to σ and σ′ by triality
as in Lemma 1.1.


This is a well defined invariant of the pair of involutions (σ, σ′) by the previous
lemma. It is functorial, since the Clifford algebra construction and the Arason
invariant for quadratic forms commute with scalar extensions. Moreover, it readily
follows from the definition that e3(σ


′/σ) = e3(σ/σ
′), and if σ′′ is another totally


decomposable involution on A, we have


(2) e3(σ/σ
′′) = e3(σ/σ


′) + e3(σ
′/σ′′).


Let us now compute its value in the split case:


Proposition 1.5. If A is split, and σ and σ′ are respectively adjoint to the three-
fold Pfister forms π and π′, then


e3(σ/σ
′) = e3(π)− e3(π


′) ∈ H3(F ).
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Indeed, as explained in [25, 5.1], the algebra A is split if and only if the forms ϕ
and ϕ′ are similar to 3-fold Pfister forms π and π′, and we then have σ = adπ and
σ′ = adπ′ . Hence we get e3(σ/σ


′) = e3(ϕ− ϕ′) = e3(π)− e3(π
′) ∈ H3(F ).


Remark 1.6. Let A be an algebra of exponent 2 and ϕ a quadratic form of even
dimension and trivial discriminant such that C(ϕ) is Brauer equivalent to A. In [16],
Bruno Kahn explains how one can view e3(ϕFA) ∈ H3(FA)/H


3(F ) as an invariant
of the algebra A. In degree 8, we may choose ϕ of dimension 8, which amounts to
the choice of a totally decomposable orthogonal involution of A. For two different
choices ϕ and ϕ′, the relative Arason invariant of the corresponding involutions
defined above precisely is the part that is factored out in Bruno Kahn’s invariant.


Example 1.7. Let us consider a tensor product of three quaternion algebras, A =
Q1 ⊗ Q2 ⊗Q3 endowed with the involutions σ = ⊗ ⊗ ρ and σ′ = ⊗ ⊗ ρ′,
where stands for canonical involutions, and ρ and ρ′ are orthogonal involutions
of Q3 of discriminant respectively equal to (δ) and (δ′). By the common slot
lemma [2, Lemma 1.7], there exists γ ∈ F× such that [Q3] = (δ, γ) = (δ′, γ).
Since (δδ′, γ) = 0 ∈ H2(F ), we have (δδ′) · [A] = (δδ′) · [Q1] + (δδ′) · [Q2], hence,
(δδ′).[Q1] ≡ (δδ′).[Q2] mod F× · [A]. We claim that the relative Arason invariant
is given by


e3(σ/σ
′) = (δδ′) · [Q1] = (δδ′) · [Q2] ∈M3


A(F ).


The proof goes as follows. Denote [Q1] = (α, β) and [Q2] = (ε, ζ). By Example 1.2,
the following quadratic forms are associated respectively to σ and to σ′ by triality:


ϕ = 〈1,−α,−β, αβγ,−αβγδ, αβδε, αβδζ,−αβδεζ〉
ϕ′ = 〈1,−α,−β, αβγ,−αβγδ′, αβδ′ε, αβδ′ζ,−αβδ′εζ〉.


To compute e3(ϕ− ϕ′), note that


ϕ− ϕ′ = 〈−αβδ〉〈〈δδ′〉〉〈γ,−ε,−ζ, εζ〉.
Moreover, since (δδ′, γ) = 0, γ is a similarity factor for 〈〈δδ′〉〉, and we get


ϕ− ϕ′ = 〈−αβδ〉〈〈δδ′, ε, ζ〉〉,
so that e3(ϕ− ϕ′) = (δδ′, ε, ζ) = (δδ′) · [Q2].


2. The e4-invariant


As opposed to what happens for quadratic forms, the relative Arason invariant
is not a complete invariant for totally decomposable involutions in degree 8. It only
detects isomorphism after scalar extension to a splitting field of the algebra. More
precisely, we have the following:


Theorem 2.1. Let A be a degree 8 algebra endowed with two totally decomposable
orthogonal involutions σ and σ′. We consider quadratic forms ϕ and ϕ′ respectively
associated to σ and σ′ by triality as in Lemma 1.1. The following are equivalent:


(i) e3(σ/σ
′) = 0 ∈M3


A(F );
(ii) σFA


∼= σ′
FA


;
(iii) For any splitting field L/F of the algebra A, we have σL ∼= σ′


L;
(iv) There exists µ ∈ F× such that ϕ+ 〈µ〉ϕ′ is similar to a 4-fold Pfister form,


i.e. ϕ and ϕ′ are half-neighbours.
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Remark 2.2. Clearly, conditions (i) to (iv) imply that σ and σ′ are isomorphic if
the algebra A is split. From [19, Thm.3], this is still the case in index 2 (see § 4.1
for a detailed proof).


Nevertheless, this is not true anymore in higher index. In § 3 below we provide
explicit examples of non isomorphic involutions having a trivial relative Arason
invariant, mostly inspired from Hoffmann [12, § 4]. The underlying algebra has
index 4 or 8.


Proof. The implication (i) ⇒ (iii) follows from the observation that in the split
case, e3(σ/σ


′) vanishes if and only if σ and σ′ are isomorphic, and (iii) ⇒ (ii) is
clear. If (ii) holds, then e3(σ/σ


′)FA = 0, hence e3(σ/σ
′) = 0 because, as explained


in the introduction, the restriction map induces an injection


M3
A(F ) → H3(FA).


The equivalence of (ii) and (iv) is Sivatski’s Proposition 4 [27], which is based on
Laghribi [19]. Alternately, we may directly prove that (i) is equivalent to (iv) as
follows. By definition, e3(σ/σ


′) = 0 if and only if there exists µ ∈ F× such that


e3(ϕ− ϕ′) = (µ) · [A].
Since (µ)·[A] = e3(〈〈µ〉〉ϕ′), this amounts to e3(ϕ−〈µ〉ϕ′) = 0, i.e. ϕ−〈µ〉ϕ′ ∈ I4(F ).
The forms ϕ and ϕ′ both have dimension 8, hence this exactly means that ϕ−〈µ〉ϕ′


is similar to a 4-fold Pfister form, and concludes the proof. �


The quadratic forms ϕ and ϕ′ are only defined up to similarity, and the scalar µ
need not be unique in general. Thus, we need the following computation to define
an e4-invariant:


Lemma 2.3. Consider two totally decomposable involutions σ and σ′ of A with
e3(σ/σ


′) = 0, and let ϕ, ϕ′ and µ be as in Theorem 2.1. The subset


E4 = {e4(〈〈ν〉〉ϕ), where ν ∈ F× satisfies (ν) · [A] = 0} ⊂ H4(F )


is a subgroup of H4(F ). Moreover, for any λ, λ′ such that 〈λ〉ϕ−〈λ′〉ϕ′ ∈ I4(F ), the
invariants e4(ϕ−〈µ〉ϕ′) and e4(〈λ〉ϕ−〈λ′〉ϕ′) have the same image in H4(F )/E4.


Remark 2.4. Since ϕ has trivial discriminant and Clifford algebra Brauer equivalent
to A, the form 〈〈ν〉〉ϕ is in I4F if and only if (ν) · [A] = 0 ∈ H3(F ). Moreover, the
set E4 does not depend on the choice of ϕ in its similarity class, and since


ϕ ≡ 〈µ〉ϕ′ mod I4F,


we also have


E4 = {e4(〈〈ν〉〉ϕ′), where ν ∈ F× satisfies (ν) · [A] = 0}.
Proof. Consider ν and ν′ ∈ F× satisfying 〈〈ν〉〉ϕ ∈ I4F and 〈〈ν′〉〉ϕ ∈ I4F . In the
Witt group W (F ), we have


〈〈νν′〉〉ϕ = 〈〈ν〉〉ϕ+ 〈ν〉〈〈ν′〉〉ϕ.
Hence 〈〈νν′〉〉ϕ ∈ I4(F ) and


e4(〈〈νν′〉〉ϕ) = e4(〈〈ν〉〉ϕ) + e4(〈〈ν′〉〉ϕ).
This proves E4 is a subgroup of H4(F ).


Assume now that 〈λ〉ϕ− 〈λ′〉ϕ′ ∈ I4(F ). Since


〈λ〉ϕ− 〈λ′〉ϕ′ = 〈λ〉〈〈λλ′µ〉〉ϕ+ 〈µλ′〉(ϕ− 〈µ〉ϕ′),
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we get that 〈〈λλ′µ〉〉ϕ ∈ I4F and


e4(〈λ〉ϕ− 〈λ′〉ϕ′) ≡ e4(ϕ− 〈µ〉ϕ′) mod E4.


�


Hence, in the situation of Theorem 2.1, the image in H4(F )/E4 of e4(ϕ−〈µ〉ϕ′)
does not depend on the choice of the quadratic forms ϕ and ϕ′ associated to σ and
σ′, nor on the factor µ such that ϕ − 〈µ〉ϕ′ ∈ I4F . This leads to the following
definition:


Definition 2.5. Let A be a degree 8 algebra, and σ and σ′ be two totally decom-
posable orthogonal involutions on A such that e3(σ/σ


′) = 0. We let ϕ and ϕ′ be
the quadratic forms respectively associated to σ and σ′ by triality. The relative e4
invariant of σ with respect to σ′ is defined by


e4(σ/σ
′) = e4(ϕ− 〈µ〉ϕ′) ∈ H4(F )/E4,


where µ is any scalar in F× satisfying ϕ− 〈µ〉ϕ′ ∈ I4(F ).


Again, this is a well defined and functorial invariant of the pair of involutions
(σ, σ′) if e3(σ/σ′) = 0. Moreover, we have:


Proposition 2.6. Let A be a degree 8 algebra. Two orthogonal totally decomposable
involutions σ and σ′ on A are isomorphic if and only if


e3(σ/σ
′) = 0 and e4(σ/σ


′) = 0.


Proof. The direct implication is clear. Assume conversely that e3(σ/σ
′) = 0 and


e4(σ/σ
′) = 0. There exists ν ∈ F× such that 〈〈ν〉〉ϕ ∈ I4(F ) and


e4(ϕ− 〈µ〉ϕ′) = e4(〈〈ν〉〉ϕ) ∈ H4(F ).


Hence, the form 〈ν〉ϕ − 〈µ〉ϕ′ also is in I4(F ) and has trivial e4. Since it has
dimension 16, it is hyperbolic, and we get that ϕ and ϕ′ are similar. By Lemma 1.1,
this implies that σ and σ′ are isomorphic. �


In the following statement, we use the e4 invariant to show that some involutions
are isomorphic. As opposed to this, we will use it in §3 to produce examples of non
isomorphic involutions with trivial relative Arason invariant.


Proposition 2.7. Let A be a degree 8 algebra, endowed with two orthogonal invo-
lutions σ and σ′. We assume that A contains a product of two quaternion algebras
Q1 ⊗Q2, with split centralizer, which is stable under σ and σ′, and on which both
involutions act as the product ⊗ of the canonical involutions of Q1 and Q2. If
so, the involutions σ and σ′ are isomorphic if and only if e3(σ/σ


′) = 0.


Proof. The hypothesis means that A decomposes as A = Q1 ⊗ Q2 ⊗M2(F ), and
the involutions are given by σ = ⊗ ⊗ad 〈〈δ〉〉 and σ′ = ⊗ ⊗ad 〈〈δ′〉〉, for some
δ, δ′ ∈ F×. We let nQ1


= 〈〈α, β〉〉 and nQ2
= 〈〈ε, ζ〉〉 be the norm forms of Q1 =


(α, β)F and Q2 = (ε, ζ)F . Since we are in the situation of Examples 1.2 and 1.7 with
additionally γ = 1, the forms ϕ = nQ1


+〈−αβδ〉nQ2
and ϕ′ = nQ1


+〈−αβδ′〉nQ2
are


respectively associated to σ and σ′ by triality, and e3(σ/σ
′) = (δδ′) · [Q2] ∈M3


A(F ).
To prove the result, it is enough to check that e4(σ/σ


′) vanishes as soon as e3(σ/σ
′)


does.
Assume that e3(σ/σ


′) = 0 ∈M3
A(F ). There exists µ ∈ F× such that (δδ′)·[Q2] =


(µ) · [A], that is (δδ′µ) · [Q2] = (µ) · [Q1]. This means that the quadratic forms
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〈〈δδ′µ〉〉nQ2
and 〈〈µ〉〉nQ1


are isometric, and a direct computation then shows that
ϕ− 〈µ〉ϕ′ = 〈〈αβδ, µ, α, β〉〉, so that


e4(σ/σ
′) = (αβδ, µ, α, β) = (δ, µ) · [Q1] ∈ H4(F )/E4.


By the common slot Lemma [2, Lemma 1.7], we may find ν ∈ F× such that


(δδ′µ) · [Q2] = (ν) · [Q2] = (ν) · [Q1] = (µ) · [Q1].


In particular, we have (ν) · [A] = (ν) · [Q1] + (ν) · [Q2] = 0, and the forms 〈〈ν〉〉nQ1


and 〈〈ν〉〉nQ2
are isometric. Hence, we have 〈〈ν〉〉ϕ = 〈〈αβδ, ν, α, β〉〉, so that


(αβδ, ν, α, β) = e4(〈〈ν〉〉ϕ) ∈ E4,


which proves e4(σ/σ
′) = 0. Alternately, one may also directly check that ϕ−〈µν〉ϕ′


is hyperbolic, so that ϕ and ϕ′ are similar and σ ∼= σ′. �


3. Examples of nonisomorphic involutions with trivial relative


Arason invariant


In this section, we construct examples of orthogonal involutions on central simple
algebras of degree 8 that are not isomorphic in spite of the fact that their relative
Arason invariant is trivial. (In particular, in view of Theorem 2.1, they become
isomorphic over any splitting field of the algebra.) By Corollary 4.3 below, such
examples do not occur if the index of the algebra is 2. We give two (related)
examples: in Example 3.2 the algebra has index 4, and in Example 3.3 it has
index 8. The construction below is directly inspired by Hoffmann’s examples of
nonsimilar half-neighbors in [12, § 4].


Our first observation is a general result of independent interest:


Lemma 3.1. Let σ and σ′ be involutions (of any type) on a central simple F -algebra
A. If σ and σ′ are isomorphic after scalar extension to some purely transcendental
extension of F , then they are isomorphic.


Proof. Suppose first that A is split. If σ and σ′ are symplectic, there is nothing
to prove since all the symplectic involutions on a split algebra are isomorphic. If
σ and σ′ are orthogonal or unitary, the lemma is equivalent to the statement that
two quadratic or hermitian forms over F are similar if they are similar after scalar
extension to a purely transcendental extension. This is easily proved for quadratic
forms, see [12, Corollary 3.2], and the hermitian case reduces to the case of quadratic
forms by associating to each hermitian form its trace form, which is a quadratic
form. For the rest of the proof we may thus assume A is not split; in particular, F
is infinite.


Arguing by induction on the transcendence degree, it suffices to prove the lemma
when E = F (x) for some indeterminate x. Suppose there is an E-isomorphism
(A, σ)E ∼= (A, σ′)E . Then σ and σ′ are of the same type, so σ′ = Int(s)◦σ for some
s ∈ A× such that σ(s) = s. If the E-isomorphism is the inner automorphism Int(g)
of AE for some g ∈ A×


E , then


Int(g) ◦ σ = σ′ ◦ Int(g) = Int(sσ(g)−1) ◦ σ,
hence Int(g) = Int(sσ(g)−1), which means there is an element e ∈ E× such that


(3) es = gσ(g).
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Multiplying each side by a suitable factor of the form fσ(f) with f ∈ F [x], we may
assume e ∈ F [x], hence es ∈ A ⊗F F [x]. By the analogue for involutions of the
Cassels–Pfister theorem (see [30]), we may also assume g ∈ A⊗F F [x]. Let x0 ∈ F
be an element that is not a root of e. Substituting x0 for the indeterminate in (3),
we get g(x0) ∈ A and e(x0) ∈ F× such that


e(x0)s = g(x0) · σ
(
g(x0)


)
.


This equation shows that g(x0) is invertible since e(x0)s ∈ A×, and it follows that
Int


(
g(x0)


)
is an isomorphism between (A, σ) and (A, σ′). �


We now turn to the construction of the examples mentioned at the beginning
of this section. The starting point is a field k and a central simple k-algebra E
with the following properties: E has degree 8 and exponent 2, and it contains
a triquadratic field extension M = k(


√
a,
√
b,
√
c) but does not have any tensor


product decomposition into quaternion algebras of the form


(4) E = (a, u)k ⊗k (b, v)k ⊗k (c, w)k for any u, v, w ∈ k×.


For example, E can be any indecomposable division k-algebra of degree 8 and
exponent 2, as those constructed by Karpenko in [17, 3.1], since a theorem of
Rowen [15, V,Thm.5.6.10] shows that any such algebra contains a triquadratic
extension of the center. On the other hand, examples of algebras E as above were
used to construct indecomposable division algebras of degree 8 and exponent 2
(over larger fields) in [1] (see also [29]). They exist over rational function fields in
one variable over Q or in two variables over C (see [8, § 5]).


Fix a k-algebra E as above, and let K = k(
√
a), viewed as a subfield of M ⊂ E.


The centralizer CEK ofK in E is aK-algebra of degree 4 and exponent 2 containing
M = K(


√
b,
√
c) as a maximal subfield, hence it has a decomposition


(5) CEK = (b, r)K ⊗K (c, s)K for some r, s ∈ K×.


It follows from the projection formula that its corestriction to k is Brauer-equivalent
to (


b,NK/k(r)
)
k
⊗k


(
c,NK/k(s)


)
k
.


On the other hand, CEK is Brauer-equivalent to E ⊗k K, and NK/k(E ⊗k K) =


E⊗2 = 0 in the Brauer group of k, hence


(6)
(
b,NK/k(r)


)
+
(
c,NK/k(s)


)
= 0 in H2(k).


Example 3.2. Our first example is over the field F1 = k(x, y) of rational functions
in two variables over k. We consider the tensor product of quaternion algebras


A1 = (a, x)F1
⊗F1


(b, y)F1
⊗F1


(c, 1)F1
.


The algebra (c, 1)F1
is split. Since x and y are indeterminates over k it is easy to see


that (a, x)F1
⊗F1


(b, y)F1
is a division algebra, hence the index of A1 is 4. Let 1, i1, j1,


i1j1 (resp. 1, i2, j2, i2j2, resp. 1, i3, j3, i3j3) denote the standard quaternion basis
of the first (resp. second, resp. third) factor. Consider the orthogonal involutions
ρ1 = Int(j1) ◦ on (a, x)F1


, τ1 = Int(j2) ◦ on (b, y)F1
, and θ1 = Int(i3) ◦ on


(c, 1)F1
(so


(
(c, 1)F1


, θ1
) ∼= Ad 〈〈c〉〉). Let


σ1 = ρ1 ⊗ τ1 ⊗ θ1 and σ′
1 = (Int(s) ◦ ρ1)⊗ τ1 ⊗ θ1,
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where s is defined in (5) and is identified with an element of k(i1). The involutions
ρ1, Int(s) ◦ ρ1, τ1, and θ1 have discriminant respectively equal to x, NK/k(s)x, y


and c modulo F×2. Applying (1), one may check that
(
(b, y)F1


, τ1
)
⊗
(
(c, 1)F1


, θ1
) ∼=


(
(y, c)F1


,
)
⊗
(
(y, bc)F1


,
)
.


Hence, we may apply Example 1.7 with α = y, β = bc, γ = a, δ = x, δ′ = NK/k(s)x,
ε = y, and ζ = c, and we get


ϕ1 = 〈〈y, bc〉〉 − 〈bcy〉〈〈a, x〉〉 − 〈bcxy〉〈〈y, c〉〉,
ϕ′
1 = 〈〈y, bc〉〉 − 〈bcy〉〈〈a,NK/k(s)x〉〉 − 〈bcNK/k(s)xy〉〈〈y, c〉〉,


and
e3(σ1/σ


′
1) = (NK/k(s), y, c) in M3


A(F1).


By (6) we have (NK/k(s), c) = (NK/k(r), b). Since (NK/k(r), a) = (c, 1) = 0, it
follows that


(NK/k(s), y, c) =
(
NK/k(r)


)
·
(
(a, x) + (b, y) + (c, 1)


)
=


(
NK/k(r)


)
· [A1],


so e3(σ1/σ
′
1) = 0.


To compute e4(σ1/σ
′
1), observe that we have


(7) ϕ1 − 〈NK/k(r)〉ϕ′
1 = 〈〈NK/k(r), y, bc〉〉 − 〈bcxy〉〈〈NK/k(rs), y, c〉〉.


Now, (6) yields
(
bc,NK/k(r)


)
=


(
c,NK/k(rs)


)
in H2(k), hence


〈〈bc,NK/k(r)〉〉 = 〈〈c,NK/k(rs)〉〉.
Substituting in (7), we obtain ϕ1 − 〈NK/k(r)〉ϕ′


1 = 〈〈NK/k(r), y, bc, bcxy〉〉. Since


(y, bc, bcy) = 0 in H3(F1), we finally obtain


e4(σ1/σ
′
1) = e4(ϕ1 − 〈NK/k(r)〉ϕ′


1) = (NK/k(r), bc, x, y) in H1(F1)/E4.


To prove that σ1 and σ′
1 are not isomorphic, we show that e4(σ1/σ


′
1) 6= 0.


Suppose the contrary; we may then find ν ∈ F×
1 such that (ν) · [A] = 0 and


(NK/k(r), bc, x, y) = e4
(
〈〈ν〉〉ϕ1


)
.


The condition (ν) · [A] = 0 is equivalent to


(8) (ν, a, x) = (ν, b, y) in H3(F1).


Assuming this condition holds, we have 〈〈ν, a, x〉〉 = 〈〈ν, b, y〉〉, hence
〈〈ν〉〉ϕ1 = 〈〈ν, y, bc〉〉 − 〈bcy〉〈〈ν, b, y〉〉 − 〈bcxy〉〈〈ν, y, c〉〉.


Decomposing 〈〈ν, y, bc〉〉 = 〈〈ν, b, y〉〉+ 〈b〉〈〈ν, y, c〉〉, we obtain


〈〈ν〉〉ϕ1 = 〈〈bcy, ν, b, y〉〉+ 〈b〉〈〈cxy, ν, y, c〉〉,
hence


e4
(
〈〈ν〉〉ϕ1


)
= (bcy, ν, b, y) + (cxy, ν, y, c).


Since (by, b, y) = (cy, y, c) = 0, we finally get


e4
(
〈〈ν〉〉ϕ1


)
= (c, ν, bx, y).


Thus, we need to derive a contradiction from (8) and


(9) (NK/k(r), bc, x, y) = (c, ν, bx, y) in H4(F1).


Extend scalars to F̂1 = k((x))((y)). By [20, Cor. VI.1.3], the square classes in F̂1


are represented by elements of the form uxmyn where u ∈ k× and m, n = 0 or
1; we may thus assume ν = ν0x


myn for some ν0 ∈ k× and some m, n = 0 or 1.
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We use the residue maps with respect to the y-adic valuation on F̂1 and the x-adic
valuation on k((x)) (see [10, p. 18]),


H3(F̂1)
∂y−→ H2


(
k((x))


) ∂x−→ H1(k).


If n = 1, the image of (8) under the composition ∂x ◦ ∂y is


(a) =


{
0 if m = 0,


(b) if m = 1.


Each case contradicts the fact that M = k(
√
a,
√
b,
√
c) is a triquadratic field ex-


tension. Hence n = 0, and we may assume ν ∈ k((x)). The image of (8) under ∂y
is (ν, b) = 0, therefore,


(ν, a, x) = 0 in H3(F̂1) and (ν, b) = 0 in H2
(
k((x))


)
.


Since the map H3
(
k((x))


)
→ H3(F̂1) induced by the inclusion k((x)) ⊂ F̂1 is


injective, it follows that the first equation also holds in H3
(
k((x))


)
. If m = 1, the


image of the second equation under ∂x yields (b) = 0 in H1(k), a contradiction.
Therefore, ν = ν0 ∈ k× and the image of the first equation under ∂x yields (ν0, a) =
0 in H2(k). Since the map H2(k) → H2


(
k((x))


)
is injective, we thus have


(10) (ν0, a) = (ν0, b) = 0 in H2(k).


On the other hand, taking the image of (9) under ∂x ◦ ∂y yields


(NK/k(r), bc) = (c, ν0) in H2(k).


Since (ν0, b) = 0, it follows that


(11) (NK/k(r)ν0, bc) = 0 in H2(k).


In view of (6), we also have


(12) (NK/k(rs)ν0, c) = 0 in H2(k).


Since (ν0, a) = 0, we may find t ∈ K× such that ν0 = NK/k(t) and rewrite (10),
(11), and (12) as


(NK/k(t), b) = (NK/k(rt), bc) = (NK/k(rst), c) = 0 in H2(k).


QuaternionK-algebras whose corestriction is trivial descent to k, by [29, Lemma 2.6].
Therefore, we may find u1, u2, u3 ∈ F× such that


(t, b)K = (u1, b)k ⊗k K, (rt, bc)K = (u2, bc)k ⊗k K, (rst, c)K = (u3, c)k ⊗k K.
Since the cup-product is bilinear, we have


(b, r)K + (c, s)K = (b, t)K + (bc, rt)K + (c, rst)K in H2(K),


and it follows that


(b, r)K ⊗K (c, s)K = (b, u1u2)k ⊗k (c, u2u3)k ⊗k K.
Therefore, by (5), the centralizerCEK contains a k-algebra isomorphic to (b, u1u2)k⊗k
(c, u2u3)k. The centralizer of this k-algebra in E is a quaternion algebra containing
K, hence E has a decomposition


E = (a, u4)k ⊗k (b, u1u2)k ⊗k (c, u2u3)k for some u4 ∈ k×.


This contradicts our hypothesis onE (see (4)) and completes the proof that e4(σ1/σ
′
1)


is nonzero.
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Example 3.3. Continuing with the notation in Example 3.2, let z be an indetermi-
nate over F1 and let F2 be the field of functions on the product of the projective
quadrics over F1(z) given by the quadratic forms


(13) 〈〈c, z,NK/k(r)〉〉 and 〈〈c, z,NK/k(s)〉〉.
These quadratic forms are isotropic over F1(z)(


√
z), hence F2(


√
z) is purely tran-


scendental over F1(z)(
√
z), and also over F1. Let


D = (a, x)F1(z) ⊗F1(z) (b, y)F1(z) ⊗F1(z) (c, z)F1(z) and A2 = D ⊗F1(z) F2.


The algebra D is a division algebra since x, y, z are indeterminates over k. The
quadratic forms in (13) are in I3F1(z). Therefore, it follows from Merkurjev’s index
reduction formula [9, 30.11] that any F1(z) division algebra remains division over
F2; in particular, A2 is a division algebra. Note that since F2(


√
z) splits (c, z)F2


we
have an obvious isomorphism


(14) A2 ⊗F2
F2(


√
z) ∼= A1 ⊗F1


F2(
√
z).


Consider the orthogonal involutions ρ2 = Int(j1) ◦ on (a, x)F2
, τ2 = Int(j2) ◦


on (b, y)F2
, and θ2 = Int(i3) ◦ on (c, z)F2


, and define the following involutions on
A2:


σ2 = ρ2 ⊗ τ2 ⊗ θ2 and σ′
2 = (Int(s) ◦ ρ2)⊗ τ2 ⊗ θ2.


Clearly, the isomorphism (14) carries σ2 to σ1 and σ′
2 to σ′


1, that is


(A2, σ2)F2(
√
z)


∼= (A1, σ1)F2(
√
z) and (A2, σ


′
2)F2(


√
z)


∼= (A1, σ
′
1)F2(


√
z).


Since F2(
√
z) is purely transcendental over F1, and since σ1 and σ′


1 are not iso-
morphic, it follows from Lemma 3.1 that σ2 and σ′


2 are not isomorphic. Yet, we
claim that e3(σ2/σ


′
2) = 0. Again, this relative invariant can be computed by (1)


and Example 1.7. The involutions τ2 and θ2 have respective discriminant y and c
modulo F×2, so the components of the Clifford algebra of τ2⊗ θ2 have Brauer class
(bc, y) and (c, yz). Therefore,


e3(σ2/σ
′
2) = (NK/k(s), bc, y) = (NK/k(s), c, yz) in M3


A2
(F2).


Now, we have (NK/k(s), c) = (NK/k(r), b) by (6), and


(NK/k(s), c, z) = (NK/k(r), c, z) = 0 in H3(F2)


since the quadratic forms (13) split over F2. Hence in H3(F2), we have


(NK/k(s), c, yz) = (NK/k(s), c, y) = (NK/k(r), b, y), and


(NK/k(r), b, y) = (NK/k(r)
)
·
(
(a, x) + (b, y) + (c, z)


)
=


(
NK/k(r)


)
· [A2].


Therefore, e3(σ2/σ
′
2) = 0.


4. Algebras of index dividing 4


Throughout this section, we assume that the algebra A has index at most 4.
Thus, A ∼= EndD V for some central division F -algebra D of exponent 2 and some
right D-vector space V of dimension 2, 4, or 8. It follows that A carries orthogo-
nal hyperbolic involutions, which are those that are isomorphic to involutions on
EndD V adjoint to hyperbolic hermitian forms on V (with respect to a given or-
thogonal involution on D). Since all hyperbolic hermitian forms on V are isometric,
all the orthogonal hyperbolic involutions on A are isomorphic. They are totally de-
composable since they have trivial discriminant and Clifford invariant. Fixing an
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arbitrary orthogonal hyperbolic involution σ0 on A, we define the Arason invariant
of the totally decomposable orthogonal involution σ on A by


e3(σ) = e3(σ/σ0) ∈M3
A(F ).


In particular, if σ is hyperbolic, we have e3(σ) = e3(σ/σ0) = 0 since σ and σ0
are isomorphic. Hence, it follows from (2) that e3(σ) ∈ M3


A(F ) does not depend
on the particular choice we made for σ0. Moreover for any totally decomposable
orthogonal involutions σ, σ′ on A their relative Arason invariant is given by


e3(σ/σ
′) = e3(σ) + e3(σ


′) = e3(σ) − e3(σ
′).


As an easy consequence of Theorem 2.1, we now prove that the Arason invariant
does detect hyperbolicity:


Corollary 4.1. The totally decomposable involution σ is hyperbolic if and only if
e3(σ) = 0.


Proof. We have already explained that e3(σ) is zero if σ is hyperbolic. To prove
the converse, let us pick an arbitrary hyperbolic involution σ0 on A, and consider
quadratic forms ϕ and ϕ0 associated respectively to σ and σ0 by triality. If e3(σ) =
e3(σ/σ0) is trivial, Theorem 2.1 provides µ ∈ F× such that ϕ+ 〈µ〉ϕ0 is similar to
a 4-fold Pfister form. As explained in [25, 5.1], since σ0 is hyperbolic, the quadratic
form ϕ0 is isotropic. Hence ϕ + 〈µ〉ϕ0 is hyperbolic, ϕ and ϕ0 are similar, and σ
and σ0 are isomorphic. Thus σ is hyperbolic. �


If A is split, and σ is adjoint to the 3-fold Pfister form π, it follows from 1.5 that
its Arason invariant is given by


e3(σ) = e3(π) in H3(F ).


In particular, e3(σ) is always represented by a single symbol of H3(F ). In the next
two sections, we will show that this remains true for algebras of index 2, but not
in index 4.


4.1. Algebras of index 2. Let us first assume that A has index 2, and pick
a quaternion algebra Q Brauer-equivalent to A. As we already mentioned, the
Arason invariant is classifying in this case. More precisely, we have:


Theorem 4.2. Let σ be a totally decomposable orthogonal involution on the algebra
A =M4(Q). There exist λ, µ ∈ F× and an orthogonal involution ρ on Q such that


(15) (A, σ) ∼= Ad〈〈λ,µ〉〉⊗F (Q, ρ).
When this isomorphism holds, we have


e3(σ) = (λ, µ) · d(ρ) in M3
Q(F ).


Conversely, if e3(σ) = (λ, µ, δ) in M3
Q(F ) for some λ, µ, δ ∈ F× such that F (


√
δ)


splits A, then (15) holds for some orthogonal involution ρ on Q with d(ρ) = (δ).


Proof. The existence of a decomposition of the form (15) was proved by Becher [5,
Thm. 2]. Starting from there, we may find δ and γ ∈ F× so that d(ρ) = (δ) and
[Q] = (γ, δ). Applying (1) to Ad〈〈µ〉〉⊗(Q, ρ), we get


(A, σ) = Ad〈〈λ〉〉 ⊗
(
(µ, δ)F ,


)
⊗
(
(µγ, δ)F ,


)
.


Since the involution σ0 = ad〈〈1〉〉⊗ ⊗ is hyperbolic, Example 1.7 gives


e3(σ) = (λ) · (µ, δ) = (λ, µ) · d(ρ) ∈M3
A(F ).
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Conversely, suppose e3(σ) = (λ, µ, δ) in H3(F )/(F× · [Q]) for some λ, µ, δ ∈ F×


such that F (
√
δ) splits A. Since e3(σ) splits over F (


√
δ), Corollary 4.1 shows that


σ becomes hyperbolic over F (
√
δ). Using either the proposition in the Appendix


of [24], or [3, 3.4(2)], one may easily check that (A, σ) decomposes as


(A, σ) ∼= Adq ⊗F (Q, ρ)
for some 4-dimensional quadratic form q over F and some orthogonal involution ρ
on Q with d(ρ) = (δ). Since (Q, ρ)FQ


∼= Ad〈〈δ〉〉, we have


(A, σ)FQ
∼= Adq⊗〈〈δ〉〉 .


On the other hand, e3(σ) is represented by (λ, µ, δ). Hence (A, σ)FQ
∼= Ad〈〈λ,µ,δ〉〉, so


that the forms q⊗〈〈δ〉〉 and 〈〈λ, µ, δ〉〉 are similar over FQ. To deduce a decomposition
of the type (15), we use the same argument as in the proof of [5, Thm. 2]. Scaling
if necessary, we may assume the form q represents 1. Since 〈〈λ, µ, δ〉〉 is a Pfister
form, the similarity then has to be an isometry, so that (〈〈λ, µ〉〉 − q)〈〈δ〉〉 = 0 in the
Witt group of FQ. This precisely means that the hermitian form (〈〈λ, µ〉〉 − q) · 〈1〉
over (Q, ρ) is in the kernel of the scalar extension map of Witt groups W (Q, ρ) →
W (FQ). But this map is injective by [7] or [22, 3.3], hence the hermitian forms
〈〈λ, µ〉〉 · 〈1〉 and q · 〈1〉 over (Q, ρ) are isometric. Therefore,


Adq ⊗F (Q, ρ) ∼= Ad〈〈λ,µ〉〉 ⊗F (Q, ρ),
proving (15). �


From this we get:


Corollary 4.3. Let A be a central simple F -algebra of degree 8 and index 2, en-
dowed with totally decomposable orthogonal involutions σ and σ′.


(1) The Arason invariant e3(σ) is represented in H3(F )/(F× · [A]) by a single
3-symbol in H3(F ).


(2) The involutions σ and σ′ are isomorphic if and only if e3(σ) = e3(σ
′).


Proof. It readily follows from Theorem 4.2 that e3(σ) is represented by a single
symbol. If σ and σ′ are totally decomposable orthogonal involutions such that
e3(σ) = e3(σ


′), fix λ, µ, δ ∈ F× such that F (
√
δ) splits A and


e3(σ) = e3(σ
′) = (λ, µ, δ) in M3


Q(F ).


By Theorem 4.2 we have


(A, σ) ∼= Ad〈〈λ,µ〉〉 ⊗F (Q, ρ) ∼= (A, σ′)


for some orthogonal involution ρ on Q with d(ρ) = (δ), hence σ and σ′ are isomor-
phic. �


Remark 4.4. The arguments developed in this subsection are still valid in higher
degree, and enable us to define higher invariants, with values in


Mn
A(F ) = Hn(F )/Hn−2(F ) · [A],


whereHn−2(F )·[A] denotes the subgroup {c·[A], c ∈ Hn−2(F )} ⊂ Hn(F ). Indeed,
let (A, σ) be a totally decomposable algebra with orthogonal involution of degree 2n,
Brauer equivalent to a quaternion algebra Q. By Becher’s theorem, it decomposes
as (A, σ) = Adπ ⊗(Q, ρ) for some (n− 1)-fold Pfister form π and some orthogonal
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involution ρ on Q. Over FQ, the involution σ is adjoint to the form π⊗〈〈δ〉〉, where
(δ) = d(ρ). Hence,


en(σ) = en−1(π) · d(ρ) ∈Mn
Q(F )


is a well defined invariant of σ. Moreover, again by the very same arguments as in
degree 8, two totally decomposable involutions σ and σ′ of A are isomorphic if and
only if en(σ) = en(σ


′).
Alternately, this can also be deduced from Berhuy’s Theorem 13 in [6]. Indeed,


one may easily check from [6, 2.4] that our invariant en(σ) coincides with his en,Q(h)
if σ is adjoint to the skew-hermitian form h over (Q, ).


4.2. Algebras of index 4. We now assume that A has index 4, and let D be a
division algebra Brauer equivalent to A. As explained in [21, Thm. 1.1], for every
totally decomposable orthogonal involution σ, there is a decomposition


(A, σ) = Ad〈〈λ〉〉 ⊗(D, θ)


for some λ ∈ F× and some orthogonal involution θ on D. Since (D, θ) need not be
decomposable, we use the following refined decomposition to compute e3(σ):


Theorem 4.5. Let σ be a totally decomposable orthogonal involution on the index
4 algebra A =M2(D). There exists a quadratic étale extension L/F , a quaternion
algebra Q over L and µ ∈ L× such that


(16) (A, σ) ∼= Ad〈〈NL/F (µ)〉〉 ⊗NL/F (Q, ).


When this isomorphism holds, we have


e3(σ) = NL/F
(
(µ) · [Q]


)
in M3


A(F ).


Proof. The existence of such a decomposition is explained in [21, § 4], where we also
compute a quadratic form ϕ associated to σ by triality. We sketch the argument for
the reader’s convenience. Consider the quadratic étale extension L/F corresponding
to the discriminant d(θ) ∈ F×/F×2. By [18, (15.7)], the Clifford algebra C(D, θ) is
a quaternion algebra Q over L, and


(D, θ) ∼= NL/F (Q, ).


Hence, it only remains to prove that λ is the norm of some µ ∈ L×, or equivalently
that (λ) · d(θ) = 0 ∈ H2(F ). By [28, 4.12] (see also [18, p.150]), (λ) · d(θ) is the
Brauer class of one component of the Clifford algebra C(A, σ), while the other is
(λ) · d(θ) + [A]. Since σ is totally decomposable, one of these classes is trivial. As
A has index 4, it has to be the first one, and (16) is proved.


For any quadratic form ψ over L, we let tr⋆(ψ) be the transfer of ψ associated
to the trace map tr : L → F , as defined in [20, VII.1.2]. From [21, Prop.2.1],
one may easily check that each component of the Clifford algebra of tr⋆(〈δµ〉nQ),
where nQ denotes the norm form of Q, is Ad〈〈NL/F (µ)〉〉 ⊗NL/F (Q, ) ∼= (A, σ).


Hence tr⋆(〈δµ〉nQ) is a quadratic form associated to σ by triality. Moreover, by the
same argument, the quadratic form ϕ0 = tr⋆(〈δ〉nQ) is associated to the hyperbolic
involution σ0 = ad 〈〈1〉〉⊗θ. Hence the Arason invariant e3(σ) = e3(σ/σ0) ∈M3


A(F )
is represented by


e3(ϕ− ϕ0) = e3
(
tr⋆(〈δµ〉〈〈µ〉〉nQ)


)
= NL/F


(
(µ) · [Q]


)
∈ H3(F ).


�
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Remark 4.6. If the algebra with involution (A, σ) decomposes as


(17) (A, σ) = Ad〈〈λ〉〉⊗(Q1, )⊗ (Q2, ),


then the formula easily follows from Example 1.7. Indeed, since the involution
σ0 = 〈〈1〉〉 ⊗ ⊗ is hyperbolic, we have


e3(σ) = e3(σ/σ0) = (λ) · [Q1] ∈M3
A(F ).


On the other hand, the decomposition above is a decomposition as in (16), with
L = F×F , Q = Q1×Q2, and µ = (λ, 1) ∈ F×F , so that NL/F


(
(µ)·[Q]


)
= (λ)·[Q1].


Example 4.7. By (1), the algebra with involution (A1, σ1) of Example 3.2 decom-
poses as


(18) (A1, σ1) ∼= Ad〈〈c〉〉⊗(Q1, )⊗ (Q2, ),


where


Q1 = (ay, x)F1
and Q2 = (bx, y)F1


.


Hence, the Arason invariant of σ1 is given by


e3(σ1) = (c) · [Q1] = (c, ay, x) ∈M3
A(F ).


Observe that if (A, σ) decomposes as in (17), then e3(σ) is represented by a
single 3-symbol. The following proposition, which is a reformulation of Sivatski’s
Proposition 2 in [27], shows that the converse also holds:


Proposition 4.8. Let (A, σ) be a central simple F -algebra of degree 8 and index 4
with totally decomposable orthogonal involution, and let ϕ ∈ I2F be a quadratic
form associated to σ by triality. The following are equivalent:


(i) e3(σ) can be represented by a single 3-symbol (α, β, γ) in H3(F );
(ii) ϕ ∼= π1 ⊥ π2 for some quadratic forms π1, π2 of dimension 4 with trivial


discriminant;
(iii) (A, σ) has a decomposition of the form Ad〈〈λ〉〉⊗(Q1, )⊗ (Q2, ) for some


quaternion F -algebras Q1, Q2.


We refer the reader to [14, § 16], [13] and [27, § 2] for examples either of 8-
dimensional quadratic forms with trivial discriminant and Clifford algebra of index
4 that do not decompose as in (ii), or totally decomposable degree 8 and index 4
algebras with involution that do not decompose as in (iii). They all prove that in
index 4, the invariant e3(σ) is not always represented by a single 3-symbol.


Remark 4.9. In [25], we constructed examples of algebras with involution that
become hyperbolic over the function field of a conic and do not contain the cor-
responding quaternion algebra endowed with its canonical involution. Another
example can be derived from the triple (A1, σ1, σ


′
1) of Example 3.2. Indeed, since


e3(σ1/σ
′
1) = 0, we have e3(σ1) = e3(σ


′
1) ∈M3


A(F ). This invariant was computed in
Example 4.7, and becomes trivial over the field FQ1


. Hence, by Theorem 4.1, both
involutions σ1 and σ′


1 become hyperbolic over FQ1
. One of them, namely (A1, σ1)


does contain (Q1, ) as a subalgebra with involution, by (18). Assume (A1, σ
′
1)


also does. Then, the restriction of σ′
1 to the centraliser Q2 ⊗M2(F ) of Q1 in A1 is


adjoint to a 2-dimensional skew hermitian form over (Q2, ), which, after scaling
if necesssary, diagonalises as 〈1,−c′〉 for some c′ ∈ F×. Hence, we get


(19) (A1, σ
′
1)


∼= Ad〈〈c′〉〉 ⊗(Q1, )⊗ (Q2, ).
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By Proposition 2.7, this implies that σ1 ∼= σ′
1. This is impossible since we proved


in Example 3.2 that the involutions σ1 and σ′
1 are not isomorphic.
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[4] E. Bayer-Fluckiger, R. Parimala and A. Quéguiner-Mathieu, Pfister involutions, Proc. Indian
Acad. Sci. Math. Sci. 113 (2003), no. 4, 365–377.


[5] K. J. Becher, A proof of the Pfister factor conjecture, Invent. Math. 173 (2008), no. 1, 1–6.
[6] G. Berhuy, Cohomological invariants of quaternionic skew-Hermitian forms, Arch. Math.


(Basel) 88 (2007), no. 5, 434–447.
[7] I. Dejaiffe, Formes antihermitiennes devenant hyperboliques sur un corps de déploiement, C.
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F-94010 Créteil, France


Zukunftskolleg, Universität Konstanz, D-78457 Konstanz, Germany, and ICTEAM,
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