STABILITY OF VISCOUS PROFILES:
PROOFS VIA DICHOTOMIES

Wolf-Jiirgen Beyn*

Fakultat fiir Mathematik, Postfach 100131
Universitat Bielefeld, 33501 Bielefeld
Jens Lorenz*

Department of Mathematics and Statistics
UNM, Albuquerque, NM 87131

Abstract

In this paper we consider a nonlinear stability result by G. Kreiss and H.-O. Kreiss [5]
for viscous profiles corresponding to strong shocks. The perturbations have zero mass. A
complete proof of the stability result is given under slightly weaker assumptions than in [5].
We use the theory of exponential dichotomies for ODEs extensively. A main tool provided
by this theory is a quantitative L, perturbation theorem for dichotomies, which yields the
delicate resolvent estimates for s near zero.
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1 Introduction

In an important paper, G. Kreiss and H.-O. Kreiss [5] consider systems of viscous conservation
laws,

v+ f(V)y = Vgey, TER, (1.1)

where f : R" — R", f € C*, and assume the existence of a stationary profile, U(z). They
give conditions for asymptotic stability, as ¢ — oo, of the profile U(x) under small zero—
mass perturbations. No assumption is needed about the shock strength, |U; — Ug|, where
limy 0o U(x) = Ug, lim,—,_o U(x) = Up, i.e., the theory applies to strong shocks.

The proof of the main result of [5], the stability result, consists of two parts:

1. resolvent estimates for the linearization about U(z);

2. arguments which show that the resolvent estimates imply nonlinear stability under small
zero—mass perturbations.

The main difficulties occur in the derivation of the relevant resolvent estimates for s near zero,
which are very delicate.

The purpose of the present paper is to show the resolvent estimates under slightly weaker
assumptions than in [5] and to use, in parts, different arguments from the ODE theory of
exponential dichotomies. For completeness, we will also derive nonlinear stability from the
resolvent estimate (see Section 2). In this regard our arguments follow the proof in [5] closely;
the only simplification that we observe is that Li—estimates of derivative terms are not needed.
(See, for example, condition (1.5) in [5]; this condition is only needed for ¢; = g2 = 0.)

To describe our results in more detail, we proceed as in [5] and consider the system (1.1)
with initial condition

v(z,0) =U(z) + e(vo(x))s (1.2)

where || is small and vy is a smooth function that decays to zero as |x| — oco. In particular, the
perturbation of U(x) has zero mass. ! Precisely, we will assume that vg satisfies the following:
For some integer k > 3 let

vo € H**? and DivgeL; for j=0,1,2 (1.3)

and assume the normalization

2

l[voll sz + Y [ Do, =1 (1.4)
j=0

'If (1.2) is replaced by an initial condition v(z,0) = U(z) + evo(x) with [*°_wvo(z)dz # 0, then the initial
perturbation has non—zero mass. In this case it is reasonable to conjecture convergence to a perturbed profile
close to U(z).



Here we use the following standard notations: By L, = L,(R),1 < p < 0o, we denote the usual

Ly-space with norm || - ||z,. In particular, we use the norms
2 > 2
[u? = [ Juta) P ds
—0o0
o
iy = [ Ju@)]da
—00
lullz.. = suplu(z)]
xX

where | - | denotes the Euclidean norm, for definiteness. With W*»? = W*P(R) we denote the
usual Sobolev space of all vector functions that have derivatives up to order %k in L,. We write
H* = W*?2 for the Hilbert space and || - || z» for the corresponding norm. Similar notations are
used for matrix—valued functions.

Our main result is the following stability theorem.

Theorem 1.1 Consider the system (1.1) with initial condition (1.2) under the assumptions
(A0) to (A5) listed below. Assume that the function v in (1.2) satisfies (1.3) and (1.4) for
some k > 3. Then there are positive constants eg = o(k) and Cy, which are independent of vy,
so that for |e| < eq the initial value problem (1.1), (1.2) has a unique classical solution v(x,t),
and we have the estimate

| (1 t) = VOB + ) ) e < e (1.5

Consequently, if |e| < e, then

sup |v(z,t) —U(x)| =0 as t— 0. (1.6)

In the following we sketch the main arguments for step 2 above; see Section 2 for details.
The change of variables

v(z,t) =U(x) + cw(z, t)

leads to a system of the form

we + (AX)w)z +e(G(z,w))y = Wy
w(z,0) = (vo())s

where

A(z) = fuU(z)) -

As in [5], we transform to homogeneous initial data: The function



uw(z,t) = w(z,t) — e (vg(x))s

satisfies a system of the form

ur + (A(z)u)y + e(B(x,t)u)y +e(g(z,t,u))y = Uge — Fp(z,t) (1.7)
u(z,0) = 0 (1.8)

Again, see Section 2 for details. If one first neglects the terms multiplied by ¢ in (1.7), then
Laplace transformation in ¢ leads to the resolvent equation

lgw — (A(2)0), — 50 = Fy, Res>0. (1.9)

Henceforth, we drop the hat notation.
Under the assumptions (A0) to (A5) listed below, we will prove the following resolvent
estimate.

Theorem 1.2 Let (A0) to (A5) hold and let F € Ly H'. If

Res>0, s#0, (1.10)

then the equation

Ugr — (A(T)u)y —su=F,, x€R, (1.11)

has a unique solution w in H'. Furthermore, for Res > 0,

[ull® + luz|? < Kr(IFIP +[FII7) o 0<[s| <1, (1.12)
lull® + llusl* < Kr|FII* i |s|>1, (1.13)
(1.14)

where the resolvent constant K g is independent of F' and s.
We use the following notations and assumptions.
(A0) We assume that U € C*°(R) is a stationary solution of (1.1),
Up(z) = f(U(z)), z€R,
with

Ulx)—Ugr as x—o0, U(x)—Up as x— —oo, Up#Upg

and
Uz(x) -0 as |z] —o00.



(A1) We then set

AL = fu(UL), Agr= fu(Ug)

and assume that the matrix function A(z) = f,(U(z)) satisfies the following condition:

oo -
/ ]A(x)—AL\dar—i—/ |A(z) — Arlde — 0 as [ —o0. (1.15)
l _

o
Clearly, this assumption is equivalent to A(-)—Ap € L1]0,00) and A(-)—Ar € L1(—00,0].

(A2) Both limit matrices, Ay and Apg, are assumed to be nonsingular, to have only real
eigenvalues, and to be diagonalizable. 2

Thus, there are real transformation matrices, S; and Sg, with

_ AL 0
Sp'ARSk = Ap = ( OR Al )
_ AL 0
S;TALSL = AL = < OL Al >

where A;’]LI are diagonal matrices with positive diagonals. We assume the following
dimensions:

AL is kxk

AH is (n—k)x(n—k)
AL is (k—1)x(k—1)
AH is (n+1—k)x(n+1-k)

This means that the system v; + (Av); = 0 has

k+(n+1—k)=n+1

characteristics which enter the region around x = 0. In other words, we assume U(zx) to
be a viscous profile for a stationary Lax shock.

(A3) We partition the transformation matrices Sg and Sy, columnwise, in correspondence with
the block structure of Ap and Ay,

2In the language of dynamical systems, the fixed points Uy, and Ug of the system u, = f(u) are hyperbolic.
Therefore, the functions |Ar — A(z)| and |Ar — A(x)| decay exponentially as © — oo and * — —o0, respec-
tively, which implies (1.15). In our proof, we will only use decay in the form (1.15), which may be of use for
generalizations to cases where Ur, or Ur are non-hyperbolic.



Sk = (Sk. SH), Sp=(S1,51").

For example, S JIDL[ has n — k and S i has k — 1 columns. We then assume that the n x n
matrix

M= (SH, st Uup—Up) (1.16)
is nonsingular.

(A4) We assume that the homogeneous system

Ugy — (Au)y —su =0, zeR,

has no nontrivial solution u € Lo if Res > 0,s # 0. In other words, we assume that the
operator Lu = uz,; — (Au), has no eigenvalue s # 0 with Res > 0 and Ly eigenfunction.

(A5) Set po(x) = Uz(x). Note that the assumption

yields the relation

Yoz = Ao .

By assumption, ¢g(x) — 0 as |z| — oco. Since A(x) converges to the constant matrices
Ar, r with real, nonzero eigenvalues, it follows that there is 3 > 0 with

[po(x)| < Ke Pl

In particular, ¢y € La. We assume that all Lo—solutions y(z) of the system y, = Ay are
multiples of the function yg(x).

This completes the description of the assumptions of Theorem 1.2.

Remarks: 1. The assumptions are almost identical to those in [5]. Our assumption (1.15)
is weaker than the corresponding assumption (1.3) of [5], but, as mentioned above, exponential
decay of |Ar, — A(x)| etc. is implied by condition (A2). The assumption made in [5] that the
matrices Ag and Ay each have distinct eigenvalues is not needed. We finally note that the
eigenvalue assumption (A4) needs to be required only for

Res>0 and 0<0<|s|<R

where 9 is sufficiently small and R is sufficiently large. For the remaining s values,

Res>0 and 0<|s|<d or |[s|>R,



the eigenvalue assumption can be deduced from the other assumptions. This is of some interest
if one wants to check the eigenvalue assumption (A4) numerically.

2. Related and more general stability results for viscous shock waves are also stated in [10].
Assumptions and assertions are not directly comparable to ours, e.g. a certain algebraic decay
(as |z| — o0) is required for initial perturbations and a corresponding decay rate (as t — 00)
for the solutions is derived. An extensive linear theory centered around the Evans function
and pointwise error estimates for time-dependent Green’s functions is developed in [10],[11].
However, detailed arguments how to obtain stability for nonlinear problems using the linear
theory are not given in [10], but a reference to the methods in [7] is made.

In the following we briefly outline the contents of the following sections. The proof of
Theorem 1.2 is given in Sections 3 to 5. As mentioned above, the main difficulties occur for
small |s|. Then problems in z—intervals

—co<x<—Il+1 or [-1<zx<00,

where [ is large, so—called tail problems, are considered in Section 3. The idea is that a rather
explicit discussion of constant—coefficient problems (with A(x) replaced by A, or Ag) is possible,
and then a quantitative L; perturbation result using (1.15) can be applied. Details of the L;
perturbation result for exponential dichotomies are given in Appendix A.

In Section 4 we supplement the results for tail problems by results for boundary value
problems on finite but large intervals,

—l<z<lI.

Note that there are two overlap intervals, —l < x < —[+1 and [ —1 < x <[, when considering
the two tail problems and the finite interval problem. The size of [ is determined by properties
of the tail problems. Solution estimates for the finite interval problem are again based on L;
perturbation results for exponential dichotomies. More specifically, we will use sharp pertur-
bation estimates for projectors of exponential dichotomies. The auxiliary results are proved in
Appendices A and B.

Together, the results of Sections 3 and 4 allow the construction of an ‘almost’ solution of
(1.11), i.e., the construction of a function that satisfies (1.11) with small defect and obeys
suitable estimates. Abstractly speaking, one has constructed an approximate right—inverse of
the operator L(s)u = uzy — (Au)y — su. A simple argument then proves Theorem 1.2 for small
|s|; see Theorem 5.1. Together with standard estimates for |s| large and for 0 < § < |s| < R
the proof of Theorem 1.2 can be completed. The details are carried out in Section 5.

The derivation of the nonlinear stability result in Theorem 1.1, based on Theorem 1.2, is
given in Section 2.

2 From Resolvent Estimates to Nonlinear Stability

In Section 2.1 we will describe a change of the dependent variable, leading to the problem (2.8).
Estimates for the corresponding unperturbed problem, obtained for e = 0, are then derived in



Section 2.2. Essentially, these estimates are obtained from the resolvent estimate using nothing
but Parseval’s relation. The main estimate for the unperturbed problem is stated in Theorem
2.1. In Section 2.3 we then show how Theorem 2.1 can be used to obtain stability for the
nonlinear problem.

Throughout, for simplicity of presentation, we assume that the flux function f = f(u) and
the viscous profile U = U(x) are C*° smooth. Finite degrees of smoothness would suffice,
however. For the function vy = vo(x), which describes the initial perturbation in condition
(1.2), we will always assume (1.3) and (1.4) for some k£ > 3. The constants K, K; etc. that
appear in the following lemmas will be independent of vyg. The constants depend on the integer
k, but we often suppress this dependence in our notation.

2.1 Pretransformations

Consider the system vy + f(v), = vy, where f: R" — R" f € C°°. Assume that U : R — R"
is a stationary C* solution, f(U) = U,, and set A(z) = f,(U(z)). We seek a solution v(z,t)
with perturbed initial condition,

v(z,0) =U(z) + e(vo(z))s -

Introduce a new unknown function w(zx,t) by setting

v(z,t) =U(x) +ecw(zx,t) .

We can write

fU(z) +ew) = f(U(x)) + eA()w + e%q(z,w,e),  Ax) = fu(U(2))
with

q(z,w,e) = /01(1 = 7) fuu (U(a:) + Taw)ww dr .

The function (x,w) — ¢(x,w,e) is C° smooth, uniformly in e, and vanishes quadratically at
w = 0. More precisely, we have the following:

Lemma 2.1 a) Foralli=0,1,... and allj =0,1,... and all y > 0 there is a constant K;;(7y)
with
| Dy, Dig(x,w,e)| < Kij(y) (2.1)

forz € R, |w| <, lef < 1.
b) For all v > 0 there is a constant K (vy) with

| Dwq(z, w,e)| < K(v)|w] (2.2)

forz € R, |w| <, el < 1.



The system for w(z,t) reads

w + (A(x)w)y + e(q(z,w,€))p = Wye, w(x,0) = voz(x) .

It will be convenient to transform to homogeneous initial conditions. To this end, define a new
unknown function u(z,t) by setting

w(z,t) = e v (x) +ulx,t) .
Obtain that

ur + (A(z)u), + 5<q($, e vog + u, 5)) = Uy + (G(2,1))

T

with

Gz, t)=¢" (vo(m) — A(z)voz () + onx) )

Since the matrix function z — A(z) and its derivatives are bounded, our assumptions (1.3),
(1.4), imply the following:

Lemma 2.2 There is a constant K with

/ 1GC ) |2 de
0
/0 1G( 1)1, dt

A
=

A
=

We make a Taylor expansion of the term

q(1:7 e_tv()x + u, 8)

about u = 0,

q(z, e gy + uye) = q(x, e tvge, €) + Bz, t,e)u + g(x, t,u, ) .

Here
B(z,t,e) = qu(z, e*tvox(ac), €)

and

1
g(z,t,ue) = / (1 = 7)quw(z, eftvox(:c) + Tu, e)uudr .
0

In the next lemma we summarize properties of the matrix function B(z,t,¢) that will be
used below. The result follows easily from Lemma 2.1 and the assumptions (1.3) and (1.4).



Lemma 2.3 There is a constant K, independent of |¢| < 1, with

|DIB(x,t,e)] < K for 0<j<k, z€R, t>0; (2.3)
oo
/ |B(-,t,e)|?dt < K. (2.4)
0

The function g(z,t,u,e) vanishes quadratically at v = 0 and, in bounded u-regions, its
derivatives are uniformly bounded. In the following lemma we summarize estimates of g and
its derivatives that we need below.

Lemma 2.4 a) For all v > 0 there is a constant K () with

l9(z, t,u,e)| < K(v)lul® (2.5)

forz e Rt >0,[e] <1, Jul <7.

b) For all v > 0 and all i with 0 < i <k there is a constant K;(y) with

|Dsg(x,t,u,e)| < Ki(v)|ul (2.6)

forz € Rt >0,]e| <1, [u] <.
c) For ally >0 and all i with0 <i <k and all j =0,1,... there is a constant K;;(vy) with
‘D;Dig(xﬂfvua 6)‘ < Kij(fY) (2'7)

forx GR,t > 07|€| < 1,|U’ SF)/

The system for the new unknown function w(z,t) has the form

ur + (A(z)u), + 5<B(1’,t, 5)u>z + e(g(x, t,u,s))x = Upy — Fp(x,t,e), u(z,0)=0, (2.8)

with

F(z,t,e) = —-G(z,t) + 5q(m,e‘tv0x(x),e> .
The properties of F(x,t,¢) are similar to those of G(z,t) stated in Lemma 2.2 above.

Lemma 2.5 There is a constant K, independent of € with |e| < 1, so that
oo
| irc e < K

/ |F(,te)||p, dt < K.
0

10



2.2 Space—Time Estimates for the Linear Problem

For € = 0 the problem (2.8) reads

ug + (A(z)u)y = uge — Fp(z,t), u(z,0)=0.

In this section we consider the problem (2.9) and assume

/ wmw;ﬁ<m,/ IF( ), dt < oo .
0 0

Here we only need to assume that k& > 1. (The condition k£ > 3 will be needed in Section 2.3

below when we treat the nonlinear problem (2.8).)
We first proceed formally and denote by

o0
u(zx,s) = / e Stu(z,t)dt, Res>0,
0
the Laplace transformation in ¢. The equation (2.9) becomes

st 4 (A(z)0)y = Gigy — Fy, Res>0.

The resolvent estimates of Theorem 1.2 yield:
a) If s =14¢,0 < [¢| < 1, then we have

G ) + (o 5)2 < Kn(IEC )2 + £ 9)I3, )

b) If s =&, || > 1, then we have

()1 + iz (-, s)I* < Krl[F(8)]1? -
We will also need estimates for higher space derivatives of @ in the Lo norm.

Lemma 2.6 There is a constant K, with

oG ) pees < Ki(1EC9)2 +IFC9),) i s=i€ |sl<1,

and

(-, )1 Fer < KillECos)l3p if s=1i€, |s|=1.

11

(2.10)

(2.11)

(2.12)

(2.13)



Proof. a) Let |s| < 1. From

~

st + Ayt + Aty = Ugy — Fy (2.14)

we obtain that

el < € (1El? + l1al? + il -

For ||@/|2 + ||@i2]|> we use the bound (2.10). This proves (2.12) for k = 1. Estimates for ||tz |
etc. follow in the same way by differentiating (2.14) repeatedly w.r.t. x.
b) Let |s| > 1. Differentiating (2.14) we obtain

A~

with
G=F+A,0.

Thus the function 4, satisfies an equation of the same form as @ does, with F' replaced by G.
We obtain that

litaa* < KRIGI? < C(I1F)2 + 1 52)2) -

Estimates for higher xz—derivatives of @ follow in the same way. |

We now use Parseval’s relation and the previous lemma to bound space—-time integrals of u
and its space derivatives in terms of space—time integrals of F' and its space derivatives. We
have

o0 1 00 R »
[t Ot = o [l e de
0 T oo
Kk oz . 2 Kk Lo . 9
< ok [TipCede+ 55 [ IFCIR, de
O A T YO T OO R TR 2.1
= o [CNFCO a3 [ 1RGOl . 21

The last integral can be estimated as follows: We have, for all x € R,

Pl = | [ e r@ o
/OO \F(z, )| dt
0

IN

and integration in x yields,

12



memsénmwmﬁ.

If we square both sides of this estimate and then integrate over —1 < & < 1, we obtain from
(2.15),

00 0o oo 2
|0 e < K [ NP0 de ([ IPC O ) @6
where the constant K} is independent of F.

Let 0 < T' < oo denote any fixed finite time. We can use a simple cut—off process for F' and
note that the solution u(z,t) of (2.9) remains unchanged for ¢t < T' if we alter F(z,t) for t > T.
Therefore, (2.16) yields the following result:

Lemma 2.7 Let u(z,t) denote the solution of (2.9). For every k =1,2,... there is a constant
Ky, independent of T and F, so that

T

T T 9
|0l < w0 [ 1PC Ot ([ 1PCOIa) @)

It is easy to extend this result and also include estimates of u;. We have

w = —Agu — Aug + ugy — Fyp .

If we differentiate this equation k& — 1 times w.r.t. o, we note that we can bound ||[D*~1u||? in

terms of [|u[%,, and ||[D¥F||>. Therefore, we obtain the result formulated below in Theorem

2.1. To measure the solution v and the inhomogeneous term F', we use the following notations:
Notations:

T
Uk T) = [ (Ol + (Ol ) e

fﬁ%m%ﬁ+%ﬁﬂwhﬁy

The functionals U(-, k,T) and R(-, k,T') are space—time measures, up to time 7', for the solution
u and the right—-hand side F', respectively.

R(F,k,T)

Theorem 2.1 Let u(x,t) denote the solution of (2.9). For everyk =1,2,... there is a constant
K}, independent of T and F', so that

Uu,k,T) < KxR(F,k,T) . (2.18)

13



Remark: Global existence for the linear problem considered above is well-known, and its
solution can grow at most exponentially in time. Therefore, the formal process of Laplace
transformation in ¢ is justified for s = n + i€ if n is sufficiently large. Then, when inverting
the Laplace transform, our estimates show that no singularties are encountered for n > 0, and
therefore the contour of integration can be deformed to n = 0. This justifies the formal use of
the Laplace transform in ¢ and the choice n = 0 in deriving solution estimates.

2.3 Nonlinear Stability

The stability proof is similar to the one given in [6] and [5]. For simplicity, we suppress the
dependence of the functions F(x,t), B(z,t), and g(z,t,u) on € in our notation since all bounds
that we use for these functions hold uniformly in ¢ for |e] < 1. With u(z,t) we always denote
the solution of (2.8).

In this section, k denotes a fixed integer, k > 3. To prove the decay estimate (1.6), it would
suffice to choose k = 3.

By Lemma 2.5 there is a constant M} with

(o] o0 2
R(F,k:,oo):/ ||F||§Ikdt+(/ 1F 1, dt) < M, < o .
0 0
Set

K =14 2K M
where K}, is the constant in (2.18).
Theorem 2.2 Let k > 3 be a fized integer. There is a positive number ey = go(k) > 0 with the
following property: If |e| < eg then the solution u(z,t) of (2.8) exists for allt > 0 and satisfies
U(u,k,T) < kg, forall T >0. (2.19)
The proof is given in several steps. Local existence (in time) of a solution wu(x,t) of the
nonlinear problem (2.8) is well-known. We first fix ¢ with |¢| < 1 and suppose that there exists

a first time T' = T'(e, k) with

U(u, /{T,T) = KRk -
We regard the terms e(Bu), and £(g), as part of the forcing, and Theorem 2.1 yields

U(u,k,T) < KyR(F +eBu+¢eg,k,T) .
Here the term R(F 4 cBu+¢eg,k,T) can be estimated as follows:

14



T T
R(F +eBu+eg,k,T) < 2R(F,k,T)+452</ \|Bu||§{kdt+/0 lglf3 dt
0

T 2 T 2
+452(/0 | Bul, dr +452(/0 oz, dt)”

To summarize, if there is a time 7" with U(u, k,T) = kg, then we have

142K M, = kg
= U(u,k,T)
KyR(F +ecBu+e¢eg,k,T)
2K My + 4e* (X1 + Xo + X3 + X4) (2.20)

VANVA

where the four terms X; read as follows:

T
X, = / | Bull%e dt
0

T
Xo = [ ol
T 2
Xo = ([ UBuls, )
T 2
([ tole,ar)
0

Assuming the equality U(u, k,T) = ki, we will prove below that each of the four terms X; can
be estimated in terms of the constant ky:

Xy

ZX]‘ S (I)k(/ik) .

J
Then the above inequality (2.20) yields that
1 S 4€2q)k(lik) .

Consequently, if we make the smallness assumption

4e?®p(rg) < 1

then a time 7" with U(u, k,T") = kj, cannot exist and (2.19) holds.
Before we estimate the four terms X, separately, we note the following maximum norm
estimates:

15



Lemma 2.8 a) We have

T
sup{[u(z, ) : x€R, 0<t< T} < / (s D3+ e, )13 ) e (2.21)
0

b) For every j =1,2,... we have

sup{|Diu(z,t)]> : 2 €R, 0<t<T}<U(u,j+2,T) . (2.22)

Proof. By the Sobolev inequality with respect to ¢ we have, for each =,

max [u(z, £)[2 < /OT(\u(x,t)|2+ (e, 02

0<t<T
Maximizing over  and using the Sobolev inequality

sup [u(z, )| < [|u(-,)l[3
xT

the claim (2.21) follows. The estimate (2.22) follows by applying (2.21) to DZu instead of u.
|

Let us note the following implication of (2.21): For the solution u(x,t) of (2.8) we have

lu(z,t)] <vy:=+kr for 0<t<T

and therefore the estimates for the nonlinear term ¢ (see Lemma 2.4) can be used with v = | /ky.
We now consider the four terms X; separately:
Estimate of X;. Using (2.3) we have | Bu|| gx < Ckl|ul &, thus

T
X, = / | Bull?, dt
0
CkU(U,]{?,T)
= Cikyg -

IN

Estimate of X,. For 0 < j < k the derivative

aa—;j {g(:v, t,u(z, t))}

is a sum of terms of the form

(D2DBg) - DI u(x,t) ... DI u(x,t) (2.23)

where
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a+o1+...+0,=j5 and o;>1 forall 7.
The argument of the term Dg‘Dgg is (z,t,u(z, t)).
a) If » = 0 then also § =0 in (2.23), and we have
[Dzg(2,t,u)] < Ka(y)[ul
by (2.6). Therefore,

/ /]Dag\zdxdt< K2(y)U(u,k,T) .
b) Consider a term (2.23) with » = 1. Using (2.7) we have

/ /]Da P g DI u|? dedt < Kgéﬁ(’y)U(u, k,T) .

c¢) Consider a term (2.23) with » > 2. We again use (2.7) to bound the g-term in maximum
norm. Also, we may assume that o1 and oy are the two largest o—values in (2.23). If

Ulzk—l and O'QZk—l

then we would have

k>0 +o09>2k—2

which contradicts our assumption k > 3. Therefore, every factor in (2.23), with at most one
exception, can be estimated in maximum norm in terms of k.

This implies that all terms (2.23) can be estimated in terms of .
Estimate of X3. Using (2.4) we obtain,

X; = (/OT/|B(x,t)||u(:v,t)da:dt>2
< /OT/|B($7t)\2d$dt/0THu(wt)szt
< KU(u,k,T)

= K/Qk
Estimate of X,. Using (2.5) with v = /K, we have

X, = /T/|g(:v,t,u(1:,t))\d:cdt)2

< 'y//|u:r:t|d:vdt
< K*(y)U(u,k,T)
< K*(y)R}
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These estimates of the four terms X; prove that a bound of the form ; X; < @4 (#y) holds
of one assumes that U(u, k,T) = k. As noted above, this completes the proof of Theorem 2.2.
Proof of Theorem 1.1: Recall that we made the transfomation

v(x,t) =U(z) + 5<e_tv0x(x) + u(x, t)) (2.24)

where v(x,t) is the solution of the original perturbed problem (1.1), (1.2) and u(x,t) is the
solution of the transformed problem (2.8). If |¢| < eg(k), where k > 3 is fixed and wvg(x)
satisfies (1.3), (1.4), then Theorem 2.2 yields

| (Dl + Dl ) e <

The estimate (1.5) then follows from the transformation formula (2.24). Finally, the decay
estimate (1.6) follows from (1.5) by Sobolev’s inequality: From (1.5) we have

mm=£7wwwvw@w+mmw@0wﬁoasTﬁw.

As in the proof of Lemma 2.8 one can show that

supsup |v(z,t) — U(z)|> < I(T) .
x t>T

3 Reduction and Tail Problems

In this section we consider the resolvent equation
Uzy — (A(z)u)y —su=Fy, xR (3.1)

for small values of |s| and Re(s) > 0,s # 0. Two major steps in proving the resolvent estimate
(1.12) are the following:

1. It is sufficient to consider equation (3.1) with a small right hand side sw, where w € L;
can be estimated in terms of F. This reduction is carried out in Section 3.1.

2. Solutions of (3.1) with reduced right hand side sw can be estimated for tail problems,
i.e., for |z| > [ —1, [ suffciently large, and with appropriate boundary conditions at { — 1.
Details are given in Section 3.2.

For both steps we use the technique of exponential dichotomies [3]. Consider a finite or
infinite subinterval J C R and let

Lz=2z, —M(z)z, xz€J, (3.2)
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denote a linear differential operator where M(x) € R™ is a matrix function, continuous in
x € J. By S(x,§),x,& € J we denote the solution operator of L, i.e., the solution of

2z — M(x)z = h(x), z(x0) = 20

is given by
o(o) = Slaan)an + [ S(z. e

Definition 3.1 The operator L has an exponential dichotomy on J with data (3, K, ) if
B> 0,K >0 are real numbers and w(z),x € J, are projectors in RN such that for all x,& € J
the following holds:

m(z)S(z,§) = S(x,§)m(§), (3.3)
1S(z, (€| < Ke P8z >¢ (3.4)
1S(z,6)(I —7(&)| < KePe=8 gz <e¢ (3.5)

Relevant properties of exponential dichotomies, such as persistence under Li-perturbations
of the matrix function M (x) and consequences for the solution of inhomogeneous systems Lz =
h, will be summarized in Appendices A and B. There we will derive or cite corresponding results
and also use more refined notions than that of an exponential dichotomy, called generalized
exponential dichotomy and exponential polychotomy. Essentially, these notions replace
the numbers —f, 3 that appear in (3.4),(3.5) by general intervals « < 3 or by a collection
of intervals. However, since these refinements are not needed for the proof of the resolvent
estimate we do not use them in the main body of the text.

3.1 The Reduction Step
It will be convenient to introduce the quantity (see (1.15))

00 —1
E(Z)Z/l \A(x)—AL|d:c+/_ A(2) — Ag| dz .

o0

Smallness requirements for (1) are, effectively, size conditions for [ in the following proofs. First
consider the system

wy — A(z)w = F, (3.6)
which is formally obtained from (3.1) by neglecting the su-term and integrating.

Proposition 3.1 The linear operator Lz = z, — A(x)z has an exponential dichotomy on both,
[0,00) and (—o0,0], with data (B, K_,7_) and (3, K4, m), respectively. The projector w_ has
rank k—1 and w4 has rank k. There exists a constant Cy such that, for any l sufficiently large,

sup |7_(z) — 7l + sup |7y (z) — 7| < Coe(l). (3.7)
r<-—I x>l
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Here m& and ©% are the projectors in R™ associated with the constant matrices Ay, and Ag as

follows (cf.Assumption (A2))
I, 0 Ix—1 O
R k -1 L k-1 -1
T :SR<0 O>SR’ v :SL<O O)S’L. (3.8)
If F € L1(R) N Ly(R) then equation (3.6) has a solution w € WH1(R) N WH2(R) that satisfies

lwllz, < ClFllL,, for p=1,2. (3.9)

Proof. Due to assumption (A1) the constant coefficient operators z — 2z, — Apz and z — 2z, — Agz
have exponential dichotomies on R with data (3, K, 7") and (3, K, '), respectively. Choose
Iy so that K2%e(l;) < % Then Theorem A.1 ensures that the operator L has exponential
dichotomies on (—o0, 1] and [I;, o), respectively, and (3.7) follows from A(1.11) with Cp = 1 K2.
Moreover, according to Proposition A.1, the ranks of the projectors are k_ = k—1 and ky = k,
respectively. By Remark 3 preceding Theorem A.1 we can extend the dichotomies from (—oo, [1]
and [l1,00) to the intervals (—oo, 0] and [0, c0), which yields new constants K+ depending on
l. Theorem A.3 guarantees that the operator L : WP(R) — L,(R) is Fredholm of index 1.

From Assumption (A5) we obtain that g is the only Lo-function in the kernel of L. Therefore,

range(m4(0)) N ker(m—(0)) = span{po(0)} ,

and the second assertion of Theorem A.3 also applies. Hence all solutions of (3.6) are of the
form w + cpg, ¢ € R, and the estimate (3.9) follows from A(1.29) with p’ = p. [ |

Remark When estimating the solution of finite interval problems in section 4, we will use
(3.7) to determine the size of [. It is important to note that the estimate (3.9) does not depend
on this later choice of [; the estimate (3.9) can be obtained, as explained above, with a fixed
value of [; satisfying K2e(l;) < %

Let w be a (special) solution of (3.6), satisfying (3.9), and let u be a solution of (3.1). Then
U1 = u — w solves

Ulze — (Aul)y — Sup = sw

where the right hand side, sw, is in L; and is small since |s| is small. In the next section
we consider this inhomogeneous problem, with h € L; replacing sw, and for tail problems
|z] >1—1.

3.2 Tail Problems

Let us rewrite the resolvent equation

Ugg — (Au)y —su=h (3.10)
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as a first order system: With v = u, — Au, z = (u,v) we have

L(s)z = 20 — M(x, )z = <2>  M(z,s) = (AS(;”) é) . (3.11)

Define the limit matrices obtained as z — £oo

MR(S):@]I? é) ML(S):@; é) (3.12)

In the following we investigate the dichotomy properties of the constant— coefficient, but s —
—dependent, differential operators

Lr(s)z =2y — MRp(s)z, Lp(s)z =2y — Mp(s)z. (3.13)
As in assumption (A2) we order the eigenvalues of Ag,
M S A <0< A1 £ S e

Lemma 3.1 For any s € C satisfying (1.10) each eigenvalue \; of A leads to two eigenvalues

of Mg(s) given by
s A2 s A2
Rui(s) =5 H\[FHs sl = -\ +s. (3.14)

These are the roots of the quadratic
- Ajk—s5=0

and they satisfy A\jRe k1;(s) > 0, \;Rerq;(s) <O .
The transformation Tr(s) defined by

Sr Sr

Tr(s) = <SSRIC11 SSRIC21> . Ki = diag(kyy), Ko = diag(kaj) (3.15)

diagonalizes Mp(s):
T et = (). (3.16)

The operator Lr(s) has an exponential dichotomy on R with suitable data (B(s), K(s), WEQ(S))
where the projectors satisfy

g (s) = Tr(s) 0 Tr(s)™" (3.17)
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There exist positive constants dr, Br, Kr such that K(s) < Kr for all |s| < dr and

s
r1j(s) = Ay + O(sl),  haj(s) = ==+ O(s"),  [Rern;(s)| > Brls|* = B(s).  (3.18)
Y
The transformation Tr(s) satisfies
_(Sr Sk 10 (Se ARSE
= (B _gh) ot e = (% S0t e

Proof. The first assertions hold for all s # 0,Res > 0. A computation shows that the real part of
k1;(s) and \; have the same sign; the real part of k9;(s) and \; have opposite signs. With T
defined by (3.15) one then verifies (3.16) by using the equality Sg(K2—ArK, —sI) =0,v = 1,2.
The decaying modes belong to the first k eigenvalues x1;(j = 1,... ,k) and to the last n — k
eigenvalues k2;(j = k+1,... ,n), which shows that (3.17) is the right projector.

The estimates (3.18) for small |s| follow from a Taylor expansion of the eigenvalues with
respect to s up to orders 1,2, and 3, respectively. This proves that the dichotomy constants
are of form (3(s) = Bg|s|?. The s-dependence of Ko then leads to the formulas (3.19), and we
obtain that the constant K (s) can be chosen independently of s. |

The calculation shows that for small s there are four types of solutions of the homogeneous
system Lrz = 0:

strong decay kij,j =1,...,k,
weak decay koj,J =k+1,....n
weak growth k2j,j =1,...,k

strong growth kij,J =k+1,...,n.

For an illustration see Figures 1 and 2. In Appendix B we make this precise by showing that
LRr(s) has an exponential polychotomy with exponents

ap=—C1 < B =—Chls| <ag=—Csls|> < o= Csls|> <az =Cyls| < B35 =C5  (3.20)
and associated projectors
Iy, 0
i (s) = Tr(s)
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strong decay k —1 strong growth n — &

weak decay n —k+1

weak growth k
weak growth k —1 weak decay n—k

strong growth n —k +1 strong decay &

Figure 1: Illustration of the four types of exponential behavior for tail problems.

strong weak weak strong
decay decay growth growth
-C -1 s —|s[> 0 [s]? 5]

Figure 2: Separation of eigenvalues with respect to Re(s).

Notice that m12(s) = mi(s) + m2(s) holds with 7 2(s) defined in (3.17). Similarly, we

write m34(s) = m3(s) + ma(s). In the case of My, one simply replaces k by k — 1 and defines
w]-L(s), j=1,...,4, in a completely analogous fashion.

It is useful to evaluate the limit projectors in R?",
T (0) = lim 71 5(s) , (3.23)

and to relate them to the projector 7 in R” from (3.8). We insert the expansion (3.19) into
the formula (3.17) and, after a short computation, obtain the following Lemma.

Lemma 3.2 With the matrices from Assumption A2 let

ALY 0 _
BR:SR< R 1) SRl.
0 Al

Then, for Re(s) > 0,s # 0, |s| small, one has

L —
o) = nfo0) + 0D, w0 = (T %) (324
and
R
) = nfa0) + 0D, w0 = ("7 Th). (3.25)
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In the next theorem we study the dichotomy properties of the variable—coefficient and s—
dependent operator L(s) from (3.11) and compare with the projector from (3.17).

Theorem 3.1 Let Kg,dr, Or be the constants from Lemma 3.1 and choose | such that

E(Z — 1)KR <

DN | =

Then the operators L(s),0 < |s| < dgr,Res > 0 have exponential dichotomies on [l — 1, 00) with
data (Br|s|?,2KR, m (-, 5)) where

sup ’7‘1’{%’2(8) —ma(z,8)| < 2e(1 - 1)K%. (3.26)
r>1—1

For any h € Li[l — 1,00) the boundary value problem
Lz=hin[l—1,00), ma2(l—1,8)2(l—1)=0 (3.27)

has a unique solution z € W[l —1,00) . The solution satisfies z € L, for 1 < p < oo; with
some constant C' > 0, independent of s and [,

12l 20 + Islllz]] + Is[|2l|z, < ClIRl|L,- (3.28)

Proof. For any 0 < [s| < dgr,Res > 0 we apply Theorem A.1 to L = Lpr with A(z) =

<A(a:) 0_ Ar 8) This yields the dichotomies as well as the estimate (3.26). In the sec-
ond step we use Theorem A.2 with 3 = Bg|s|? and with the indices p = 1, p’ = 1,2, 00. From

A(1.25) we obtain the estimate (3.28). |
As a final consequence of Lemma 3.1 we notice that for general s with Res > 0,5 # 0, the
operator L(s) has Fredholm properties.

Proposition 3.2 For any s with Re s > 0, s # 0, the operator L(s) has exponential dichotomies
on [0,00) and on (—o0,0], and is Fredholm of index 0 considered as an operator from W1P(R)
into L,(R),1 < p < oo.

Proof. We do not quantify the dichotomy data but argue for any fixed value of s. Theorem A.1
shows that the exponential dichotomies hold on intervals (—oo, —I] and [, 00) for [ sufficiently
large. By Remark 2. A.1 we can extend the dichotomies to (—oo, 0] and [0, 00) and by Propo-
sition A.1 the projectors have rank n on both semi-intervals. An application of Theorem A.3
with k4 = k_ = n, N = 2n completes the proof. |

4 Estimates on Finite Intervals

We analyze the resolvent equation (3.10) for small values of |s| and on intervals (—I,[) such
that Theorem 3.1 applies. By 7 2(x,s) and 73 4(x, s) we denote the projectors constructed in
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Lemma 3.1 for z > | — 1, and also the corresponding projectors for the left tails, x < —[ + 1.
We assume h € Li(—I,1) and consider the second order operator

P(s)u = (uy — A(x)u)y — su (4.1)

on the domain W21(—[,1). Since A(z) = f,(U(x)) is of class C? and bounded by Assumptions
(A1),(A2) we find that v € W2(—1,1) is equivalent to v € Wb u, — Au € WhHl. The
operator P(s) has the function ¢g in its kernel at s = 0. Therefore, instead of (3.10), we
consider the following regularized system:

P(s)u+ apo = hin (=1,1), (u,p9) =0 . (4.2)
Here (-, ) denotes the inner product in Lo(—[,1), and (4.2) will be solved for u and «.
Theorem 4.1 There exist positive constants C, 8o, 11 such that, for all s, with
ls| <o, 121 (4.3)

and for any h € Li(—1,1), the boundary value problem (4.2) together with

m2(~1, 5) <(ux ) (_l)> —0, mull,s) <(ux O (1)) 0, (4.4)

has a unique solution u € W21(R),a € R . The function u lies in W1°(—1,1) and satisfies

ullzwe + lluellze + laf < ClIA]|L,- (4.5)

4.1 Estimates for the s = 0 Problem

For the proof of the theorem above we need two preparatory lemmata that deal with the s =0
finite interval version of (4.2),(4.4). Consider first the reduced system

Yo —Ay="h, z € [-L1], (y,0) =0 (4.6)
mhy(=) =nr, I —a%y(l) =g, (4.7)

where the projectors 7%, 7 are defined in (3.8).

Lemma 4.1 For any h € Loo(—1,1),1 > I1, and any np € ker(n®),n € range(zl), the
boundary value problem (4.6),(4.7) has a unique solution y € W1>°(—1,1), that satisfies

Wllzee < CIM|Loe + InrI+ L) (4.8)
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Remark We note that I — 7% is of rank n—k while 7% is of rank k— 1. Therefore, (4.7) contains
only n — 1 boundary conditions. This is compensated for by the orthogonality constraint in
(4.6).

Proof. We apply Proposition 3.1 and obtain exponential dichotomies for L on (—oo, 0] and on
[0,00) with data (8, K_,n_) and (08, K+, ), respectively, such that

|4 (1) = 7+ 7w (=) — 7] < Coe(l). (4.9)

Moreover, as in the proof of Theorem A.3, we can modify the projectors m_ and 7 (compare
A(1.32)) such that

R"=Voa Vi@ V., Vo =range(ny(0)) Nker(m_(0)) = span(po(0)), (4.10)
range(my(0)) = Vo © V4, ker(my(0)) =V_, (4.11)
ker(m_(0)) =Vo & V_, range(m—(0)) = V4. (4.12)

With this choice of projectors we have dmVy = k — 1, dimV_ = n — k, and for any v_ €
range(m_(—I)) and 4 € ker(m4 (1)) the following estimate holds:

S, ~l)y| < e P, (S el < Ce P ay], me LI (413)

Because of the modification of the projectors, the estimate A(1.6) shows that (4.9) must be
modified to read

|74 (1) — 78 + |7 (=1) — 7l| < Coe(l) + Ce™ 22, (4.14)

Now we proceed on the finite interval (—{,) as on the infinite interval (—oo, c0) in A(1.35). To
this end, let y_ and y solve the boundary value problems

Ly =hin[=1,0, 7 (=Dy-(=)=0, (I—-7-(0)y-(0)=0

Lys = hin [0,1], (I =7 (@)y+() =0, 74 (0)y+(0) = 0.

By Theorem A.3 (with p’ = 0o, p = 1) we have the estimates ||y+||r.. < C||h||z,. By construc-
tion we have y4(0) € V_ and y_(0) € V. and as in A(1.35) we define

| y—(z) +S(x,0)y+(0), for —1 <z <0,
Ysp(T) = { y+(z) + S(x,O)Z_(O), for0 <z <L (4.15)

Then ysp, is continuous at 0, solves the inhomogeneous equation Ly = h on (—[,1) and, by
Theorem A.2, satisfies ||ysp||r.. < C||h||1, with a constant C' independent of [ > [;.

In view of the decomposition (4.10), any solution y of Ly = h can be written as follows (for
suitable a € R, y_ € range(m_(—1)),v+ € ker(m+(1))):

Y = Ysp + Yhom, yhom(x) = OZQO()(iﬂ) + S(SL‘, l)7+ + S(l‘, —l)’}/, (416)
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We insert this expression into the boundary conditions and the orthogonality constraint and

obtain
nrR=I—m ) il = (- 7TR)"}/+ + (I - ﬂ'R)S(l, —Dr_(=l)y- + (I — WR)goo(l) + (I - TrR)ySp(l),
77L =rly(=l) = 7"S(=L,DOr(Dyy + 75— + arPeo(=1) + mhysp(—1),

Using the previous estimates, in particular (4.13) and |@o(z)| < Ce ?1*l| we end up with a

)
)
= (Y, 00) = (SC DT+, v0) +(S( =Dm—(=1)7v-, ¥o) + alpo, o) + (Ysp, ¥0)-
us
linear system for (y4+,v—,«) of the form

I—nf O™ 0P\ [+ R (I — )y (1)
O™ xb 0| (=] =(m |- 7= |- (4.17)
O(1) O(1) (w0, o) ! 0 (Ysps ©0)

Because of (4.14) the mappings I — 7 : ker(my (1)) — ker(I — %) and 7% : range(n_ (1)) —
range(n”) have uniformly bounded inverses for [ sufficiently large. Therefore, the matrix in

(4.17) has a uniformly bounded inverse, and we obtain the estimate:

=l + el +lal < Clnrl+ ol + lysp (DI + [ysp (D] + [|yspl o)
< Clnal+ el + 112l Le)-
Combining this with (4.13) and (4.16) proves our assertion. [ |

We interpret the result of this lemma and of Theorem A.3 for the homogeneous s = 0 system
of dimension 2n:

ug —Au—v =0, v, =0. (4.18)
This system has the followings sets of linearly independent solutions:

- k — 1 solutions that decay on R and on any interval (—[,1) with initial values in V
- n — k growing solutions with initial value in V_

- 1 solution that decays in both directions with initial value in Vj.

These solutions are obtained by setting v = 0 and using Lemma 4.1 as well as (4.10)-(4.12) for
the u-part. In addition, there are n linearly independent bounded solutions v = const where u
is a suitable bounded solution of u, — Au—v = 0; see Theorem A.3. This behavior is illustrated
in Figure 3.

Our task is to analyze the perturbation of these solutions when s # 0 and to properly match
them with the solutions of the tail problems in Figure 1.

Since the homogeneous system has the nontrivial La-solution u = (g, v = 0 we consider a
regularized finite interval boundary value problem of dimension 2n at s = 0:

Uy —Au—v = 0, wk(0) (Z) () =g (4.19)
wtag = hoaby0) (1) (0 =, (1.20)
(u,00) = 0. (4.21)
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decay k —1 growth n — k&

bounded n

decay in both directionsl

T T >

=l {

Figure 3: Hlustration of homogeneous solutions on a finite interval at s = 0.

The projectors are given as the limits determined in (3.25) and in (3.24) (with the index R
replaced by L). The assumption (A3) will be crucial for the following lemma.

Lemma 4.2 There exist constants C,l; > 0 such that for any l > 1y and any h € Li[-1,1],
YR € Tange(w§4(0)), vL € range(WfQ(O)) the boundary value problem (4.19)-(4.21) has a unique
solution u € WH°(—1,1),v € Wh(—=1,1),a € R, and this solution satisfies

lullzee + V][ Lo + o) < CIRIz, + YRl + L)) (4.22)

Proof. Let us write yg = <§R> and vr = <§L>. Due to the triangular block structure
R L

of the projectors W§4(O) and 7r{j2(0) in (3.24),(3.25) the boundary value problem (4.19)-(4.21)
decouples into two boundary value problems of dimension n:

ve + gy =h, wtv(l)=or, [I—7"v(-1)=o0p, (4.23)
Uy — Au = v, (I, — 7 u(l) = or — Bro(l) (4.24)
(u,p0) =0, " u(=1) = or, + Bro(-1). (4.25)

Let us first solve (4.23) by integration. Because of the boundary conditions we have, for some
IT c Rk pl ¢ RE-1.
np € R¥,n; € :

o(—l) = op + Sinh, () = on+ SHnH. (4.26)

Integrating the differential equation in (4.23) leads to the condition

1
o(l) = v(=1) + a(U (1) — U(=1)) = /_ a)d
which by (4.26) is equivalent to

l
SHnH — SInl 4 o(U(1) — U(=1)) = / o)z —op+ oy, (4.27)
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Since U(l) — U, and U(—1) — Ugr as | — oo condition (A3) shows that (4.27) has a unique
solution (77]13{, ni, a) € R™ that satisfies an estimate

ni | + Intl + lal < C|hllL, +lorl +lorl) < C([AllL, + IRl + el). (4.28)

It is easy to reverse the argument, i.e., with (nf,nf o) € R" determined from (4.27) define
v(=1) by (4.26) and then set

xT

@) = (1) ~ aU() - U(-0) + [ hE)ds

—l

Then the second equation in (4.26) also holds and v solves the boundary value problem (4.23).
From (4.28) we obtain the estimate

[0l Lo + I < C(jo(=D] + [l +[Ihllz,) < CAllL, + Iyl + Ivz)- (4.29)

In the next step we apply Lemma 4.1 to the boundary value problem (4.24),(4.25). Notice
that by assumption the right hand sides in the boundary conditions of (4.24) and (4.25) are in
the ranges of the corresponding projectors. We find a unique solution v € W°°(—[,1) that,
using (4.29), can be estimated as follows:

ulle < C(Ivl|Lee + lor — Bro(l)] + |or + Brv(—1)])
< C(|Mlzy + lvrl + L)

Together with (4.29) our proof is complete. |
So far we have only increased the size of [ in order to solve s = 0 problems.

4.2 Proof of Theorem 4.1

. Let us rewrite (4.2), (4.4) as a first order boundary value problem.

Ug—Au—v = 0, wsa(l,s) (jj) (1) =0 (4.30)
Ve —sutapy = h, ma(—L,s) <Z) (—1) =0, (4.31)
(u,00) = 0. (4.32)

We consider this as a small perturbation of (4.19)-(4.21). We use Lemma B.1 to write the bound-
ary conditions as inhomogeneous conditions with the unperturbed projectors W§4(O),wf2(0).
Notice that (3.25) and (3.26) imply

[m54(0) = m(l, 8)| + [712(0) = w(~L, 5)] < Ce(l = 1) +|s]). (4.33)

Take [ large and |s| small so that C(e(l —1) + |s|) < 5 and as in B (2.14) consider the matrices
T (L, 5) = 7f5(0) (Tan — (wf(0) = w(=1,5))) " (wL(0) = m(~1, ) (Ton — 715(0))  (4.34)

T (1, 5) = 7§4(0) (Tan — (7§4(0) = 7(1,))) " (754(0) = 7(1, 9)) (Ton — 7§4(0)).  (4.35)
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With these settings and z(£l) = (Zg:g) we rewrite the boundary value problem (4.30)-(4.32)
as an operator equation,
Uy — Au — v 0 0
Vg + Qg U . U su R h
(u, o) =B(s)|v|+h Bs)|[v]= 0 ., h=10 (4.36)
wfg(O)z(—l) e a (=1, s)z(—1) 0
i (0)2() I (l,5)=() 0

Let us denote the solution operator of (4.19)-(4.21) by T, then (4.36) is equivalent to the
following fixed point equation for (u,v,a) € Loo(—1,1) X Loo(—1,1) x R

u u R
v ]| =TB(s) v | +Th. (4.37)
« «

By Lemma 4.2 we can estimate (4, 9, &) := Th by
il oo + 101 Lo + @] < CIA]]L, - (4.38)

We show that T'B(s) is a contraction. Let (@,0,&) = TB(s)(u,v,«) and estimate by using
Lemma 4.2 and (4.33)

< C(llsullr, +T(=18)z(=D[ + [T s)2(1)])
< C(slllullpo + (e =1) + IsD([ull o + [0]]20))
< C(lslt+ sl + el = D)([lullzoe + llv]]Loc)-

Nallzo + 110l Lo + [l

Here the coupling of [ and s arises since the Li-norm is estimated by the Ls.-norm. Now we
choose [ so large and dy > 0 so small that we have C(|s|l + [s| + (I — 1)) < 1 if [s|l < &
Then (4.37) has a unique solution (u,v,a) € Loo(—1,1) X Loo(—1,1) x R which satisfies

Nullzwe + 0]z + el < 2(/|al| 2o + 10]| Lo +1@]) < ClIA]]L, -

This completes the proof.

5 Resolvent Estimate

5.1 Estimates for |s| Large

Consider the equation (1.11) for |s| > R,Res > 0, where R is large and F, € Lo. First assume
that u € H? satisfies (1.11). We will prove the estimate

lull + lJua |* < KI||F|? (5.1)
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with K independent of s and F. This implies uniqueness of a solution and existence follows by
the Fredholm property in Proposition 3.2. From

(U, Ugy) — (u, (Au)y) — s(u,u) = (u, Fy)

one obtains that

(tg, Au) + (g, F) = [Jua|l* + sflul® . (5.2)

Let s = n + i£. Taking real parts in (5.2) one finds that

luall? +nllul® < [ Allollullllus]| + | E|l[fuz]
1
< g luall® + AL Tull + 121 (5-3)
Since 1 > 0 this yields the bound
luz)|? < Cllul® + 2|1 F||* . (5.4)

Case 1: 17 > [¢]
We have 2% > n? +¢2 > R?, thus n > R/V/?2.
Estimate (5.3) yields
1 2 2 2 2
5 lluall” + (= AN lull” < 1 F17

and the desired bound (5.1) follows if R is large enough.
Case 2: n < [¢|
We have |¢| > R/+/2. Take the absolute value of the imaginary part in (5.2) to obtain

€lllull® < | Alloo ezl + [1F]]|ue
1
Sl l” + AN [lul* + 1 F]* -

IN

Using (5.4),

[€lllull® < Cillull* + C1l|F|I* .
If R is large enough, obtain that

lull* < (1) -

Using (5.4) again, the desired bound (5.1) follows.
As usual, the bound (5.4) implies uniqueness of any H?2-solution, and existence follows. We
summarize the result.
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Lemma 5.1 There are (large) constants R > 0 and K > 0 with the following property: If
|s| > R,Res > 0, and F, € La, then the equation (1.11) has a unique H?-solution u. This
solution satisfies (5.1).

5.2 Estimates for |s| Near Zero

Consider the resolvent equation
P(s)u = uzy — (Au)g —su=h (5.5)
for 0 < |s| < §,Res > 0, where h € L;.

Lemma 5.2 There exist positive constants 0,Cy such that, for 0 < |s| < 4, Res > 0, and for
any h € Ly, the equation (5.5) has a unique solution uw € W2'. This solution u lies in H' and
the estimate

Co
[l < thHLl (5.6)

holds.

Proof of Theorem 1.2 for |s| <. We use Lemma 5.2 in order to complete the proof of
Theorem 1.2. Let w € WhH n H! be a solution of (3.6) for which Proposition 3.1 yields the
bound

lwllz, < ClFL,,  [lwl| < C[IF]]. (5.7)
From the assumption on F' and the boundedness of A, one has
wy =Aw+F e H' 0L, ||l <C(||w]| +[|F]]).

This shows that w € H? and P(s)w = F, — sw. Let v € W' 1 H' be the unique solution of
P(s)v = sw given by Lemma 5.2. For u = v+w € W*'NH! we obtain P(s)u = sw+ F, —sw =
F,. Then, from (5.6) and (5.7), we obtain the final estimate

&

5] [lswl[|r, + CIFI| < C(IF[[z, + |IF])-

ullgr < [lollgr + [lwl[g <

Proof of Lemma 5.2 We will use an abstract theorem for an operator equation Pu = h
where P : U — W is a linear operator (bounded or unbounded) from some normed linear space
U into some Banach space W.

Theorem 5.1 Let (U, ||-||v) be a normed space and let (W, ||-||w) be a Banach space. Consider
a linear operator P : U — W. Assume that there is a bounded linear operator S : W — U so

that, for all h € W,

1PSh — hllw
1Shllu

qllh|[w (5.8)
Kol h|lw, (5.9)

IA A
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where Ky, q are positive constants and q < 1. Then, for any h € W, the equation Pu = h has
a solution v € U with

Ko
l—q
Remark: The operator S is an approximate right inverse of P. We can interpret assumption
(5.8) as a defect condition: For any h € W one can obtain an approximate solution @ = Sh of
the equation Pu = h; the defect of @ = Sh satisfies the bound ||Pa — hllw < ¢||h||w.
Proof. Given h € W, define the affine linear operator ® : W — W by

Jullg < [12llw -

dv=v—PSv+h, veW.
Obtain

[®v1 — Puallw = [Jv1 —v2 — PS(v1 — va)|lw

< qllvr —vaflw -

Therefore, ® has a unique fixed point, w, say. We have PSw = w. If we define 4 = Sw, then
we have Pu = w. Also,

lw|lw < qllwllw + |hllw ,

thus .
ollw < ——1|h
lwllw < 7 _qH lw
and
_ _ Ko
lallr < Kollwlw < — ql\hHW '
|
Let us apply this theorem to P = P(s) with the settings U = W2 N HL || ||lv = || - ||m;
and W =Ly, || |lw = |||z, For h € L1 we construct & = Sh € U in four steps.
Step 1
First use Theorem 3.1 to solve the tail problems
uR
P(s)lup=h, z>1—-1, 7w34(l—1,5) <UR,x AuR) (l—-1)=0, (5.10)
P(s)up =h, < —-1l+1, ma(—l+1,s) < 4L ) (=l+1)=0. (5.11)
’ ULz — Aug,
By Theorem 3.1 we have ugr € W2 WP for 1 < p < oo and the estimate
lurllwrce + [sll[urllg + s/ |lugllwis < ClIA]|L,. (5.12)
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For uy, a corresponding estimate holds.
Step 2
Choose a cutoff function x € C*°(R) satisfying

x(@)§ €[0,1] I-1<]z[ <,
=1 |z| > 1.

and join the tail solutions together to obtain the extended function

x(@)ur(x) =< —1+1,
Uext (T) = =0 x| <1-1, (5.13)
X(@)ug(z) 1—1<um.

We set h = h — P(8)uext; by construction,

2oy h(z) |zl <1-1,
h(””){ 0 |z >L

In the intermediate region [ — 1 < x <[ we obtain by (5.12)

|iL(.%')| = |(h - XP(S)UR — XzzUR — 2XmuR,ac - XxAuR)(x)‘ <
< C(h(@)] + lur(@)| + [ura(x)]) < C([h(@)] + [|A]]L,)-

Together with the corresponding estimate for — < x < —[ + 1 an integration yields
Allzy < CllhllL,- (5.14)

Step 3

We invoke Theorem 4.1 and solve the finite-interval boundary value problem (4.2), (4.4)
with A instead of h. For the unique solution & € W21(—I,1),a € R, we have 4 € WH*°(—[,1)
and an estimate

1l 1 (—10y + Nt | e~y + L] < CllA Ly (—10y < ClRI Ly (—10)- (5.15)

We turn to system variables 0 = u, — Au, 2 = (4, 0), and continue Z outside (—/,[) by solving
the homogeneous equation

simi(2) = (“im(l’) _ 5(a) 2] <1, (5.16)

Vint () S(z,1,5)2(1) x> 1.

) S(x,—1,8)2(=1l) =< —I,

Here S(z,€,s) denotes the solution operator of L(s) from (3.11). By definition (5.16) we have
Zint € WHH(R), uine € W2H(R) and

0 lx| >,
L(S)Zint(x) = <iL(Ol,)> |£C| <. (517)
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Since Z satisfies the homogeneous boundary conditons (4.4) at I the tails of zj,; are weakly
decaying. More precisely, by the first part of Theorem 3.1 and A (1.26) (with p’ = 2 and
B = Br.|s|*) we find the following estimate

lzinel> < 12Ny igy + 1SC =L ) 2(=DIZ 5 ooty + I1SC1 1) 2D 40,00
< C (U3 g + 1820202 + 20P))
< Cls 20U + DI,

In the last line we have used (5.15). So far, all our estimates hold for [ > I; and |s|l < ¢, with
constants C' that depend only on /1 and §y as determined by Theorems 3.1 and 4.1. Therefore,
we can continue the estimate above and obtain

5, 0% _
il < Cls|72(FF + DIIRIZ, < Cls|*[IR]Z, (5.18)

Step 4
The approximate solution is now defined as

~ (6
U = Uext + Uint + ;900' (519)

Note that % € W1 N H! satisfies, by (5.12), (5.13), (5.15), (5.18),
2

~ «
lallzn < C IIURllip+IIULIIfql+IIUimII3p+Wllon§p
02
< ﬁllhllﬂ

This proves (5.9) with Ky = %
Finally, we use the equation P(s)¢o = s¢o, (5.17), (4.2) to obtain

P(s)a —h = P(8)uext + P(s)uint + app — h
_ { 0 |z| <1,
ago(z) |z| > 1.
We use (5.15) again and deduce the L;-estimate

_ C _
[1P(s)i — hl[z, < e . |po(x)|dx < 3¢ AL, (5.20)

This determines the final choice of [ through the condition %e*m < % Theorem 5.1 applies

with ¢ = % and, for 0 < |s| < 570 and Res > 0, yields a solution v € W21 N H! of P(s)u = h
that satisfies
2C)y

lull g < WHhHLl-

Uniqueness in W2! follows from the Fredholm alternative in Proposition 3.2.

35



5.3 Estimates for Moderate |[s|

These follow by a standard compactness argument. Note that in the previous sections we found
constants 6 > 0, R > 0, such that Theorem 1.2 holds for Res > 0 and |s| € (0,d) U (R, o0). Up
to this point, Assumption (A4) has not been used, but it is essential in the domain § < |s| < R
and Res > 0. For any fixed sq in this domain the kernel of the operator P(sqg) : H? + L2
is trivial by Assumption (A4). The Fredholm property in Proposition 3.2 guarantees that
P(sg)u = h € Ly has a unique solution v € H? with an estimate

[ull > < C(so)l[ Rl

A small perturbation argument shows that this holds, correspondingly, for all s with |s — s¢| <
ﬁ, with the constant 2C(sg) in place of C'(sg). By compactness, the proof of Theorem 1.2 is
complete.

A Dichotomies and L-Perturbations

Consider a subinterval J = [z_,z4] C R where z_ or x4 may be finite or infinite and with the
understanding that —oo and oo are not contained in J. Let L be a linear differential operator
on J,

Lz =z, — M(x)z, (1.1)

with N x N matrices M (x) that are continuous in x € J, and let S(x,¢) denote the solution
operator of L.

Definition A.1 The operator L has a generalized exponential dichotomy on J with
data (o, 8, K, m(z)) if « < B are real numbers and w(z) are projectors in RN such that for all
x,& € J the following holds:

m(@)S(z,§) = Sz, m(8), (1.2)
|S(z, )m(e)] < Ke*"8, z>¢,
S(z, ) (I = 7€) < K9,z <.

Remarks

1. In the definition above there is no sign restrictions on « and 8. The number « limits
the exponential growth of solutions in forward direction when started in range(mw(§));
correspondingly, 3 limits the exponential growth in backward direction when started in
range(I — m(§)). Note that in the case —a = [ > 0 we have a (standard) exponential
dichotomy as in Definition 3.1; in the case & = § = 0 we have an ordinary dichotomy
in the sense of Coppel [3]. In the general case, when a < 3, our notion agrees with the
shifted exponential dichotomy of Hale and Lin [4].
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2. In general, the projectors m(x) of a generalized exponential dichotomy are not unique.
3 However, if a < B and J = [0, 00), then the ranges are unique because they can be
written as

range(m(€)) = {z € RV : e8| S(z, £)z| is bounded for z > ¢}, (1.5)
for any oo < < 3. While ”C” is obvious the converse conclusion follows from
(I = 7())2] = (I = 7(€))S (€, 2)S(, €)2] < CeTDE=9 0 a5 5 — o0,

In this case, the kernel of m(zg) is still not determined, however. Take, for example,
another projector 7(xg) that satisfies range(m(xzg)) = range(#(xg)) and define 7 (x) =
S(z,z0)7(20)S(20,2) for x € J. Then L has a generalized exponential dichotomy on

J with data (o, 3, K,#), where K = K(B + K),B = K?|rn(xo) — #(x0)|. In fact, the
assumption on the ranges implies 7 (z)mw(z) = w(x), 7(x)7(x) = 7(x) for x € J and then

m(z) — 7 (x)| = [S(z, mo)m(20) (7 (x0) — 7 (20)) (7w (x0) — I)S (20, 2)| < Be(a_ﬂ)“_m()- |
1.6

Using |m(x)| < K yields the dichotomy estimates for 7

|S(2,O)#(©)| = |9(z, Om()F(E)| < Ke* )B4+ K) for z>¢,

1S(@, &)1 - #()] = |(I - #(@))S(x, (I - 7(€)| < (K + B)Ke"™9 for x <.

3. Generalized exponential dichotomies can be extended over compact intervals. For ex-
ample, assume that Definition A.1 is satisfied on [z, 00) with o > 0 and suitable data
(o, B, K,m(x)). Then a simple calculation shows that the generalized exponential di-
chotomy also holds on [0, 00). Possible data are («, 3, K, #(z)), where

. - (o), <o
K = KKQKI@a ’/T(Qf) - { S(x’x())ﬂ-(wo)s(xo,a’})’ 0 S T < o,

where Ko = 1 4 8upo<y<g, €77)[S (20, )| and Kp = 1 + supge, <y, €’ (S (@, 20)].

In the first part of the appendix we will prove a perturbation theorem for generalized
exponential dichotomies under L; perturbation of the matrix function M (z). For ordinary
dichotomies this was already proved in [3]. In the following we give a somewhat simplified
proof along the lines of [2, Appendix] for the generalized case. For our later applications it will
be essential to provide precise estimates of the dichotomy data for the perturbed operator.

30f course, by (1.2), if a projector 7(xo) is determined at one point xo, then all projectors m(z) are determined
uniquely.
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With any operator Lz = z, — M z that has a generalized exponential dichotomy we associate
a Green’s function,

[ S@omE),  r>¢
G(x’f)‘{ S(@.E)(m(€) - 1), x<E (L.7)

It will also be convenient to introduce the weight function

ea(x_é)’ €T Z 5

o(z,¢§) —{ P9 o€ (1.8)

Theorem A.1 Let Lz = z, — Mz have a generalized exponential dichotomy on J with data
(o, B, K, m(x)) and let A € C(J,RNN) be a matriz-function that satisfies, for some q < 1,

K|[AllL, ) <g <1 (1.9)

Then the perturbed operator Lz =2y — (M + A)z has a generalized exponential dichotomy on
J with data (o, 8, K, ) where

K=_" (1.10)

In addition, the following estimate holds:

K?

7le) — (@) <

AL, ), T € (1.11)

Proof. As in [2] we consider the space of matrix—valued functions
X ={HeC(Jx JRVN):||H||, < oo}
where || - ||, is the weighted norm defined by

L HE8)

Using the variation-of-constants formula one finds that the difference H = G — G between the
(vet unknown) Green’s function G of the perturbed operator and the given G satisfies the fixed
point equation

cx, e J}

H=F(H)+ F(G), (1.12)

where F' is defined by

F(H)(2,€) = /J Gla ) A H(.E)dn, .6 € T (1.13)

38



Note that F' maps continuous kernels into continuous kernels and actually maps X into itself,
as we will show below. We will also see that F(G) is in X even though G has a jump on the
diagonal. First, the exponential dichotomy of L implies

|G(x,8)| < Ko(z,§), z,£€J. (1.14)
Then we claim that F' satisfies the bound
|F(H)|lo < q||H||, for H € X. (1.15)

For x,¢ € J we estimate, using (1.14), as follows:

EH)@. ] HHHQ/#\G(w,n)\lﬁ(n)w(n,ﬁ)dﬁ

Q(‘raf) J Q(xﬂg)
o(z,n)e(n,§)
< x|, [ EEDEED A
< KAz [HIlp < gl [HI[o-

To obtain the estimate in the last line we have used that o < 3 implies o(x,n)o(n,§) < o(x, &)
for all x,&,n € J. This proves (1.15), and by applying the estimates above to the jump kernel
G together with (1.14) we obtain

1F(G)le < K2[1A]|L,- (1.16)

By the contraction mapping theorem equation (1.12) has a unique solution H € X which
satisfies

2
_ KA, _ Kg
- l=qg T 1-g¢

1
1 H[lo < 1—_q||F(G)||g (1.17)

We now define G = G + H and by the same arguments as in [2] obtain that 7(x) := G(z, )
are projectors such that G assumes the required form

a S(z, 7 () r>§
G(x,&) = > ’ 1.18
w9={ som®n, +2¢ (118
The dichotomy estimates (1.10) and (1.11) then follow from (1.17) and
_ Kq K .
< H|,<K+-——=—=K.
1Glle < 1IGHlp + 12l < K + 0 = =
[ |
Remark: We note that the dichotomy exponents «, 8 remain unchanged under L; per-
turbations and that (1.17) implies the following estimates, which are more general estimates
than (1.11):
S (@, E)m(€) = Sz, OF(E)| < KEK||A||r,e*™ 0, w>¢
1S(@.&)(n(&) = 1) = S@. O (7(E) — )| < KK|AlL,e" 9, a<e.
Without further assumptions we cannot conclude that the projectors m and 7 are of the same
rank. Sufficient conditions are given in the following Proposition.
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Proposition A.1 Suppose that the assumptions of Theorem A.1 hold on an interval J =
[20,00) with either o < 3 or  K?||AllL, ;) <1—q. Then the projectors w(x) and 7(x) have
the same rank for x € J and, in particular, the projectors constructed in the proof of Theorem
A.1 satisfy

ker(n(z)) = ker(7(x)), = € J. (1.19)

Proof. Let us first assume that K?||Al|;, ;) <1 —¢. Then (1.11) implies |7 (z) — ()| < 1, and
hence the equality of ranks follows from Lemma B.1. For the proof of (1.19) note that equations
(1.12) and (1.13) imply

(a0) = n(a0) + Hlzn,a0) = na0) + [ Glao,r(e)as
where r(£) = A(§)(H (&, o) — G(&,0)). Using (1.2) and (1.7) we obtain
(a0) = n(a0) + (o) — 1) [ S(a0, )((6) ~ Dr(e)

and, therefore, range(w(zo) — I) C range(m(xg) — I). Because both ranges have the same
dimension, equation (1.19) follows at x = ¢ and then for a general x € J from relation (1.2).
In the case oo < 8 we first determine x1 > z¢ so that K2||AHL1[$1,OO) < 1—g¢. Then L has
a generalized exponential dichotomy on [z1,00) with data («, 3, K, #(z)) where ker(m(z1)) =
ker(w(x1)) and m(z1) and @(x1) have the same rank. Since, in case a < [, the ranges of
7(€),& € [xo, 00) are uniquely determined (cf. (1.5)) we have range(7(z1)) = range(w(z1)) and
therefore rank(m(x1)) = rank(m(x1)). Again, (1.2) yields equality at each x € [z, 00). Finally,
(1.19) follows in the same way as in the first case. [ |
Similarly, for J = (—o0, zp], under the assumptions of the proposition one has

range(7(xo)) = range(n(zg)) , (1.20)

and equality of ranks is implied.
As in [2, Appendix A] we need estimates for solutions of inhomogeneous boundary value
problems on general intervals J = [z_, z4], i.e., for problems of the form

Lz=h, zelJ (1.21)
m(@-)z(z-) =7-, (I —m(z4))z(z4) =74 (1.22)
Here the boundary condition at z_ or x4 is empty if x_ = —oo or £ = 00. Since we need these

estimates with L1, Lo and Lo, norms for z and h, we formulate the result for general L,-norms.

Theorem A.2 Let L have an exponential dichotomy on J with data (3, K,7); let the Green’s
function G be defined by (1.7); and let 1 < p < oo. Then, for any h € L,(J) and any
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~v— € range(m(z_)),v+ € range((I — m(x4))), the boundary value problem (1.21), (1.22) has a
uniqe solution z € WIP(J), namely z = zsp + 2hom, where
@) = [ Gl Ohee, (1.23)
Zhom(l') - S(:C,aj'_)’}/_ +S<1’,$+)’y+. (124>
This solution z satisfies z € Ly (J) for all 1 < p <p’ < oo, and the following estimates hold:

1—

B

1
B |zhomlL,, + [Zhomlr < (K + 1)(|1y- + |7+ ). (1.26)

1,1 _1
T zgllr, + 87 |2yl < 6K|1A|L, (1.25)

Remark: In the estimate we have used the abbreviation |z|p = |z(z_)| + |2(x4)| for boundary
terms. Moreover, % =0 for p = .

Proof. One easily shows that z = zs, + 2nom solves (1.21),(1.22), and uniqueness is proved as
n [2]. From the exponential dichotomy of L we have |G(z, )| < Ke (=8, Let % + % =1 and
use a Holder estimate to obtain:

(@l < K7 ( / e—f'w—fe—f'””—fwh(s)ug)p
J

/
p

< K (%) ’ ( / e—ﬁx-f'rh@rpdg)%

N
KP h —Blz—¢| h Pe.
< (6) i [ et pag

Integration and Fubini’s Theorem yield:

P_
q

lalty, < & (5) " 107 [ Sincepa

. 2 1+p " 1 P
< K (5) i, < (s nL,)

For the second term on the left-hand side of (1.25) we obtain

p/
(e < K ( /J eﬁm%(sndg)

/ 1 / _1 p
< & (5)" I, < (K670l

Together with the corresponding estimate at x_ we have proved (1.25). Finally, we integrate

/

S(@, 2 )y < KV e @)y
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with respect to  and find
1

1 P _L/
IS¢, z-)v-llz, < K 3 | < KB # |y-|.

Combining this with a corresponding estimate at x leads to the desired estimate (1.26). B

Finally, we consider the case where exponential dichotomies hold on both semi-infinite
intervals, (—oo, 0] and [0,00), and where the equation Lz = 0 has a solution that decays in
both directions.

Theorem A.3 Suppose that L has an exponential dichotomy on (—o0,0] and on [0,00) with
data (B3, K,m+), and let k_ = rank(n_), ky = rank(wy). Then the operator L : W1P(R) s
L,(R) is Fredholm of index ki + k_ — N. Assume, in addition, that

dim (range(m4(0)) N ker(7—(0))) = k+ + k— — N. (1.27)

Then, for any 1 < p < p' < 0o, there exists a constant C' > 0 such that all solutions = € WP (R)
of the inhomogeneous equation Lz = h with h € Ly(R, RN) are of the form

2(z) = zgp(x) + S(,0)n  where n € range(m4(0)) N ker(7—(0)) (1.28)
and where the special solution zs, satisfies a bound
1-141
B v [zgllz, < CllAllL,. (1.29)

Proof. In L., —spaces the assertion about the Fredholm index in proved in [8], [1]. For com-
pleteness, we indicate the main steps for the L,-spaces considered here. In a first step we

note that all bounded solutions of the homogeneous equation Lz = 0 on R are given by
z(x) = S(x,0)n, n € range(m(0)) Nker(m—(0)), and that these solutions lie in any L,,. There-
fore,

dim ker(L) = dim (range(m4(0)) N ker(7—(0))) . (1.30)

In a second step introduce the adjoint operator L*z = 2z’ 4+ M(x)”z and note that L* has
exponential dichotomies on R_ and R, with data (8, K,I — 7L). Then one can show that the
range of L can be characterized as follows:

range(L) ={h € Ly, : /chT(a:)h(x)d:z =0V € ker(L*)}. (1.31)

Applying formula (1.30) to L* yields
codim range(L) = dimker(L*) = dim (ker(I —m_ (0)T) Nnrange(I — 74 (O)T))
= dim (rcmge(ﬂ',(O)T) N k‘er(ﬂ'+(O)T)) = dim (/74367‘(71',(0))L N Tange(mr(O)L))

— dim ((ker(w_(O)) + mnge(m(())))l) = N — (k_+ky — dim(range(m(0)) N ker(m_(0)))).
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By subtraction from (1.30) we obtain the formula for the Fredholm index. Under the additional
assumption (1.27) it then follows that the operator L is onto and that the representation (1.28)
holds provided we construct a special solution zg, with the estimate (1.29).

We abbreviate Vy = range(m4(0)) N ker(w—(0)) and choose decompositions

range(n4(0)) =Vo @ V4, ker(m—(0)) =Vo @ V_, (1.32)

where dim(Vy) = N —k_,dim(V_) = N — k4. Counting dimensions one obtains the direct sum
RN =V, @ V_ @ V,. Now we modify the projectors 7, and m_ such that ker(m, (0)) = V_ and
range(n—(0)) = V4 . According to Remark 2 following Definition A.1 the dichotomy properties
still hold with the same exponents but a modified constant K. We keep the same symbol 71
for the modified projectors. By Theorem A.2 we have unique solutions z_, z; of the one-sided
boundary value problems

Lz_=h, 2<0, (I-7_(0))2—(0)=0 (1.33)
Lzy =h, 0 <z, 74+(0)z4(0) =0 (1.34)
and both satisfy an estimate (1.25). By construction we have z4(0) € V_ and 2_(0) € V.

Therefore we can continue z4 to x < 0 and z_ to z > 0 by solving the homogeneous equation,
i.e., we define

| z—(x) + S(x,0)z4(0), forax <0,
zsp(w) = { zy(x) + S(ac,O)zJ_r(O), for x > 0. (1.35)

Then zg, is continuous at 0 and satisfies Lzs, = h on the whole line; hence z, € whp (R).

Moreover, from (1.25) and (1.26) we obtain the desired estimate:

1

_ilg -1 _1
B Nz, < € (877 (Il2llny 000 + 1211z, (coco ) + B2 (12 0)] + 12-(0)]))

C (117111, (~c0,0) + 1l 0,00) < ClIRlL,

IN

B Polychotomies and L,-Perturbations

As originally suggested by Sacker and Sell (see [9]), it is often useful to split the exponential
growth behavior into several intervals [, 3;] with associated projectors m;(x),7 =1,... ,k—1,
for some 1 < k < n. We assume that the intervals are arranged in increasing order,

a1 <P <ar< By <. <oy < B (2.1)

In the language of [9] the intervals (8}, a;j+1) belong to the resolvent of the operator L while
[, ;] may contain spectrum. Our intention is to derive a perturbation theorem that is analo-
gous to Theorem A.1 for this more refined situation. Our result slightly differs from the general
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perturbation theorem for Sacker, Sell spectra [9] because we allow the intervals to have some
endpoints in common and because we will treat L; perturbations in a quantitative way.
Let us introduce the vector notation

—

d= (o, 1), B=(Bry . s Brr)y T = (Wseer o).

Definition B.1 The operator L has an exponential polychotomy on J with data
(@, p,K,7(z)) if the a’s and (s are arranged as in (2.1) and if the w;(z),x € J, are projectors
in R™ with the following properties:

(1) mi(x)mj(x) = 6 jmj(x) holds for allx € J and i,j=1,... k-1,

(ii) for j=1,... k —1 the operator L has a generalized exponential dichotomy on J (in the
sense of Definition A.1) with data (o, B;, K,> . _, 7).

In the following it will be convenient to introduce the remaining projector

k—1
T = I—- Z -
j=1
From property (ii) above we then have
k
ﬂ'iﬂ'j:(;iJﬂ'j for all i,j:1,...,k, ZT[']‘:I. (2.2)
j=1
Moreover, we denote the projectors occuring in (ii) by
J
Qi=> m, j=1... k-1 (2.3)
v=1

This definition yields the estimates
[S(@,Om;(€)] = [5(x,6)Q;(E)m;(§)] < K29, x> ¢
|S(2,E)mi (€)= 1S(2,)(I = Qj—1(&))mj(€)] < K179z < ¢,

These inequalities show how initial data under the same projector can be bounded under forward
and backward integration.

Theorem B.1 Suppose that the differential operator L has an exponential polychotomy on
J = [xg,00) with data (&, 3, K, T) and assume

Ozj<ﬂj+1, j=1... k=2 (2.4)

Let the matriz valued function A € C(J,R™") satisfy the same smallness assumption (1.9) as
in Theorem A.1. Then the operator Lz = z, — (M (x)+ A(z))z has an exponential polychotomy
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on J with data (a, ﬂ,f(,ff), where K = I—Ifq as in Theorem A.1, and the following estimates
hold for x € J:

2
7@ - @] < o llAlld = Lk (25)
- K2
Q@ - Q@] £ Al =T k=1 (2.6

Remarks: Condition (2.4) requires that there is at least one strict inequality between 4 con-
secutive numbers in (2.1).

We conjecture this theorem to hold also in the all-line case, J = R, but we have not pursued
the details of a proof. In the one—sided case considered here, we will use that the kernels of the
projectors remain constant under perturbations; see (1.19).

Proof. We proceed by induction in k > 2 and include the statement

ker(Q;) = ker(Q;), j=1,...,k—1, (2.7)

in the induction. For k = 2 our assertion follows from Theorem A.1. When we proceed from k
to k + 1 the induction hypothesis yields that we have an exponential polychotomy for L on J
with data K and

J
Ay ene , Of—1, ﬁl?"'aﬁk—la ﬁlv-"ﬁk—h Q]ZE ﬁ-uaj:la"'7k_]-'

Next we apply Theorem A.1 to L with the data (o« = ay, 8 = Bk, K,m = Q) = Zi:l 7). This
yields a generalized exponential dichotomy for L on J with data (ag, Bk, K, Q) where

KQ

, e J.
1—g¢q v

Qr(z) — Qu(z)| <

Let us first show
QrQr—1 = Qp_1. (2.8)
For z¢p < ¢ < x we have by (2.4)

(G4(6) = DA-1(©)] = (@1(6) - DS(6.2)5(, Cx1(9)
<18(¢,2)(Qr(x) = DSz, §)Qk-1(8)] < Kek &M K eonn(e=8)
— K2elar—1=Br)(z=E) _, as T — 00,

which proves (2.8). We now define 7, by

k= Qr(I — Qr_1) (2.9)
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and obtain from (2.8) the relation
Qr = Qr—1+ 7 (2.10)
Out proof is complete if we show that 7 is a projector for which the following relations hold:
T = 0475, 1,7 =1,... k. (2.11)
Note that the final estimate (2.5) is a consequence of (2.6), (2.10) and the triangle inequality,
|75 =il = 1Q) = Q5 — (Qj-1 — Qj—1) < 1Qj — Qi +1Qj—1 — Qj-1)].

The definition (2.9) implies the first of the following identities,

TeQr-1 = 0 = Qr_17%. (2.12)

The relations (2.12) complete our proof because they imply that 775 = Qk - Qk_l is a projector
and that the equalities

T = TpQr-17; = 0, 77T = 7jQr_17x =0

hold for j=1,... ,k—1.

It remains to prove the second equality in (2.12). From (1.19) we have ker(Qy) = ker(Qx) =
range(I—Qy) = range(my,1) and, by the induction hypothesis (2.7), ker(Q_1) = ker(Qgp_1) =
range(I — Qr_1) = range(my + mr11). Therefore we obtain the relations

range(l — Qk,l) = ker(@k,l) ) ker(@k) = range(l — Qk)

From these we finally conclude that (I — Qk,l)(f — Qk) =1 — Q, as well as Qk,l(I —Qr)=0
and

Qr-17k = Qr-1(Qk — Qr—1) = Q—1(Qr, — I) = 0.

As an application of this theorem, we treat the s—dependent operators from (3.11).

Proposition B.1 Under the assumptions of Theorem 3.1 the operator L(s) = % — M(-,s),
0 < |s| < dr,Res > 0 has an exponential polychotomy on [l — 1,00) with k = 4 and data

(@(s), B(s), 2K g, 7(s)). The constants a;(s),Bi(s),j =1,2,3, are given by (3.20) and the pro-
jectors ©t(x, s) = (w1(x, s), ma(x, 8), w3(x, 8)) satisfy

sup |mj(x,s) — W;%(S)‘ <A4K?%e(1—-1), j=1,...,4 (2.13)
z>1—1

The projectors 7rjR(s) are defined in (3.21), and we set wy(-,8) =1 — 2321 (-, ).
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Proof. We simply note that the diagonalization in Lemma 3.1 shows the polychotomy for L%(s)
with data as in (3.20). Then an application of Theorem B.1 proves the assertion. Therefore, the
decomposition of fundamental solutions illustrated in Figures 1 and 2 persists for the variable
coefficient operator in the tail regions. |

In our final lemma we treat perturbations of projectors. We show how the condition that an
element vanishes under the perturbed projector can be expressed as an inhomogenous equation
with the unperturbed projector and a small right—-hand side. This lemma is used when solving
finite interval problems in Section 4.

Lemma B.1 Let P and Q be projectors in R™ that satisfy |P — Q| < 1 for some subordinate
matriz norm | -|. Then P and @ have the same rank and the equation Qz = 0 is equivalent to

Pz=P(I—(P-Q) (P-Q)I— P)z (2.14)
Proof. First note that (I — (P — Q))~! exists since |P — Q| < 1. Next we show that
range(Q) Nrange(I — P) = {0}. (2.15)

To this end, note that x € range(Q) Nrange(l — P) implies Qz = x = (I — P)z, and then the
estimate

20| = 22| = |(I - P+ Q)z| < (14 [P — Q|)|x]

yields x = 0. Since our assumptions are symmetric in P and () we also obtain
range(P) Nrange(I — Q) = {0}. A count of the dimensions then shows that
rank(P) = dimrange(P) = dimrange(Q) = rank(Q).
Let us assume @z = 0 for some z € R™. Since P is a projector we find
(I —(P—-Q))Pz=(P—Q)(I— P)z and, therefore, Pz = (I — (P — Q))"Y(P — Q)(I — P)z.
Multiplying by P proves (2.14).
Conversely, let us assume (2.14). Writing P — Q = P — @ — I + I we obtain

Pz=P(-I+(I—-(P-Q) ™ H(I—-P)z=P(I—-(P-Q))"'(I-P)z.
Similarly, writing I — P =1 — (P — Q) — Q on the right-hand side, we have
0=PI—(P-Q) Q= (2.16)
Finally, note that (I — P)(I — (P - Q))™'Qz = (Q — Q(I — (P — Q))"'Q)z € range(Q) N
range(I — P). Therefore, due to (2.15), the term vanishes. Combining this with (2.16) leads to
(I —(P—-Q))"'Qz =0, and hence Qz = 0. [ |
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