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Abstract. We establish a framework for the existence and uniqueness of solutions to stochas-
tic nonlinear (possibly multi-valued) diffusion equations driven by multiplicative noise, with the
drift operator L being the generator of a transient Dirichlet form on a finite measure space
(E,B, µ) and the initial value in F∗e , which is the dual space of an extended transient Dirichlet
space. L and F∗e replace the Laplace operator ∆ and H−1, respectively, in the classical case.
This framework includes stochastic fast diffusion equations, stochastic fractional fast diffusion
equations, the Zhang model, and apply to cases with E being a manifold, a fractal or a graph. In
addition, our results apply to operators −f(−L), where f is a Bernstein function, e.g. f(λ) = λα

or f(λ) = (λ+ 1)α − 1, 0 < α < 1.
Keywords. stochastic nonlinear diffusion equation; stochastic generalized porous media equa-
tion; stochastic variational inequalities; functional inequalities; Dirichlet form; self-organized
criticality
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1. Introduction

The concept of variational inequalities (VIs) was first introduced by Stampacchia [55] and
Lions-Stampacchia [41] in order to study regularity problems for partial differential equations.
VIs were later used as a technique to solve optimal stopping-time problems and produced numer-
ous new results. E.g., they allow to obtain the regularity of solutions under very weak regularity
assumptions for the data, provide a very convenient characterisation of the solution from the
algorithmic point of view and they turn out to be particularly useful to treat evolutionary cases
(cf. [17, Chapter 3] for further details). The notion of stochastic variational inequalites (SVIs)
was developed by Rascanu, Haussmann-Pardoux and Rascanu-Bensoussan in a series of works
(cf. [48, 37, 18] and the references therein). As pointed out in [18], it arouse from the following
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problems. Considering the evolution of a state Xt of a dynamical system perturbed by noise of
the form:

dXt = f(t,Xt)dt+ g(t,Xt)dWt,

where Xt takes value in Rd and Wt is a d-dimensional Wiener process. If g is not degenerate,
i.e., gg∗ > αI, α > 0, then Xt can take any value in Rd. In other words, Xt can be located in
any domain O ⊂ Rd with strictly positive probability. However, for certain applications, one
might prefer Xt to remain within a convex domain Ō ⊂ Rd. For instance, one might want to
constrain Xt ∈ [a, b] when d = 1. Consequently, the following model should be considered:{

dXt + ∂IŌ(Xt)dt 3 f(t,Xt)dt+ g(t,Xt)dWt,

X0 = x0 ∈ Ō,
(1.1)

where ∂IŌ denotes the subdifferential of IŌ, which is defined by

IŌ(x) :=

{
0, if x ∈ Ō,
+∞, if x ∈ Rd \ Ō.

This gives rise to the motivation for studying the following more generalized model:{
dXt + ∂ϕ(Xt)dt 3 f(t,Xt)dt+ g(t,Xt)dWt,

X0 = x0 ∈ Dom(ϕ),
(1.2)

where ∂ϕ denotes the subdifferential of a proper convex lower-semicontinuous function ϕ, and
∂ϕ is a maximal monotone function (possibly multi-valued), hence leading to the notation “ 3 ”.

To treat equations like (1.2), alternative concepts of strong solutions, weak solutions (or
SVI solutions) and almost weak solutions to equation (1.2) have been proposed (see e.g. [48],
[18]). The readers are refer to Definitions 3.5 and 5.6 below for the key differences between SVI
solutions and strong solutions. In recent years, SVI solutions have also been developed by Barbu-
Da Prato-Röckner, Gess-Röckner, Gess-Tölle (see e.g. [9], [33], [36], [46] and the references
therein) as an effective approach when studying some types of multi-valued stochastic partial
differential equations (SPDEs) which can be written as gradient flow equations. These provide
a strategy to gain the information about the structure of the limit process of the approximation
equations. In addition, the limit process is allowed to have its initial value in a larger space and
the assumptions on the coefficients of the SPDE can be weakened.

Before we introduce the general class of equations we are concerned with in the present paper,
let us start with the following special case, i.e., stochastic generalized porous media equations
(PMEs): {

dXt ∈ ∆β(Xt)dt+B(t,Xt)dWt, in [0, T ]×O,
X0 = x0 ∈ H−1.

(1.3)

Here ∆ is the Dirichlet Laplacian with zero boundary conditions on a bounded domain O of
Rd, d > 3. β(:= ∂ψ) : R → 2R is the subdifferential of ψ : R → [0,∞), where ψ is a convex,
lower-semicontinuous function (cf. (H1)-(H3) in Section 3 for the exact conditions on β and
ψ, see also Examples 3.3 and 3.4 below). It is well known that β is a maximal monotone
multi-valued function (cf. Remark 3.2). Furthermore, H−1 is the dual space of H1

0 (O), which
is the usual Sobolev space of order two in L2(O, dx) (dx denotes the Lebesgue measure). B is
a Hilbert-Schmidt operator-valued map fulfilling certain Lipschitz and growth conditions.

Equation (1.3) can be reformulated as a gradient flow equation:{
dXt ∈ −∂ϕ(Xt)dt+B(t,Xt)dWt, in [0, T ]×O,
X0 = x0 ∈ H−1,

where ϕ is a proper potential function (see [33, 46]). Equation (1.1) is a typical case where ∂ϕ
is in fact multi-valued. But there is also a strong motivation for studying the multi-valued case
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originating from physics. The exploration of (1.3) expands upon the study of the classical PME
perturbed by multiplicative noise, as follows:{

dXt = ∆(|Xt|γ)dt+B(t,Xt)dWt, in [0, T ]×O,
X0 = x0 ∈ H−1 on O,

(1.4)

where γ > 1. There are numerous applications of (1.4) in the deterministic case, i.e., when
B := 0, in physics. These include describing the flow of an isentropic gas through porous
media, heat radiation in plasmas, the study of groundwater infiltration and so on. We refer to
[58, 59] for more details on PMEs, and [11] for more details on stochastic PMEs. By extending
∆(| · |γ) to a maximal monotone operator ∆β(·) as in (1.3), the framework becomes applicable
to stochastic fast diffusion equations (FDEs), which is a crucial model for singular nonlinear
(density-dependent) diffusive phenomena and has applications across various fields, see e.g.
Example 3.3. Analytically, the rationale for considering β as a multi-valued function is the
following. Applying the chain rule, we obtain:

∆β(Xt) = β′(Xt)∆Xt + β′′(Xt)|∇Xt|2. (1.5)

This shows that β′(Xt) is the diffusion coefficient of the equation, which is dependent on the
solution. This explains why β is usually called the “diffusivity (function)” and why it must
be assumed to be increasing. If β is strictly increasing, which corresponds to β′ > 0 on R
in (1.5), then we would have local strict ellipticity, hence we would be in the non-degenerate
case. However, we do not make this assumption in this paper, so the degenerate case is covered.
(1.5) reveals why it is important to include multi-valued diffusivities, as it allows us to cover
non-continuous β (see Example 3.4). This means that its generalized derivative β′ (in the sense
of Schwartz distributions) would be a weighted Dirac measure δr0 at a point of discontinuity r0

of β. Therefore, if we consider the time evolution t 7→ Xt(ξ) of the substance density at a point
ξ ∈ O and it encounters a discontinuity point r0 ∈ R of β, the diffusion coefficient β′(Xt(ξ))
would jump to +∞, indicating a “very large” diffusion of the system at that moment. This is an
interesting case of high relevance, especially in physics, and it is also the reason why the solution
to (1.3) are sometimes called singular diffusions. An important example is the Zhang model that
descrides self-organized criticality (SOC), which has applications in various dynamical systems,
e.g., earthquake mechanisms, forest fires, and sandpiles, etc., see Example 3.4.

In fact, equation (1.3) is also of high interest if we replace the Laplace operator ∆ by other
operators. For example, nonlocal pseudodifferential operators, such as the fractional Laplacian
−(−∆)

α
2 , 0 < α 6 2. These are infinitesimal generators of stable Lvy processes (see e.g.

Corollary 3.4.11 and Example 3.4.13 in [24]), and they relate to models in physics, such as the
study of hydrodynamic limits of interacting particle systems with long-range dynamics (see [22,
Appendix B] and the references therein). More generally, one considers nonlocal operators of
type −f(−∆), where f is a Bernstein function (see [54]), or even more broadly, by a self-adjoint
operator L satisfying certain properties. It turns out that a suitable general enough framework
to cover all these operators is to assume that they are generators of transient Dirichlet forms on
L2(O, dx). Additionally, many interesting operators on O are not self-adjoint on L2(O, dx), but
on L2(O, µ) for some other measure µ replacing dx. An example is the Friedrichs extension of

the operator L0 = ∆ + 2∇ρρ · ∇ on L2(O, ρ2dx) ([52]), where ρ ∈ H1
0 (O). Moreover, one is also

interested in more general “state spaces” than O, for example, a smooth or even non-smooth
Riemannian manifold, such as a fractal, or allow infinite-dimensional state spaces, such as the
Wiener space.

To meet all these demands in generality, we need to extend the study of (1.3) to a sufficiently
wide framework as follows:{

dXt ∈ Lβ(Xt)dt+B(t,Xt)dWt, in [0, T ]× E,
X0 = x0 ∈ F∗e on E.

(1.6)
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Here (E,B, µ) is a standard measurable space ([47, page 133, Definition 2.2]) with a finite
measure µ, (L,D(L)) is the generator of a symmetric strongly continuous contraction sub-
Markovian semigroup {Pt}t>0 on L2(µ), which additionally is assumed to be the generator
of a transient Dirichlet form (E , D(E)) (cf. Section 2.1 and note that D(E) replaces H1

0 (O)

from above, more precisely the homogeneous Sobolev spaces Ḣ1). Throughout the paper, for
1 6 p 6 ∞, we write Lp(µ) for Lp(E,B, µ) and | · |p for the norm in Lp(µ). W is a cylindrical
Wiener process on some separable Hilbert space U defined on a probability space (Ω,F ,P) with
normal filtration (Ft)t>0. B is a Hilbert-Schmidt operator-valued map fulfilling certain Lipschitz
and growth conditions (cf. (H4) in Section 3). F∗e is the dual space of the transient extended
Dirichlet space Fe of (E , D(E)) (cf. Section 2.1 and note that F∗e replaces H−1 from above, more

precisely (Ḣ1)∗, the dual space of Ḣ1). β(:= ∂ψ) : R → 2R is defined as in (1.3), and satisfies
(H1)-(H3) in Section 3.

A series of papers have contributed to the study of (1.3) on a domain of Rd, see e.g., [6, 7, 8,
9, 10, 12, 13, 14, 15, 31, 33, 34, 36, 46], and (1.6) on general measure spaces but with β being
a single-valued function, see e.g., [49, 50, 52] and the references therein. However, as far as we
know, there are only two papers that address (1.6) on general measure spaces with β being a
multi-valued function. The existence and uniqueness of strong solutions (see Definition 5.6) to
(1.6) for more regular initial values x0 ∈ L2(µ)∩L2m(µ)∩F∗e , where m ∈ [1,∞), was established
in [51], however, requiring more restrictive assumptions on the Dirichlet forms (E , D(E)) (see
Remark 5.8). Furthermore, in [35, Example 7.3] the well-posedness of “generalized solutions”
(see [23, page 211]) to (1.6) were proved under the assumption D(E) = Fe. In [35], such solutions
were called “limit solutions” (see [35, Definition 4.5].) As an improvement, in our paper, under
more general assumptions we prove that these “generalized solutions” are exactly the solutions
in the sense of SVI to (1.6) (see Definition 3.5). This shows an important characteristic of
SVI solutions, namely they give sense to “generalized solutions” as a true solution to stochastic
(partial) differential equations in the SVI sense.

We will employ the approach introduced in [33] (which was also used in [46]). Given that we
are working with a general measure space, the techniques available for Euclidean spaces in [33]
cannot be directly applied to our framework. Consequently, it becomes necessary to consider
the space L1(µ) ∩ F∗e (cf. Section 5.2), prove the lower semicontinuity of the energy potential
functional (cf. Proposition 5.2), and construct appropriate convergent sequences in F∗e that
satisfy certain properties (cf. Proposition 5.3). The main difficulty is to prove the uniqueness
of SVI solutions to (1.6), in which Proposition 5.3 plays a key role. Since it is of independent
interest, and its proof is independent of the rest of the paper, we include Proposition 5.3 in
Appendix 5. For the proof of Proposition 5.3, we need to use the semigroup {Pt}t>0 as a
mollifier, which is, therefore, assumed to be ultrabounded (cf. Remark 3.7). This is necessary to
replace the use of convolution as a mollifier in the special case E := O in [46], which is also used
in [33]. Finally, in Appendix 5 we compare the notion of SVI solutions to (1.6) to the notion of
strong solutions to (1.6) in the sense of [51] (see Definition 5.6 below).

The remaining sections of the paper are organized as follows: In Section 2, we introduce
notations and provide a brief summary of some known results used in this paper. In Section 3,
we present our assumptions, the definition of SVI solutions to (1.6) and state our main theorem
(Theorem 3.6). Section 4 is devoted to applications of our main result. To enhance the clarity
of the proofs’ structure, some lemma and propositions are put in Appendix 5.

2. Preliminaries and notations

2.1. Dirichlet spaces. Consider the Γ-transform Vr(r > 0) of a symmetric strongly continuous
contraction sub-Markovian semigroup {Pt}t>0 on L2(µ):

Vrw =
1

Γ( r2)

∫ ∞
0

t
r
2
−1e−tPtwdt, w ∈ L2(µ).
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Define the Bessel-potential space (F1,2, ‖ · ‖F1,2) ([28]) by

F1,2 := V1(L2(µ)), with norm ‖u‖F1,2 = |w|2, for u = V1w, w ∈ L2(µ),

consequently,

V1 = (1− L)−
1
2 , F1,2 = D

(
(1− L)

1
2
)

and ‖u‖F1,2 = |(1− L)
1
2u|2,

where (L,D(L)) is the generator of {Pt}t>0 on L2(µ). The dual space of F1,2 is denoted by F ∗1,2

and F ∗1,2 = D((1− L)−
1
2 ).

The Dirichlet form (E , D(E)) of {Pt}t>0 on L2(µ) associated with (L,D(L)) is by definition
given by

D(E) = D(
√
−L),

E(u, v) = µ(
√
−Lu

√
−Lv), ∀u, v ∈ D(E),

and accordingly we have the identification

F1,2 = D(E), ‖u‖2F1,2
= E(u, u) + 〈u, u〉2,

where 〈·, ·〉2 denotes the inner product in L2(µ).
Recall from [29, page 40] that a Dirichlet space (E , F1,2) relative to L2(µ) is transient if there

exists a bounded µ-integrable function g strictly positive µ-a.s. on E such that∫
E
|u|gdµ 6

√
E(u, u), ∀u ∈ F1,2.

If (E , F1,2) is transient, then let Fe be the completion of F1,2 with respect to the norm

‖ · ‖Fe := E(·, ·)
1
2 ,

in this case, from [29, page 43, Theorem 1.5.3], we know that F1,2 = Fe ∩ L2(µ), and F1,2 is
dense both in L2(µ) and in Fe. Let F∗e be the dual space of Fe with inner product 〈·, ·〉F∗e and
corresponding norm ‖·‖F∗e , which is induced by the Riesz map Fe 3 u 7→ E(·, u) ∈ F∗e . F∗e is also
a Hilbert space. Since F1,2 ⊂ Fe continuously and densely, we have F∗e ⊂ F ∗1,2 also continuously

and densely. For more background knowledge on Dirichlet forms, we refer to [29, 43].

2.2. Some known results. From now on, we need to assume:

(T) The symmetric Dirichlet form (E , D(E)) associated with (L,D(L)) is transient.

Consider the inner product Eν := E + ν〈·, ·〉2, ν ∈ (0,∞), on F1,2, i.e.,

‖v‖2F1,2,ν
:= E(v, v) + ν

∫
|v|2dµ = ‖v‖2Fe + ν

∫
|v|2dµ, ∀v ∈ F1,2,

and

‖l‖F ∗1,2,ν :=F ∗1,2
〈l, (ν − L)−1l〉

1
2
F1,2

:= sup
v∈F1,2

‖v‖F1,2,ν61

l(v), ∀l ∈ F ∗1,2,

‖l‖F∗e := sup
v∈Fe
‖v‖Fe61

l(v), ∀l ∈ F∗e .

Recall from [51, Propostion 2.1] that

lim
ν→0
‖l‖F ∗1,2,ν = sup

ν>0
‖l‖F ∗1,2,ν = ‖l‖F∗e , ∀l ∈ F

∗
e . (2.1)

Now, define F∗e ∩ Lp(µ), 1 < p <∞, in the following sense:

F∗e ∩ Lp(µ) := {v ∈ Lp(µ)|∃C ∈ (0,∞) such that µ(uv) 6 C‖u‖Fe , ∀u ∈ Fe ∩ L
p
p−1 (µ)}, (2.2)
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equipped with the norm ‖v‖Lp(µ) + ‖v‖F∗e . Since (E , D(E)) is a transient Dirichlet space, from

[49, page 131, Proposition 3.1], we know that Fe ∩ L
p
p−1 (µ) is a dense subset of both Fe and

L
p
p−1 (µ), which in particular implies that F∗e ∩ Lp(µ) is really a subset of F∗e and we have

F∗e 〈v, u〉Fe = µ(uv), ∀u ∈ Fe ∩ L
p
p−1 (µ), v ∈ F∗e ∩ Lp(µ).

The following lemma was proved in [49], the part (ii) here is a special case of [49, Lemma 3.3
(ii)], (iii) is a special case of [49, Lemma 3.3 (iii)]. We shall heavily use this lemma, especially
(2.4), in the proof of Theorem 3.6.

Lemma 2.1. (i) The map L̄ : Fe → F∗e defined by

L̄v := −E(v, ·), v ∈ Fe (2.3)

(i.e. the Riesz isomorphism of Fe and F∗e multiplied by (-1)) is the unique continuous linear
extension of the map

D(L) 3 v 7→ µ(Lv·) ∈ F∗e .

(ii) Let u ∈ Fe ∩ L
p
p−1 (µ), v ∈ F∗e ∩ Lp(µ). Then

〈L̄u, v〉F∗e = −µ(uv). (2.4)

If there is no danger of confusion, below we write L instead of L̄. For a Hilbert space H,
throughout the paper, let L2([0, T ] × Ω;H) denote the space of all H-valued square-integrable
functions on [0, T ]×Ω, C([0, T ];H) the space of all continuous H-valued functions on [0, T ], and
L∞([0, T ];H) the space of all H-valued essentially bounded measurable functions on [0, T ]. For
two Hilbert spaces H1 and H2, the space of Hilbert-Schmidt operators from H1 to H2 is denoted
by L2(H1, H2). For simplicity, the positive constants C, C1, C2 and C3 used in this paper may
change from line to line.

3. Assumptions and main results

Recall that in (1.6), we set β := ∂ψ. Let K := L1(µ)∩L∞(µ)∩F∗e . Besides assumption (T),
we need the following assumptions:

(H1) ψ : R→ [0,∞) is a convex, lower-semicontinuous function with ψ(0) = 0.
(H2)

lim
|r|→∞

ψ(r)

|r|
= +∞. (3.1)

(H3) There exists 0 < c <∞ such that

inf{|η| : η ∈ β(r)} 6 c(|r|+ 1), ∀r ∈ R. (3.2)

(H4) B : [0, T ]×K ×Ω→ L2(U,F ∗1,2) is progressively measurable, i.e. for any t ∈ [0, T ], this

mapping restricted to [0, t]×K ×Ω is measurable w.r.t. B([0, t])×B(K)×Ft, where B(·) is the
Borel σ-field for a topological space. B(t, u) satisfies:

(i) There exists C1 ∈ [0,∞) such that for all ν ∈ (0, 1],

‖B(·, u)−B(·, v)‖2L2(U,F ∗1,2,ν) 6 C1‖u− v‖2F ∗1,2,ν , ∀u, v ∈ K on [0, T ]× Ω,

where for simplicity, we write B(t, u) meaning the mapping ω 7→ B(t, u, ω).
(ii) There exists C2 ∈ (0,∞) such that for all ν ∈ (0, 1],

‖B(·, u)‖2L2(U,F ∗1,2,ν) 6 C2(‖u‖2F ∗1,2,ν + 1), ∀u ∈ K on [0, T ]× Ω.

(iii) There exists C3 ∈ (0,∞) such that

‖B(·, u)‖2L2(U,L2(µ)) 6 C3(|u|22 + 1), ∀u ∈ K on [0, T ]× Ω.
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Remark 3.1. (i) (2.1) and (H4)(i), (ii) imply that,

‖B(·, u)−B(·, v)‖2L2(U,F∗e ) 6 C1‖u− v‖2F∗e , ∀u, v ∈ K on [0, T ]× Ω. (3.3)

‖B(·, u)‖2L2(U,F∗e ) 6 C2(‖u‖2F∗e + 1), ∀u ∈ K on [0, T ]× Ω. (3.4)

Remark 3.2. From [5, page:47, Theorem 2.8], we know that if ψ̃ : R → (−∞,+∞] is a lower
semicontinuous proper convex function, then its subdifferntial ([5, page 7, (1.15)]) denoted by

β̃ : R→ 2R, i.e.,

β̃(x) := ∂ψ̃(x) = {y ∈ R; ψ̃(x) 6 ψ̃(u) + 〈y, x− u〉, ∀u ∈ R},

is a maximal monotone graph. Therefore, (H1) implies this strictly weak condition
(H1)’ β : R→ 2R is a maximal monotone graph such that 0 ∈ β(0).

Example 3.3. Typical examples for ψ which satisfies (H1) and (H2), and for β satisfying
(H3) are

ψ(r) :=
1

θ + 1
|r|θ+1, ∀r ∈ R,

where θ ∈ (0, 1), and

β(r) = ∂ψ(r) = |r|θ−1r, ∀r ∈ R.

In this case, (1.3) is the stochastic FDE perturbed by multiplicative noise. Applications for
FDEs include for instance: plasma diffusion with the Okuda-Dawson scaling leads to the FDE
with θ := 1

2 ([19]); if θ := d−2
d+2 , d > 3, it is related to the famous Yamabe flow of Riemannian

geometry (see [58, Section 7.5]); in the case that 0 < θ < 1, King studied it in a model of
diffusion of impurities in silicon ([40]). One property of the solutions to FDEs is that they decay
to zero in finite time with positive probability. We refer to [58] for more details on FDEs, [33, 49]
and the references therein for more details on stochastic FDEs.

Example 3.4. Other examples for ψ which satisfies (H1) and (H2), and for β satisfying (H3)
are

ψ(r) :=

{
1
2r

2 + r, if r > 0,
0, if r 6 0,

and

β(r) = ∂ψ(r) =

 r + 1, if r > 0,
[0, 1], if r = 0,
0, if r < 0.

In this case, (1.3) is related to the Zhang model ([63]), which is a modified version of the Bak-
Tang-Wiesenfeld (BTW) model introduced in [4]. Both models are cellular automaton models
that describe SOC. SOC models have applications in various dynamical systems, e.g., earthquake
mechanisms, forest fires, and sandpiles, etc. These systems have a critical state in which small
perturbations can lead to large-scale events, and SOC models attempt to explain this behavior.
We refer to [3, 31, 13, 12] and the references therein for more studies of SOC model.

To describe the SVI solutions, we introduce the energy functional ϕ : F∗e → [0,∞] by

ϕ(v) :=

{∫
E ψ(v(x))µ(dx), v ∈ L1(µ) ∩ F∗e ,

+∞, else.
(3.5)

Definition 3.5. Let x0 ∈ L2(Ω,F0;F∗e ). An Ft-adapted process X ∈ L2(Ω;C([0, T ];F∗e )) is
said to be an SVI solution to (1.6) if the followings hold:

(i) (Regularity)

ϕ(X) ∈ L1([0, T ]× Ω). (3.6)
7



(ii) (SVI (stochastic variational inequality)) For each Ft-progressively measurable process G ∈
L2([0, T ]×Ω;F∗e ), and each Ft-adapted process Z ∈ L2(Ω;C([0, T ];F∗e )) ∩ L2([0, T ]×Ω;L2(µ))
solving the equation

Zt := Z0 +

∫ t

0
Gsds+

∫ t

0
B(s, Zs)dWs, ∀t ∈ [0, T ], (3.7)

we have that for some C > 0,

E‖Xt − Zt‖2F∗e + 2E
∫ t

0
ϕ(Xs)ds

6 E‖x0 − Z0‖F∗e + 2E
∫ t

0
ϕ(Zs)ds− 2E

∫ t

0
〈Gs, Xs − Zs〉F∗e ds

+CE
∫ t

0
‖Xs − Zs‖2F∗e ds, ∀t ∈ [0, T ]. (3.8)

The following theorem is the main result of this paper, i.e., the well-posedness of (1.6) in the
sense of Definition 3.5.

Theorem 3.6. Let x0 ∈ L2(Ω,F0;F∗e ). Suppose (H1)-(H4) and (T) are satisfied, then there
exists an SVI solution X to (1.6) in the sense of Definition 3.5. Furthermore, if

‖Pt‖1→2 <∞, ∀t > 0, (3.9)

then for two SVI solutions X, Y with initial conditions x0, y0 ∈ L2(Ω,F0;F∗e ), we have

sup
t∈[0,T ]

E‖Xt − Yt‖2F∗e 6 CE‖x0 − y0‖2F∗e . (3.10)

Remark 3.7. Explanation of (3.9): Throughout the paper we use ‖Pt‖p→q to denote the norm
of Pt from Lp(µ) to Lq(µ). Recall from [60, page 154, Definition 3.3.1] that Pt is ultrabounded
means ‖Pt‖2→∞ < ∞, ∀t > 0. But since Pt is symmetric, we have, ‖Pt‖22→∞ = ‖Pt‖21→2 =
‖P2t‖1→∞, t > 0, (cf. the proof of [60, Theorem 3.3.15]). In particular, our results apply to
−f(−L), where f is a Bernstein function as in e.g. Examples 4.2 and 4.3.

To prove Theorem 3.6, we need the existence of strong solutions to the following approximating
equations for (1.6). {

dXε
t = L

(
βε(Xε

t ) + εXε
t

)
dt+B(t,Xε

t )dWt,
Xε

0 = x0,
(3.11)

with 0 < ε < 1, x0 ∈ L2(Ω,F0;L2(µ) ∩ F∗e ). Here βε : R→ R is the Yosida approximation of β
(See Appendix 5.1 for more properties of βε). We have the following Proposition for (3.11).

Proposition 3.8. Suppose (H1)’, (H3), (H4) and (T) are satisfied. Let ε ∈ (0, 1), x0 ∈
L2(Ω,F0;L2(µ) ∩ F∗e ). Then there exists an Ft-adapted strong solution to (3.11) such that

Xε ∈ L2(Ω;C([0, T ];F∗e )) ∩ L2
(
[0, T ]× Ω;L2(µ)), (3.12)∫ ·

0

(
βε(Xε

s ) + εXε
s

)
ds ∈ C([0, T ];Fe), P− a.s., (3.13)

Xε
t = x0 +L

∫ t

0

(
βε(Xε

s )+εXε
s

)
ds+

∫ t

0
B(s,Xε

s )dWs, holds in F∗e , P−a.s., ∀t ∈ [0, T ]. (3.14)

Moreover, there exists a constant C ∈ (0,∞) which is independent of ε such that

E
[

sup
t∈[0,T ]

|Xε
t |22
]

+ εE
∫ T

0
‖Xε

s‖2F1,2
ds 6 C

(
E|x0|22 + 1

)
. (3.15)
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Proof. (3.12)-(3.14) follow from [51, Theorem 3.2], in which we take m := 1 and µ(E) <∞. To
prove (3.15), consider the following equations for (3.11) used in [51, Theorem 3.2]{

dXε,ν
t + (ν − L)

(
βε(Xε,ν

t + εXε,ν
t )dt = B(t,Xε,ν

t )dWt,
Xε,ν

0 = x0 ∈ L2(Ω,F0;L2(µ)),

with ε ∈ (0, 1), ν ∈ (0, 1]. Recall from [53] that L2(µ) ⊂ F ∗1,2 continuously and densely (cf. four

lines before [53, (2.5)]). From [53, Claim 3.1] we know that there exists a constant C > 0 which
is independent of ε ∈ (0, 1), ν ∈ (0, 1] such that

E
[

sup
t∈[0,T ]

|Xε,ν
t |22

]
+ εE

∫ T

0
‖Xε,ν

s ‖2F1,2
ds 6 C

(
E|x0|22 + 1

)
, (3.16)

so we may extract a weakly (weak* respectively) convergent subsequence (for simplicity we stick

with the same notationXε,ν), and there exists an X̃ε ∈ L2([0, T ]×Ω;F1,2)∩L2(Ω;L∞([0, T ];L2(µ)))
such that as ν → 0,

Xε,ν ⇀ X̃ε, in L2([0, T ]× Ω;F1,2) ⊂ L2([0, T ]× Ω;L2(µ)) ⊂ L2([0, T ]× Ω;F ∗1,2)

Xε,ν ⇀∗ X̃ε, in L2(Ω;L∞([0, T ];L2(µ))) ⊂ L2(Ω;L2([0, T ];L2(µ))) ⊂ L2([0, T ]× Ω;F ∗1,2).

But from the proof of [51, Theorem 3.2] (cf. arguments around [51, (4.52)]), we know that
Xε,ν → Xε in L2(Ω;C([0, T ];F ∗1,2)), hence also in L2(Ω;L2([0, T ];F ∗1,2)) ⊂ L2([0, T ] × Ω;F ∗1,2),

therefore, X̃ε = Xε, dt⊗ dP⊗ dµ-a.s.. By weak lower semicontinuity of the norms we may pass
to the limit in (3.16) and get (3.15) as claimed. �

Remark 3.9. We can drop the assumptions (H3)(ii) and (H4) in [51], because (H3)(ii) is used
in the proof of [51, Lemma 4.3], while (H4) is used in the proof of [51, Lemma 4.4] (cf. (4.34),
(4.40) and (4.45) in [51]), which are not needed in our paper.

Remark 3.10. The right hand-sides of (H4)(ii) and (H4)(iii) look different from the assump-
tions (H2)(ii) and (H3)(i) in [51, Theorem 3.2], where there is no constant term. However, by
using similar ideas as in the proofs of [51, Theorem 3.2] and [53, Claim 3.1], it is not difficult
to get Proposition 3.8, see e.g. [61, Lemma 4.1] and [62, Proposition 4.1], which are follow-up
works of [53], for the treatments of the linear growth conditions as in this paper. So, here we
still regard (H4)(ii) and (H4)(iii) as the corresponding assumptions in [51, Theorem 3.2].

Remark 3.11. By the property of the Bochner integral (see e.g. [42, page 212, Proposition

A.2.2]), (3.15) allows us to interchange the order of L and
∫ t

0 · ds in (3.14), i.e., we have

Xε
t = x0 +

∫ t

0
L
(
βε(Xε

s )+εXε
s

)
ds+

∫ t

0
B(s,Xε

s )dWs, holds in F∗e , P−a.s., ∀t ∈ [0, T ]. (3.17)

Proof. (Proof of Theorem 3.6)
(Convergence) From (3.17) we know that for two strong solutions Xε1 , Xε2 to (3.11) with
initial conditions x1

0, x
2
0 ∈ L2(Ω,F0;L2(µ) ∩ F∗e ),

Xε1
t −X

ε2
t

= x1
0 − x2

0 +

∫ t

0
L
(
βε1(Xε1

s )− βε2(Xε2
s )
)
ds+

∫ t

0
L
(
ε1X

ε1
s − ε2X

ε2
s

)
ds

+

∫ t

0

(
B(s,Xε1

s )−B(s,Xε2
s )
)
dWs, holds in F∗e , P− a.s., ∀t ∈ [0, T ].

Applying Itô’s formula to e−Kt‖Xε1
t −X

ε2
t ‖2F∗e with K ∈ [0,∞), we observe that ∀t ∈ [0, T ],

e−Kt‖Xε1
t −X

ε2
t ‖2F∗e

= ‖x1
0 − x2

0‖2F∗e −K
∫ t

0
e−Ks‖Xε1

s −Xε2
s ‖2F∗e ds
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+2

∫ t

0
e−Ks〈L

(
βε1(Xε1

s )− βε2(Xε2
s )
)
, Xε1

s −Xε2
s 〉F∗e ds

+2

∫ t

0
e−Ks〈L

(
ε1X

ε1
s − ε2X

ε2
s

)
, Xε1

s −Xε2
s 〉F∗e ds

+2

∫ t

0
e−Ks〈Xε1

s −Xε2
s ,
(
B(s,Xε1

s )−B(s,Xε2
s )
)
dWs〉F∗e

+

∫ t

0
e−Ks‖B(s,Xε1

s )−B(s,Xε2
s )‖2L2(U,F∗e )ds. (3.18)

For the fourth term in the right hand-side of (3.18), from (3.12) we know that Xε1 , Xε2 ∈
L2(Ω;C([0, T ];F∗e ))∩L2(Ω×[0, T ];L2(µ)), and from (3.15) we know that ε1X

ε1 , ε2X
ε2 ∈ L2(Ω×

[0, T ];F1,2). Hence by (2.4) with p = 2,

〈L
(
ε1X

ε1
s − ε2X

ε2
s

)
, Xε1

s −Xε2
s 〉F∗e

= −
∫
E

(
ε1X

ε1
s − ε2X

ε2
s

)
·
(
Xε1
s −Xε2

s

)
dµ

6 2(ε1 + ε2)
(
|Xε1

s |22 + |Xε2
s |22
)
, ds⊗ P− a.e..

For the third term in the right hand-side of (3.18), by (3.15) and [43, page 35, Proposition 4.11]
we know that βε1(Xε1

s ), βε2(Xε2
s ) ∈ L2(Ω × [0, T ];F1,2), then by (3.12), (2.4) with p = 2 and

(5.5),

〈L
(
βε1(Xε1

s )− βε2(Xε2
s )
)
, Xε1

s −Xε2
s 〉F∗e

= −
∫
E

(
βε1(Xε1

s )− βε2(Xε2
s )
)
·
(
Xε1
s −Xε2

s

)
dµ

6 C(ε1 + ε2)
(
|Xε1

s |22 + |Xε2
s |22 + µ(E)

)
, ds⊗ P− a.e..

Thus, ∀t ∈ [0, T ], we have

e−Kt‖Xε1
t −X

ε2
t ‖2F∗e

= ‖x1
0 − x2

0‖2F∗e −K
∫ t

0
e−Ks‖Xε1

s −Xε2
s ‖2F∗e ds

+C(ε1 + ε2)

∫ t

0
e−Ks

(
|Xε1

s |22 + |Xε2
s |22 + µ(E)

)
ds

+2

∫ t

0
e−Ks〈Xε1

s −Xε2
s ,
(
B(s,Xε1

s )−B(s,Xε2
s )
)
dWs〉F∗e

+

∫ t

0
e−Ks‖B(s,Xε1

s )−B(s,Xε2
s )‖2L2(U,F∗e )ds.

Using the Burkholder-Davis-Gundy (BDG) inequality for p = 1, (3.3) and (3.15), we obtain

E sup
t∈[0,T ]

e−Kt‖Xε1
t −X

ε2
t ‖2F∗e

6 2E‖x1
0 − x2

0‖2F∗e + CK,T (ε1 + ε2)
(
E|x1

0|22 + E|x2
0|22 + 1

)
, (3.19)

for K > 0 large enough, where CK,T depends on K and T , but is independent of ε1 and ε2.
Now assume that x1

0 = x2
0 = x0 ∈ L2(Ω,F0;L2(µ) ∩ F∗e ). Then from (3.19) we have

E sup
t∈[0,T ]

e−Kt‖Xε1
t −X

ε2
t ‖2F∗e

6 C(ε1 + ε2)(E|x0|22 + 1),
10



where C is independent of ε1 and ε2, and thus, by completeness there exists an Ft-adapted
process X(·, x0) ∈ L2(Ω;C([0, T ];F∗e )) such that

E sup
t∈[0,T ]

‖Xε
t −X(t, x0)‖2F∗e → 0, as ε→ 0. (3.20)

Then, for x1
0, x

2
0 ∈ L2(Ω,F0;L2(µ) ∩ F∗e ), taking ε1, ε2 → 0 in (3.19), we get

E sup
t∈[0,T ]

e−Kt‖X(t, x1
0)−X(t, x2

0)‖2F∗e 6 2E‖x1
0 − x2

0‖2F∗e . (3.21)

Then by (3.21)

L2(µ) ∩ F∗e 3 x0 7→ X(·, x0) ∈ L2(Ω;C([0, T ];F∗e ))

is Lipschitz continuous, hence it has a unique Lipschitz continuous extension from F∗e to L2(Ω;C([0, T ];F∗e ))
which we denote by the the same symbol X(·, x0), x0 ∈ L2(Ω,F0;F∗e ), and this process is a can-
didate for the SVI solution to (1.6) with initial value x0 ∈ L2(Ω,F0;F∗e ).

(Regularity) We are going to prove the regularity of X := X(·, x0) in the sense of (3.6),
i.e., ϕ(X) ∈ L1([0, T ] × Ω), where ϕ is defined as in (3.5). Let Xε,n

t := Xε(t, xn0 ), t ∈ [0, T ],
ε ∈ (0, 1), be strong solutions to (3.11) with initial value xn0 ∈ L2(Ω,F0;L2(µ) ∩ F∗e ), where
{xn0}n∈N converges to x0 in L2(Ω,F0;F∗e ) as n → ∞ (such {xn0}n∈N exists because L2(µ) ∩ F∗e
is dense in F∗e , hence L2(Ω,F0;L2(µ) ∩ F∗e ) is dense in L2(Ω,F0;F∗e )). Denote Xn

t := X(t, xn0 ),
t ∈ [0, T ], the limit of Xε,n

t in (3.20). Applying Itô’s formula to e−Kt‖Xε,n
t ‖2F∗e , by (3.17) we

obtain that ∀t ∈ [0, T ],

e−Kt‖Xε,n
t ‖2F∗e

= ‖xn0‖2F∗e + 2

∫ t

0
e−Ks〈εLXε,n

s , Xε,n
s 〉F∗e ds

+2

∫ t

0
e−Ks〈Lβε(Xε,n

s ), Xε,n
s 〉F∗e ds+ 2

∫ t

0
e−Ks〈Xε,n

s , B(s,Xε,n
s )dWs〉F∗e

+2

∫ t

0
e−Ks‖B(s,Xε,n

s )‖2L2(U,F∗e )ds−K
∫ t

0
e−Ks‖Xε,n

s ‖2F∗e ds.

By (3.12), (3.15) and (2.4) with p = 2, we have

〈εLXε,n
s , Xε,n

s 〉F∗e = −ε|Xε,n
s |22 6 0, ds⊗ P− a.e..

For v ∈ F∗e , we set

ϕε(v) :=

{∫
E ψ

ε(v(x))µ(dx), if v ∈ L2(µ) ∩ F∗e ,
+∞, else.

(3.22)

By (3.15) and [43, page 35, Proposition 4.11], (3.12), (2.4) with p = 2, and since βε = ∂ψε and
ψε is convex (see Appendix 5.1), we have

〈Lβε(Xε,n
s ), Xε,n

s 〉F∗e

=

∫
E
∂ψε(Xε,n

s ) · (0−Xε,n
s )dµ

6 −ϕε(Xε,n
s ), ds⊗ P− a.e.. (3.23)

So, ∀t ∈ [0, T ], we have

e−Kt‖Xε,n
t ‖2F∗e

6 ‖xn0‖2F∗e − 2

∫ t

0
e−Ksϕε(Xε,n

s )ds+

∫ t

0
e−Ks‖B(s,Xε,n

s )‖2L2(L2(µ),F∗e )ds

+2

∫ t

0
e−Ks〈Xε,n

s , B(s,Xε,n
s )dWs〉F∗e −K

∫ t

0
e−Ks‖Xε,n

s ‖2F∗e ds,
11



where the fourth term in the right hand-side of the above inequality is a continuous real-valued
martingale (cf. e.g. [42, Lemma I.0.3]). After taking expectation on both sides of the above
inequality, by (3.4), choosing K := C2, we get ∀t ∈ [0, T ],

Ee−C2t‖Xε,n
t ‖2F∗e 6 E‖xn0‖2F∗e − 2e−C2tE

∫ t

0
ϕε(Xε,n

s )ds+

∫ t

0
e−C2sC2ds.

Choosing t = T and multiplying both sides of the above inequality by 1
2e
C2T ,

E
∫ T

0
ϕε(Xε,n

s )ds 6 CT
(
E‖xn0‖2F∗e + 1

)
<∞, (3.24)

where CT is a constant which is dependent on T , but independent of ε, n.
By (3.5), (3.22), (5.3) and (3.2), we have for v ∈ L2(µ) ∩ F∗e ,

|ϕε(v)− ϕ(v)|

6
∫
E
|ψε(v(x))− ψ(v(x))|µ(dx)

6
∫
E
ε|β(v(x))|2µ(dx)

6 cε

∫
E

(|v(x)|2 + 1)µ(dx) = cε
(
|v|22 + µ(E)

)
, (3.25)

which implies

ϕ(Xε,n
s )− ϕε(Xε,n

s ) 6 cε
(
|Xε,n

s |22 + µ(E)
)
, ds⊗ P− a.e.,

so,

E
∫ T

0
ϕε(Xε,n

s )ds > E
∫ T

0
ϕ(Xε,n

s )ds− cεE
∫ T

0

(
|Xε,n

s |22 + µ(E)
)
ds. (3.26)

Since Xε(s, xn0 ) → X(s, xn0 ) in L2(Ω;C([0, T ];F∗e )) as ε → 0, hence also in L2(Ω × [0, T ];F∗e ).
By selecting a subsequence if necessary, Xε(s, xn0 ) → X(s, xn0 ), ds ⊗ P-a.s., in F∗e . Hence by
the lower semicontinuity of ϕ on F∗e (cf. Lemma 5.2), Fatou’s Lemma, (3.26) and (3.15), we
conclude

E
∫ T

0
ϕ(Xn

s )ds

6 lim inf
ε→0

E
∫ T

0
ϕ(Xε,n

s )ds

6 lim inf
ε→0

[
E
∫ T

0
ϕε(Xε,n

s )ds+ cεE
∫ T

0

(
|Xε,n

s |22 + µ(E))ds
]

6 lim inf
ε→0

E
∫ T

0
ϕε(Xε,n

s )ds. (3.27)

Since X(s, xn0 ) → X(s, x0) in L2(Ω;C([0, T ];F∗e )) as n → ∞, hence also in L2(Ω × [0, T ];F∗e ).
By selecting a subsequence if necessary, X(s, xn0 ) → X(s, x0), ds ⊗ P-a.s., in F∗e . Hence by the
lower semicontinuity of ϕ on F∗e , Fatou’s Lemma and taking (3.27), (3.24) into account, we get

E
∫ T

0
ϕ(Xs)ds

6 lim inf
n→∞

E
∫ T

0
ϕ(Xn

s )ds

6 lim inf
n→∞

lim inf
ε→0

E
∫ T

0
ϕε(Xε,n

s )ds

6 CT (E‖x0‖2F∗e + 1) <∞.
12



(SVI) Let G, Z be as in Definition 3.5 (ii). Applying Itô’s formula to ‖Xε,n
t − Zt‖2F∗e , by

(3.17), ∀t ∈ [0, T ], we have

E‖Xε,n
t − Zt‖2F∗e

= E‖xn0 − Z0‖2F∗e + 2E
∫ t

0
〈εLXε,n

s + Lβε(Xε,n
s )−Gs, Xε,n

s − Zs〉F∗e ds

+E
∫ t

0
‖B(s,Xε,n

s )−B(s, Zs)‖2L2(L2(µ),F∗e )ds.

Using the convexity of ψε, similarly as to get (3.23), we have

〈Lβε(Xε,n
s ), Xε,n

s − Zs〉F∗e 6 ϕ
ε(Zs)− ϕε(Xε,n

s ), ds⊗ P− a.e..

By (2.4) with p = 2, Hölder’s inequality and Young’s inequality,

〈εLXε,n
s , Xε,n

s − Zs〉F∗e

= −ε
∫
E
Xε,n
s · (Xε,n

s − Zs)dµ

6 ε|Xε,n
s |2 · |Xε,n

s − Zs|2

6
1

2
ε

4
3 |Xε,n

s |22 +
1

2
ε

2
3 |Xε,n

s − Zs|22, ds⊗ P− a.e..

So, by (3.3), we have that ∀t ∈ [0, T ],

2E
∫ t

0
ϕε(Xε,n

s )ds

6 −E‖Xε,n
t − Zt‖2F∗e + E‖xn0 − Z0‖2F∗e + 2E

∫ t

0
ϕε(Zs)ds

−2E
∫ t

0
〈Gs, Xε,n

s − Zs〉F∗e ds+ C1E
∫ t

0
‖Xε,n

s − Zs‖2F∗e ds

+E
∫ t

0

(
ε

4
3 |Xε,n

s |22 + ε
2
3 |Xε,n

s − Zs|22
)
ds. (3.28)

Since (5.2) holds, for v ∈ L2(µ) ∩ F∗e , we have ϕε(v) 6 ϕ(v). Taking lim infε→0 in both sides of
(3.28), by (3.15), we have that ∀t ∈ [0, T ],

2 lim inf
ε→0

E
∫ t

0
ϕε(Xε,n

s )ds

6 −E‖Xn
t − Zt‖2F∗e + E‖xn0 − Z0‖2F∗e

+2E
∫ t

0
ϕ(Zs)ds− 2E

∫ t

0
〈Gs, Xn

s − Zs〉F∗e ds+ C1E
∫ t

0
‖Xn

s − Zs‖2F∗e ds.

Taking (3.27) into account, we observe that ∀t ∈ [0, T ],

2E
∫ t

0
ϕ(Xn

s )ds

6 −E‖Xn
t − Zt‖2F∗e + E‖xn0 − Z0‖2F∗e

+2E
∫ t

0
ϕ(Zs)ds− 2E

∫ t

0
〈Gs, Xn

s − Zs〉F∗e ds+ C1E
∫ t

0
‖Xn

s − Zs‖2F∗e ds. (3.29)

Then taking n→∞ in both sides of (3.29), by the lower semicontinuity of ϕ on F∗e (cf. Lemma
5.2) and Fatou’s lemma, we have that ∀t ∈ [0, T ],

2E
∫ t

0
ϕ(Xs)ds

13



6 2E
∫ t

0
lim inf
n→∞

ϕ(Xn
s )ds

6 2 lim inf
n→∞

E
∫ t

0
ϕ(Xn

s )ds

6 −E‖Xt − Zt‖2F∗e + E‖x0 − Z0‖2F∗e

+2E
∫ t

0
ϕ(Zs)ds− 2E

∫ t

0
〈Gs, Xs − Zs〉F∗e ds+ C1E

∫ t

0
‖Xs − Zs‖2F∗e ds,

which yields (3.8).
(Uniqueness) Let X be an SVI solution to (1.6) and let Y ε,n

t := Y ε(t, yn0 ), t ∈ [0, T ],
ε ∈ (0, 1), be strong solutions to (3.11) with initial value yn0 ∈ L2(Ω,F0;L2(µ) ∩ F∗e ), where
{yn0 }n∈N converges to y0 in L2(Ω,F0;F∗e ), as n→∞.

From (3.12) we know that Y ε,n ∈ L2(Ω;C([0, T ];F∗e )) ∩ L2([0, T ] × Ω;L2(µ)). By (2.3), the
fact that F1,2 ⊂ Fe continuously and densely and by (3.15),

E
∫ T

0
‖LY ε,n

s ‖2F∗e ds = E
∫ T

0
‖Y ε,n

s ‖2Feds 6 E
∫ T

0
‖Y ε,n

s ‖2F1,2
ds <∞.

Furthermore, by [43, page 35, Proposition 4.11],

E
∫ T

0
‖Lβε(Y ε,n

s )‖2F∗e ds = E
∫ T

0
‖βε(Y ε,n

s )‖2Feds <∞,

hence, LY ε,n, Lβε(Y ε,n) ∈ L2([0, T ] × Ω;F∗e ). Therefore, Z := Y ε,n, G := εLY ε,n + Lβε(Y ε,n)
are admissible choices for (3.7).

Then (3.8) yields,

E‖Xt − Y ε,n
t ‖2F∗e + 2E

∫ t

0
ϕ(Xs)ds

6 E‖x0 − yn0 ‖2F∗e + 2E
∫ t

0
ϕ(Y ε,n

s )ds

−2E
∫ t

0
〈εLY ε,n

s + Lβε(Y ε,n
s ), Xs − Y ε,n

s 〉F∗e ds+ CE
∫ t

0
‖Xs − Y ε,n

s ‖2F∗e ds, ∀t ∈ [0, T ].

For v ∈ L2(µ) ∩ F∗e , by (3.12), (3.15) and [43, page 35, Proposition 4.11], (2.4) with p = 2 and
the convexity of ψε, we have

−〈Lβε(Y ε,n
s ), v − Y ε,n

s 〉F∗e

=

∫
E
βε(Y ε,n

s ) · (v − Y ε,n
s )dµ

=

∫
E
∂ψε(Y ε,n

s ) · (v − Y ε,n
s )dµ

6
∫
E
ψε(v)− ψε(Y ε,n

s )dµ

= ϕε(v)− ϕε(Y ε,n
s ), ds⊗ P− a.e.,

so,

−〈Lβε(Y ε,n
s ), v − Y ε,n

s 〉F∗e + ϕε(Y ε,n
s ) 6 ϕε(v), ds⊗ P− a.e.. (3.30)

By (3.25), we have

ϕ(Y ε,n
s ) 6 εc

(
|Y ε,n
s |22 + µ(E)

)
+ ϕε(Y ε,n

s ), ds⊗ P− a.e.. (3.31)

Hence, summing the left and right hand-sides of (3.31) and (3.30) respectively, by (5.2), we get

−〈Lβε(Y ε,n
s ), v − Y ε,n

s 〉F∗e + ϕ(Y ε,n
s )

6 ϕε(v) + εc
(
|Y ε,n
s |22 + µ(E)

)
14



6 ϕ(v) + εc
(
|Y ε,n
s |22 + µ(E)

)
, ds⊗ P− a.e.. (3.32)

Let {εk}k∈N be a subsequence of (0, 1) such that limk→∞ εk = 0. Define

A1 := {(s, ω)|Y εk,n
s (ω) ∈ F1,2 ∩ F∗e , ∀εk, k ∈ N, ∀n ∈ N}.

Then Ac1, which is the complement of A1, is a measure zero subset of [0, T ]×Ω. For simplicity,
below we stick with the notation ε for εk. Define

A2 := {(s, ω)|ϕ(Xs(ω)) <∞}.

Then Ac2 is dt⊗ P measure zero.
Assume that (3.9) is satisfied. Let (s, ω) ∈ A1 ∩ A2, then by Proposition 5.3 below, there

exists a sequence vm(s, ω) ∈ L2(µ) ∩ F∗e such that vm(s, ω) ⇀ Xs(ω) in F∗e and ϕ(Xs(ω)) =
limm→∞ ϕ(vm(s, ω)). Hence, by (3.32) we have

−〈Lβε(Y ε,n
s ), Xs − Y ε,n

s 〉F∗e + ϕ(Y ε,n
s )

6 ϕ(Xs) + εc
(
|Y ε,n
s |22 + µ(E)

)
, ds⊗ P− a.e.,

and

E‖Xt − Y ε,n
t ‖2F∗e + 2E

∫ t

0
ϕ(Xs)ds

6 E‖x0 − yn0 ‖2F∗e + 2E
∫ t

0
ϕ(Xs)ds+ 2E

∫ t

0
εc
(
|Y ε,n
s |22 + µ(E)

)
ds

−2E
∫ t

0
〈εLY ε,n

s , Xs − Y ε,n
s 〉F∗e ds+ CE

∫ t

0
‖Xs − Y ε,n

s ‖2F∗e ds, ∀t ∈ [0, T ].

By (2.3), the fact that F1,2 ⊂ Fe continuously and densely, and by (3.15) and Young’s inequality,

〈εLY ε,n
s , Xs − Y ε,n

s 〉F∗e
6 ε‖LY ε,n

s ‖F∗e · ‖Xs − Y ε,n
s ‖F∗e

= ε‖Y ε,n
s ‖Fe · ‖Xs − Y ε,n

s ‖F∗e
6 ε

4
3 ‖Y ε,n

s ‖2F1,2
+ ε

2
3 ‖Xs − Y ε,n

s ‖2F∗e , ds⊗ P− a.e.,

hence, ∀t ∈ [0, T ],

E‖Xt − Y ε,n
t ‖2F∗e

6 E‖x0 − yn0 ‖2F∗e + 2E
∫ t

0
εC
(
|Y ε,n
s |22 + µ(E)

)
ds

+E
∫ t

0

(
ε

4
3 ‖Y ε,n

s ‖2F1,2
+ ε

2
3 ‖Xs − Y ε,n

s ‖2F∗e
)
ds+ CE

∫ t

0
‖Xs − Y ε,n

s ‖2F∗e ds.

Taking ε→ 0, then n→∞, we get that ∀t ∈ [0, T ],

E‖Xt − Yt‖2F∗e 6 E‖x0 − y0‖2F∗e + CE
∫ t

0
‖Xs − Ys‖2F∗e ds,

where Y is the SVI solution which has been constructed from {Y ε,n} in the limiting procedure.
By Gronwall’s inequality, one has

E‖Xt − Yt‖2F∗e 6 e
CtE‖x0 − y0‖2F∗e , ∀t ∈ [0, T ].

Clearly, the above inequality implies (3.10). This completes the proof of Theorem 3.6. �
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4. Applications

In this section, we give some examples of transient Dirichlet forms on finite measure spaces
with their associated semigroups satisfying (3.9).

Let E := O, which is a bounded domain of Rd, d > 3, with smooth boundary ∂O. Let
dµ := dx be the Lebesgue measure. Let H1

0 denote the Sobolev space of L2(O) functions whose
first order weak derivatives exist and belong to L2(O), and have zero trace. The norm on H1

0 is
defined as ‖u‖H1

0
= |∇u|2, ∀u ∈ H1

0 .

Example 4.1. Consider the Dirichlet form (E , D(E)) on L2(O), which is generated by the
L :=Laplacian with zero boundary condition on the boundary ∂O, let {Pt}t>0 be the corresponding
semigroup, then D(E) = H1

0 and

E(u, u) = |∇u|22, ∀u ∈ H1
0 .

From [26, page 279, Theorem 3], we know that

|u| 2d
d−2
6 C|∇u|2, ∀u ∈ H1

0 , (4.1)

where C depends on d and O. This implies (E , H1
0 ) is transient. From [54, page 233], (4.1) is

equivalent to

‖Pt‖1→∞ 6 ct−
d
2 , ∀t > 0,

which by Remark 3.7 implies (3.9).

Example 4.2. Let (E , D(E)) and {Pt}t>0 be defined as in Example 4.1. Let

f(λ) = λα, 0 < α < 1,

which is a Bernstein function (see e.g. [54, page 21, Definition 3.1]). Let {P ft }t>0 be the
subordinate semigroup of −f(−∆(O)) = −(−∆(O))α, where −∆(O) denotes −∆ on O with
zero boundary condition. Then

‖P ft ‖1→2 <∞, ∀t > 0. (4.2)

Proof. The Dirichlet form (Ef , D(Ef )) on L2(O) associated with −f(−∆(O)) = −(−∆(O))α is
transient (see e.g. [54, page 257]). By [25, page 75, Theorem 2.4.2], (4.1) is equivalent to

‖Pt‖2→∞ 6 ct−
d
4 , ∀t > 0.

Note that

ct−
d
4 6 exp{cp,dt−

1
p−1 }, ∀t > 0, p > 1, d > 3,

where cp,d is a constant depends on d and p. Let p > 1
α > 1, then∫ ∞

1

1

f(λp)
dλ =

∫ ∞
1

1

λpα
dλ <∞. (4.3)

Hence, by [54, page 241, Corollary 13.45.(i)] we know that {P ft }t>0 is ultrabounded, i.e. ‖P ft ‖2→∞ <

∞, ∀t > 0, since {P ft }t>0 is symmetric, we then have (4.2), which corresponds to (3.9).
�

Example 4.3. Let (E , D(E)) and {Pt}t>0 be defined as in Example 4.1. Let f be a Bernstein
function as following

f(λ) = (λ+ 1)α − 1, 0 < α < 1.

Let {P ft }t>0 be the subordinate semigroup of −f(−∆(O)) = −(−∆(O) + I(O))α + I(O), where
I is the identity function. Then

‖P ft ‖1→2 <∞, ∀t > 0.
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Proof. The proof is the same as the proof of Example 4.2, if we can prove that (4.3) holds for
f(λ) = (λ+ 1)α − 1, 0 < α < 1. Let p > 1

α > 1, then∫ ∞
1

1

f(λp)
dλ =

∫ ∞
1

1

(λp + 1)α − 1
dλ <

∫ ∞
1

1

λpα
dλ <∞.

�

Let {νt}t>0 on Rd be a continuous symmetric convolution semigroup, its Lévy-Khinchin for-
mula ([39]) is as follows:ν̂t(x)

(
=
∫
Rd e

i(x,y)νt(dy)
)

= e−tφ(x),

ψ(x) = 1
2(Sx, x) +

∫
Rd(1− cos(x, y))J(dy),

where

S is a non-negative definite d× d symmetric matrix,

J is a symmetric measure on Rd \ {0} such that

∫
Rd\{0}

|x|2

1 + |x|2
J(dx) <∞.

{νt}t>0 defines a Markovian transition function pt(x,A) on (Rd,B(Rd)) by

pt(x,A) = νt(A− x).

When νt(dy) is of the form gt(y)dy with gt ∈ L2(Rd), then

Ptu(x) =

∫
Rd
u(x+ y)gt(y)dy = (gt ∗ u)(x), ∀u ∈ L1(Rd),

which by Young’s inequality ([2, page 5, Lemma 1.4]) implies

‖Pt‖1→2 <∞, ∀t > 0.

By [29, page 31, Example 1.4.1], the regular Dirichlet form E on L2(Rd) determined by the above
{νt}t>0 is 

E(u, v) =
∫
Rd û(x)¯̂v(x)φ(x)dx,

D(E) = {u ∈ L2(Rd) :
∫
Rd |û(x)|2φ(x)dx <∞}.

(4.4)

By [29, page 48, Example 1.5.2], the extended Dirichlet space (E ,Fe) of (4.4) is:Fe = {u ∈ L1
loc(Rd) : u is a tempered distribution and û ∈ L2(φ · dx)},

E(u, v) =
∫
Rd û(x)¯̂v(x)φ(x)dx, u, v ∈ Fe.

It is shown in [29, page 48, Example 1.5.2] that (E , D(E)) is transient iff 1
φ is locally integrable

on Rd. Typical examples (cf. [21, Example 5.31] for more examples of φ and their applications)
are:

Example 4.4. (i) φ(x) = |x|α, (E , D(E)) is transient if 0 < α 6 2, α < d. The generator of

(E , D(E)) is the fractional Laplacian ∆
α
2 . In this case, the extended Dirichelt space (E ,Fe) can

be identified with the Riesz potential space of index α
2 ([29, page 50]). For the case α = 2, the

associated symmetric Hunt processes ([29, Chapter 4]) is the d-dimensional Brownian motion
with variance being equal to 2t;
(ii) φ(x) = log(1+ |x|2), (E , D(E)) is transient if d > 2, it is related to the subordinate Brownian
motion ([21, page 110]) known as the variance gamma process, which has applications in finance
([30]);

(iii) φ(x) = (|x|2 + m
α
2 )

2
α −m, m > 0, (E , D(E)) is transient if 0 < α < 2, d > 2, it is related

to the subordinate Brownian motion called the symmetric relativistic α-stable process;
(iv) φ(x) = log((1 + |x|2) +

√
(1 + |x|2)2 − 1), (E , D(E)) is transient if d > 1, it is related to the

subordinate Brownian motion with the Bessel subordinator.
17



Now, let us construct transient Dirichelt forms on G, which is an open set of Rd with finite
measure. Set L2

G(Rd) = {u ∈ L2(Rd) : u = 0 a.e. on Dc}, which can be identified with L2(G).
The Dirichlet form E on G is denoted by EG with D(EG) = {u ∈ D(E) : ũ = 0 q.e. on Dc},
where ũ is a quasi continuous version of u. By [29, page 174, Theorem 4.4.3], (EG, D(EG)) is a
regular Dirichlet form on L2

G(Rd). By [29, page 175, Theorem 4.4.4], (EG, D(EG)) is transient if
(E , D(E)) is transient.

By [29, page 173, Theorem 4.4.2], the strongly continuous semigroup {PGt }t>0 on L2
G(Rd)

corresponding to (EG, D(EG)) is determined by the restriction of transient function {pt}t>0 to
(G,B(G)) defined by [29, page 153, (4.1.2)] for X = G. It remains to prove that

‖PGt ‖1→2 <∞, ∀t > 0.

Indeed, let u ∈ L1
G(Rd) := {u ∈ L1(Rd) : u = 0 a.e. on Gc} (which can be identified with L1(G)),

then (∫
Rd
|PGt u(x)|2dx

) 1
2

6
(∫

Rd

(
PGt |u|(x)

)2
dx
) 1

2

6
(∫

Rd

(
Pt|u|(x)

)2
dx
) 1

2

6 C

∫
Rd
|u(x)|dx.

Remark 4.5. There are interesting examples satisfying (T) and (3.9) on manifolds (see e.g.
[56, Section 4], [1], [57]) or graphs (see e.g. [38, page:3, Example 1.5]).

5. Appendix

5.1. Moreau-Yosida approximation of maximal monotone operators. Let ψ : R →
[0,∞) be a convex, lower semicontinuous function with ψ(0) = 0. Let β(:= ∂ψ) : R→2R be the
subdifferential of ψ. We recall some properties of βε, which is the Yosida approximation of β,
i.e.,

βε(r) =
1

ε
(r − (1 + εβ)−1(r)) ∈ β((1 + εβ)−1r), ∀r ∈ R,

and ψε, which is the Moreau regularization of ψ, i.e.,

ψε(r) := inf
{ |r − r|2

2ε
+ ψ(r); r ∈ R

}
, ∀r ∈ R.

Lemma 5.1. For ε > 0, ψε is convex, continuous, Gateaux differentiable and βε = ∂ψε. βε is
monotone, Lipschitz continuous with Lipschitz constant 1

ε .

|βε(r)| 6 |β(r)|, ∀r ∈ R, (5.1)

where |β(r)| := inf{|η| : η ∈ β(r)},∀r ∈ R.

ψ(Jε(r)) 6 ψε(r) 6 ψ(r), ∀r ∈ R, (5.2)

where for every r ∈ R, s := Jε(r) is the solution to the equation

0 ∈ s− r + εβ(s).

Furthermore,

|ψ(r)− ψε(r)| 6 ε|β(r)|2, ∀r ∈ R. (5.3)

For all r, r′ ∈ R, ε1, ε2 ∈ (0,∞),(
βε1(r)− βε2(r′)

)
(r − r′) > −1

2
(ε1 + ε2)

(
|βε1(r)|2 + |βε2(r′)|2

)
, (5.4)
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and if (3.2) is satisfied, then(
βε1(r)− βε2(r′)

)
(r − r′) > −C(ε1 + ε2)

(
|r|2 + |r′|2 + 1

)
. (5.5)

Proof. The first statement and (5.2) can be found in [5, page 48, Theorem 2.9]. The second
statement can be found in [5, page 38, Proposition 2.2] and [5, page 41, Proposition 2.3 (ii)].
(5.1), (5.3) and (5.4) can be found in [45, page 98, Lemma 3.D.3], [45, page 98, Lemma 3.D.6.]
and [45, page 99, Lemma 3.D.8.], respectively. By (5.4) and (3.2) we can get (5.5).

�

5.2. Lower semicontinuity of the energy potential funtional on F∗e . Since the measure
is finite, it follows from [29, page 425, Theorem A.4.1 (i)] that, F1,2 ∩L∞(µ) is dense in (F1,2, ‖ ·
‖F1,2). Since (E , D(E)) is a transient Dirichlet space, it follows that F1,2 ∩ L∞(µ) is dense in
(Fe, ‖ · ‖Fe).

Define L1(µ) ∩ F∗e in the following sense:

L1(µ) ∩ F∗e := {v ∈ L1(µ)|∃C ∈ (0,∞) such that µ(uv) 6 C‖u‖Fe , ∀u ∈ F1,2 ∩ L∞(µ)}.
For each v ∈ L1(µ) ∩ F∗e , one can define a map

v(u) := µ(uv), ∀u ∈ F1,2 ∩ L∞(µ),

by continuity, it can be uniquely extended to a bounded linear functional on Fe. Then L1(µ)∩F∗e
can be considered as a subset of F∗e by identifying v with v, and we have

F∗e 〈v, u〉Fe = µ(uv), ∀u ∈ F1,2 ∩ L∞(µ), v ∈ L1(µ) ∩ F∗e . (5.6)

Similar to Lemma 2.1 (ii) (cf. [49, page 134] for its proof ), we also have

〈Lu, v〉F∗e = −µ(uv), ∀u ∈ F1,2 ∩ L∞(µ), v ∈ L1(µ) ∩ F∗e .
Recall from (3.5) that ϕ : F∗e → [0,∞] is defined as following

ϕ(v) :=

{∫
E ψ(v(x))µ(dx), v ∈ L1(µ) ∩ F∗e ,

+∞, else.

Proposition 5.2. Suppose that (H1) and (H2) are satisfied. Then ϕ is a proper, convex,
lower-semicontinuous function on F∗e .

Proof. We first claim that ϕ̃ : L1(µ)→ [0,∞], which is defined as following

ϕ̃(v) :=

{∫
E ψ(v(x))µ(dx), v ∈ L1(µ) ∩ F∗e ,

+∞, else,

is a proper, convex, lower-semicontinuous function on L1(µ).
Note that ψ(0) = 0, hence ϕ̃ is a proper function on L1(µ) and ϕ is a proper function on F∗e .

Since ψ : R→ [0,∞) is convex, it implies that ϕ̃ is a convex function on L1(µ) and ϕ is a convex
function on F∗e .

To prove ϕ̃ is lower-semicontinuous on L1(µ), we have to prove that for every ξ ∈ R, the level
subset {v ∈ L1(µ); ϕ̃(v) 6 ξ} is closed in L1(µ). Consider a sequence {vn}n∈N ⊂ L1(µ) such
that ϕ̃(vn) 6 ξ (which implies that {vn}n∈N ⊂ L1(µ) ∩ F∗e ), and with an element ṽ ∈ L1(µ)
such that vn → ṽ in L1(µ). We must prove that ϕ̃(ṽ) 6 ξ. Since vn → ṽ in L1(µ), there exists
a subsequence {vnk}k∈N such that vnk → ṽ, a.s.. Since ψ is lower-semicontinuous,

ψ(ṽ(x)) 6 lim inf
k→∞

ψ(vnk(x)), a.s..

By integrating the above inequality over E with respect to µ, and by Fatou’s lemma, we obtain
that ∫

E
ψ(ṽ(x))µ(dx) 6

∫
E

lim inf
k→∞

ψ(vnk(x))µ(dx)

6 lim inf
k→∞

∫
E
ψ(vnk(x))µ(dx)
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6 ξ.

To prove ϕ is lower-semicontinuous on F∗e , we have to prove that for every ξ ∈ R, the level
subset {v ∈ F∗e ;ϕ(v) 6 ξ} is closed in F∗e . Consider a sequence {vn}n∈N ⊂ F∗e such that
ϕ(vn) 6 ξ (which implies that {vn}n∈N ⊂ L1(µ) ∩ F∗e ), and with an element v ∈ F∗e such that
vn → v in F∗e . We must prove that ϕ(v) 6 ξ. But since ϕ̃ is convex and lower-semicontinuous
on L1(µ), it suffices to show that {vn}n∈N is weakly sequentially compact in L1(µ) ([44, page 80,
Theorem 2.3]). Since the measure is finite, according to Dunford-Pettis ([27, page 175, Theorem
2.54]), we need to prove the following two things:
(i) {vn}n∈N is bounded in L1(µ);
(ii) for every ε > 0, there exists δ > 0 such that∫

E′
|vn(x)|µ(dx) 6 ε

for every measurable set E′ ⊂ E with µ(E′) 6 δ.

By (3.1), we can find a C > 0 such that ψ(r)
|r| > 1 if |r| > C. Then,∫

E
|vn(x)|µ(dx)

=

∫
{|vn|>C}

|vn(x)|µ(dx) +

∫
{|vn|<C)}

|vn(x)|µ(dx)

6
∫
{|vn|>C}

ψ(vn(x))µ(dx) +

∫
{|vn|<C}

Cµ(dx)

6 ξ + Cµ(E),

which implies (i).
To prove (ii), by the proof of [20, page 267, 4.5.3. Proposition], we only need to show that

{vn}n∈N is uniformly integrable ([20, page 267, 4.5.1. Definition]), which is true according to
the proof of [20, page 272, 4.5.9. Theorem] since (3.1) and ϕ(vn) 6 ξ are fulfilled.

Therefore, there exists a subsequence {vnk}k∈N and v′ ∈ L1(µ) such that vnk ⇀ v′ in L1(µ)
as k →∞. So, for all u ∈ F1,2 ∩ L∞(µ), by (5.6) applied to vnk replacing v, we have

F∗e 〈v, u〉Fe = lim
k→∞

F∗e 〈vnk , u〉Fe = lim
k→∞

∫
E
vnkudµ =

∫
E
v′udµ,

which implies that v′ ∈ L1(µ) ∩ F∗e and that v = v′ because F1,2 ∩ L∞(µ) is dense in Fe.
Consequently,

ϕ(v) = ϕ̃(v) 6 lim inf
k→∞

ϕ̃(vn) 6 ξ.

�

Proposition 5.3. Suppose that (H1), (H2) and (3.9) are satisfied. Then, for any v satisfying
ϕ(v) < ∞, there exists a sequence {vn}n∈N with vn ∈ L2(µ) ∩ F∗e such that vn ⇀ v in F∗e and
ϕ(v) = limn→∞ ϕ(vn).

Proof. Since (3.9) is satisfied, by [60, page 156, Theorem 3.3.15], we know that the following
inequality holds:

µ(u2) 6 rE(u, u) + b(r)µ(|u|)2, ∀r > 0, u ∈ F1,2,

where

b(r) = inf
s6r,t>0

s‖Pt‖1→∞
t

exp{t/s− 1}.
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Since (E , F1,2) is transient, there exists a bounded µ-integrable function g strictly positive µ-a.e.
such that ∫

E
|u|gdµ 6

√
E(u, u), ∀u ∈ F1,2. (5.7)

From [60, page 142, Theorem 3.2.1], we also know that for the above g, there exists b̃ : (0,∞)→
(0,∞) such that

µ(u2) 6 rE(u, u) + b̃(r)
(∫

E
|u|gdµ

)2
, ∀r > 0, u ∈ F1,2. (5.8)

Taking (5.7) into (5.8), we have

µ(u2) 6 rE(u, u) + b̃(r)E(u, u), ∀r > 0, u ∈ F1,2.

Therefore, the Poincaré inequality holds, i.e. there exists a constant c > 0 such that

µ(u2) 6 cE(u, u), ∀u ∈ F1,2.

Since Fe is the completion of F1,2 with respect to the norm ‖ · ‖Fe = E(·, ·)
1
2 , it follows that

F1,2 = Fe, F ∗1,2 = F∗e and L2(µ) ∩ F∗e = L2(µ) ∩ F ∗1,2 = L2(µ).

From [29, page 32, Lemma 1.3.3], we know that ∀u ∈ F1,2, one has Ptu ∈ F1,2 and

lim
t→0

Ptu = u. (5.9)

Define P ′t : F ∗1,2 → F ∗1,2 by

F ∗1,2
〈P ′tv, u〉F1,2 := F ∗1,2

〈v, Ptu〉F1,2 , ∀u ∈ F1,2, v ∈ F ∗1,2. (5.10)

Then, it follows from (5.9) that

lim
t→0

F ∗1,2
〈P ′tv, u〉F1,2 = lim

t→0
F ∗1,2
〈v, Ptu〉F1,2 = F ∗1,2

〈v, u〉F1,2 , ∀u ∈ F1,2, v ∈ F ∗1,2.

Hence,

P ′tv ⇀ v in F ∗1,2 as t→ 0, ∀v ∈ F ∗1,2. (5.11)

Now let v ∈ L2(µ). Recall a Gelfand triple F1,2 ⊂ L2(µ)(≡ (L2(µ))∗) ⊂ F ∗1,2, then by (5.10),

[42, page 69, (4.2)], Pt is symmetric on L2(µ), we have

F ∗1,2
〈P ′tv, u〉F1,2 = F ∗1,2

〈v, Ptu〉F1,2 = 〈v, Ptu〉2 = 〈Ptv, u〉2 = F ∗1,2
〈Ptv, u〉F1,2 , ∀u ∈ F1,2.

Hence for v ∈ L2(µ), Ptv = P ′tv in F ∗1,2.

By (3.5), ϕ(v) <∞ implies that v ∈ L1(µ)∩F ∗1,2. Since (3.9) is satisfied, then ∀v ∈ L1(µ)∩F ∗1,2,

we have Ptv ∈ L2(µ) ⊂ L1(µ) ∩ F ∗1,2 and

Ptv = P ′tv in F ∗1,2. (5.12)

Indeed, since L∞(µ) is dense in L1(µ), for any v ∈ L1(µ)∩F ∗1,2, there exists a sequence {vn}n∈N ⊂
L∞(µ) such that vn → v in L1(µ) as n → ∞. Then, by (5.6), Pt is symmetric on L2(µ), Pt
is a contraction semigroup on L∞(µ) ([25, page 22, Theorem 1.4.1]), and (5.10), we know that
∀u ∈ F1,2 ∩ L∞(µ), v ∈ L1(µ) ∩ F ∗1,2,

F ∗1,2
〈Ptv, u〉F1,2

=

∫
E
Ptv · udµ

= lim
n→∞

∫
E
Ptv

n · udµ

= lim
n→∞

∫
E
vnPtudµ

=

∫
E
vPtudµ
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= F ∗1,2
〈v, Ptu〉F1,2

= F ∗1,2
〈P ′tv, u〉F1,2 ,

since F1,2 ∩ L∞(µ) is dense in F1,2, (5.12) follows. Together with (5.11), we get

Ptv ⇀ v in F ∗1,2 as t→ 0, ∀v ∈ L1(µ) ∩ F ∗1,2,
which also means

P 1
n
v ⇀ v in F ∗1,2 as n→∞, ∀v ∈ L1(µ) ∩ F ∗1,2. (5.13)

Since ψ is convex, by [22, page 83], we know that

ψ(x) = sup
a,b∈R

{ax+ b | az + b 6 ψ(z), ∀z ∈ R}.

Since ψ(0) = 0, it follows that b 6 0. Since Pt is a sub-Markovian semigroup on L2(µ), it follows
that b 6 Ptb, ∀t > 0, b 6 0. Set vn := P 1

n
v, n ∈ N, we then have

ψ(vn) = sup
a∈R,b60

{
aP 1

n
v + b | az + b 6 ψ(z), ∀z ∈ R

}
6 sup

a∈R,b60

{
P 1
n

(av + b) | az + b 6 ψ(z), ∀z ∈ R
}

6 P 1
n

(
sup

a∈R,b60

{
av + b | az + b 6 ψ(z), ∀z ∈ R

})
6 P 1

n
(ψ(v)). (5.14)

By the weakly lower semicontinuity of ϕ ([16, page 157, Theorem 9.1]), (5.13), (5.14) and
since P 1

n
is a contraction semigroup on L1(µ) ([25, page 22, Theorem 1.4.1]), we have

ϕ(v) 6 lim inf
n→∞

ϕ(vn)

6 lim sup
n→∞

∫
E
ψ(v(x))µ(dx)

6 lim sup
n→∞

∫
E
P 1
n
ψ(v(x))µ(dx)

6 lim sup
n→∞

∫
E
ψ(v(x))µ(dx)

= ϕ(v),

which implies ϕ(v) = limn→∞ ϕ(vn). �

5.3. Comparisons of different notions of solutions. Let F∗e ∩Lp(µ), 1 < p <∞, be defined
as in (2.2). Define

Av = {−L̄u, u ∈ Fe ∩ L
p
p−1 (µ), u(x) ∈ β(v(x)), µ− a.e., x ∈ E},

D(A) = {v ∈ F∗e ∩ Lp(µ), ϕ(v) <∞, ∃u ∈ Fe ∩ L
p
p−1 (µ), u(x) ∈ β(v(x)), µ− a.e., x ∈ E}.

Let v ∈ D(A) and −L̄u ∈ Av. Recall β = ∂ψ and that ϕ is convex by Proposition 5.2. Hence
by (2.4) and the convexity of ψ, we have for all v′ ∈ F∗e ∩ Lp(µ),

〈−L̄u, v − v′〉F∗e

=

∫
E
u(x)

(
v(x)− v′(x)

)
µ(dx)

>
∫
E
ψ(v(x))− ψ(v′(x))µ(dx)

= ϕ(v)− ϕ(v′).
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Consequently, Av ⊂ ∂ϕ(v). Hence, (1.6) implies that X satisfies the gradient flow equation{
dXt ∈ −∂ϕ(Xt)dt+B(t,Xt)dWt, in [0, T ]× E,
X0 = x0 ∈ F∗e on E.

(5.15)

Definition 5.4. ([32, Definition 1.3]) Let x0 ∈ L2(Ω,F0;F∗e ). An Ft-adapted continuous process
X in F∗e with X ∈ L2(Ω;C([0, T ];F∗e )) and ∂ϕ(X) ∈ L2([0, T ]×Ω;F∗e ) is called a strong solution
to (5.15) if P-a.s.

Xt = x0 −
∫ t

0
∂ϕ(Xs)ds+

∫ t

0
B(s,Xs)dWs, ∀t ∈ [0, T ],

as an equation in F∗e .

Proposition 5.5. If X is a strong solution to (5.15) in the sense of Definition 5.4, it is an SVI
solution to (1.6).

Proof. Firstly, let us verify regularity. By Itô’s formula,

E‖Xt‖2F∗e = E‖x0‖2F∗e − 2E
∫ t

0
〈∂ϕ(Xs), Xs〉F∗e ds+ E

∫ t

0
‖B(s,Xs)‖2L2(U,F∗e )ds.

By the definition of the subdifferential ∂ϕ we have that

〈∂ϕ(Xs), Xs〉F∗e = 〈∂ϕ(Xs), Xs − 0〉F∗e > ϕ(Xs), ds⊗ P− a.e.
and by (3.4)

E‖Xt‖2F∗e + E
∫ t

0
ϕ(Xs)ds 6 E‖x0‖2F∗e + C2E

∫ t

0
(‖Xs‖2F∗e + 1)ds.

Hence by Gronwall’s lemma we get (3.6).
To verify the stochastic variational inequality, let Z ∈ L2(Ω;C([0, T ];F∗e )) ∩ L2([0, T ] ×

Ω;L2(µ)) be a solution to

Zt = Z0 +

∫ t

0
Gsds+

∫ t

0
B(s, Zs)dWs, ∀t ∈ [0, T ],

for some Ft-progressively measurable process G ∈ L2([0, T ]× Ω;F∗e ). By Itô’s formula,

E‖Xt − Zt‖2F∗e = E‖x0 − Z0‖2F∗e + 2E
∫ t

0
〈−∂ϕ(Xs)−Gs, Xs − Zs〉F∗e ds

+E
∫ t

0
‖B(s,Xs)−B(s, Zs)‖2L2(U,F∗e )ds, ∀t ∈ [0, T ].

By the definition of the subdifferential ∂ϕ we have that

〈−∂ϕ(Xs), Xs − Zs〉F∗e 6 ϕ(Zs)− ϕ(Xs), ds⊗ P− a.e..
This together by (3.3) implies (3.8). �

In [51], the well-posedness of strong solutions to (1.6) was proved if x0 ∈ L2(µ)∩L2m(µ)∩F∗e
with m ∈ [1,∞). Strong solutions to (1.6) are defined as follows.

Definition 5.6. ([51, Definition 3.2]) Let x0 ∈ F∗e . An F∗e -valued, Ft-adapted process X is
called a strong solution to (1.6) if there exists a τ ∈ [2,∞) such that the following conditions
hold:

X is F∗e − valued continuous on [0, T ], P− a.e.;
X ∈ Lτ (Ω× (0, T )× E);

there is an η ∈ L
τ
m (Ω× (0, T )× E) such that

η ∈ β(X), dt⊗ P⊗ dµ− a.e. on Ω× (0, T )× E;
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∫ ·
0
ηsds ∈ C([0, T ];Fe), P− a.e.;

Xt = x+ L

∫ t

0
ηsds+

∫ t

0
B(s,Xs)dWs, ∀t ∈ [0, T ], P− a.e..

Remark 5.7. Let x0 ∈ L2(µ) ∩L2m(µ) ∩F∗e (= L2m(µ) ∩F∗e , since µ is a finite measure). Let
X be the unique strong solution of (1.6) in the sense of Definition 5.6. From the proofs of [51,
Theorem 3.3] and Theorem 3.6 we know that X is also an SVI solution.

Remark 5.8. In [51], to obtain the strong solutions to (1.6), it was assumed that the Dirichlet
form is given by a squared field operator Γ, satisfying a weakened chain rule (see [51, (H4)]).
This assumption is, however, not necessary in this paper.
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[15] V. Barbu, M. Röckner, F. Russo, Stochastic porous media equation in Rd, J. Math. Pures Appl. (9) 103
(2015), no.4, 1024-1052. MR 3318178

[16] H. Bauschke, P.L. Combettes, Convex Analysis and Monotone Operator Theory in Hilbert Spaces, Springer,
Cham, 2017. xix+619 pp. MR 3616647

[17] A. Bensoussan, J.L. Lions, Applications of Variational Inequalities in Stochastic Control, Translated from
the French Stud. Math. Appl., 12 North-Holland Publishing Co., Amsterdam-New York, 1982. xi+564 pp.
MR 0653144

[18] A. Bensoussan, A. Rascanu, Stochastic variational inequalities in infinite-dimensional spaces, Numer. Funct.
Anal. Optim.18 (1997), no.1-2, 19-54. MR 1442017

[19] J. G. Berryman, C.J. Holland, Nonlinear diffusion problem arising in plasma physics, Phys. Rev. Lett. 40
(1978), no. 26, 1720-1722. MR 0495716

24



[20] V.I. Bogachev, Measure Theory, Vol. I, II. Springer-Verlag, Berlin, 2007. Vol. I: xviii+500 pp., Vol. II: xiv+575
pp. MR 2267655

[21] K. Bogdan, T. Byczkowski, T. Kulczycki, M. Ryznar, R.M. Song, Z. Vondrac̆ek, Potential Analysis of Stable
Processes and Its Extension, Lecture Notes in Math., vol. 1980, Springer-Verlag, Berlin, 2009. MR 2569321

[22] M. Bonforte, J.L. Vazquez, Quantitative local and global a priori estimates for fractional nonlinear diffusion
equations, (English summary) Adv. Math. 250 (2014), 242-284. MR 3122168

[23] G. Da Prato, J. Zabczyk, Stochastic Equations in Infinite Dimensions, Second edition Encyclopedia Math.
Appl., 152 Cambridge University Press, Cambridge, 2014. xviii+493 pp. MR 3236753
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Lipschitz nonlinearities, J. Evol. Equ. 21 (2021), no. 4, 4845-4871. MR 4350588

[63] Y.C. Zhang, Scaling theory of self-organized criticality, Phys. Rev. Lett. 63, 1989. http-
s://journals.aps.org/prl/pdf/10.1103/PhysRevLett.63.470.

Benjamin Gess, Faculty of Mathematics, University of Bielefeld, D-33615 Bielefeld, Germany;
Max Planck Institute for Mathematics in the Sciences, 04103 Leipzig, Germany.

E-mail address: bgess@math.uni-bielefeld.de
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