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#### Abstract

We consider a class of jump measures on ultrametric spaces and the associated non-local regular Dirichlet forms. We obtain equivalent conditions for certain heat kernel upper and lower estimates in terms of the properties of the jump measure. In particular, heat kernel estimates are given for quite degenerate/singular jump measures as shown in a number of examples.
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## 1. Introduction and motivation

The purpose of this paper is to obtain upper and lower estimates of heat kernels of certain jump type Dirichlet forms on ultrametric spaces. In particular, our results apply on such well-known examples of ultrametric spaces as the fields $\mathbb{Q}_{p}$ of $p$-adic numbers and their selfproducts $\mathbb{Q}_{p}^{n}$. For general metric spaces most of these results are not known yet.
1.1. Jump type Dirichlet forms. Let $(M, d)$ be a locally compact separable metric space and $\mu$ be a Radon measure on $M$ with full support. Let $(\mathcal{E}, \mathcal{F})$ be a regular jump type Dirichlet form in $L^{2}(M, \mu)$ with the jump kernel $J(x, y)$, that is, for all $f, g \in \mathcal{F} \subset L^{2}$ we have

$$
\begin{equation*}
\mathcal{E}(f, g)=\iint_{M \times M}(f(x)-f(y))(g(x)-g(y)) J(x, y) d \mu(x) d \mu(y) \tag{1.1}
\end{equation*}
$$

(see [14] for the theory of Dirichlet forms). The Dirichlet form has a generator $\mathcal{L}$ that is a nonnegative definite self-adjoint operator in $L^{2}$ and the associated heat semigroup $\left\{e^{-t \mathcal{L}}\right\}_{t \geq 0}$. The heat kernel $p_{t}(x, y)$ of $(\mathcal{E}, \mathcal{F})$ (or of $\left.\mathcal{L}\right)$ is the integral kernel of the heat operator $P_{t}=e^{-t \mathcal{L}}$ (should the former exist). Equivalently, $p_{t}(x, y)$ is the transition density of the associated jump process.

Given a symmetric, non-negative, measurable function $J$ on $M \times M$, one may ask if the bilinear form (1.1) becomes a regular Dirichlet form with an appropriate domain $\mathcal{F}$, whether it admits the heat kernel and how to estimate the latter quantitatively.

For example, consider in $\mathbb{R}^{n}$ the jump kernel

$$
J(x, y)=|x-y|^{-(n+\beta)}
$$

where $\beta$ is a real parameter. If $0<\beta<2$ then $\mathcal{E}$ is a regular Dirichlet form with the generator const $(-\Delta)^{\beta / 2}$ (where $\Delta$ is the Laplace operator), and the associated jump process is the symmetric stable Levy process of the index $\beta$. In the case $\beta=1$ we have

$$
p_{t}(x, y)=\frac{c_{n} t}{\left(t^{2}+|x-y|^{2}\right)^{\frac{n+1}{2}}}
$$

with some $c_{n}>0$, which is the Cauchy distribution with the parameter $t$. For an arbitrary $0<\beta<2$, the heat kernel of the symmetric stable process of index $\beta$ admits the following estimate:

$$
\begin{equation*}
p_{t}(x, y) \simeq \frac{t}{\left(t^{1 / \beta}+|x-y|\right)^{n+\beta}}=\frac{1}{t^{n / \beta}}\left(1+\frac{|x-y|}{t^{1 / \beta}}\right)^{-(n+\beta)} \tag{1.2}
\end{equation*}
$$

where the sign $\simeq$ means that the ratio of the two sides is bounded between two positive constants. The estimate (1.2) is obtained by the subordination techniques from the heat kernel of $\Delta$.

Assume now that

$$
J(x, y) \simeq|x-y|^{-(n+\beta)}
$$

Then (1.2) is still true, which follows from a result of Chen and Kumagai [6]. One can ask, under what conditions on an arbitrary metric measure space $(M, d, \mu)$ and a jump kernel $J$, the heat kernel of the associated Dirichlet form exists and satisfies the stable-like estimate

$$
\begin{equation*}
p_{t}(x, y) \simeq \frac{1}{t^{\alpha / \beta}}\left(1+\frac{d(x, y)}{t^{1 / \beta}}\right)^{-(\alpha+\beta)} \tag{1.3}
\end{equation*}
$$

with some positive parameters $\alpha, \beta$. If the Dirichlet form is conservative then the following two conditions are necessary for (1.3) (see [6], [21], and [23]):

- the $\alpha$-regularity: for any metric ball $B(x, r)$, we have

$$
\begin{equation*}
\mu(B(x, r)) \simeq r^{\alpha} \tag{V}
\end{equation*}
$$

- the jump kernel estimate:

$$
\begin{equation*}
J(x, y) \simeq d(x, y)^{-(\alpha+\beta)} \tag{J}
\end{equation*}
$$

It follows from $(V)$ that $\alpha$ is necessarily the Hausdorff dimension of $M$ and $\mu \simeq \mathcal{H}_{\alpha}$. The value of the parameter $\beta$ in (1.3) or $(J)$ is called the index of the Dirichlet form or that of the associated jump process.

Chen and Kumagai [5], [6] proved that if $0<\beta<2$ then $(V)$ and $(J)$ are also sufficient for (1.3), that is,

$$
(V)+(J) \Leftrightarrow(1.3)
$$

There are many examples of fractal spaces where a jump kernel $(J)$ generates a regular Dirichlet form even with $\beta>2$. Indeed, on large families of fractals there are diffusion processes with the walk dimension $\beta^{*}>2$. By using the subordination techniques, one obtains a jump process with any index $\beta \in\left(0, \beta^{*}\right)$, in particular, $\beta$ can be larger than 2 (see [2], [17], [21]).

In the case of $\beta>2$, in order to ensure the estimate (1.3), one needs on top of $(V)$ and $(J)$ one more quite complicated condition, which was established independently in [7], [8], [9] (cutoff Sobolev inequality) and [19] (generalized capacity condition). One of the purposes of this paper is to show that in the setting of ultrametric spaces one can manage without the third condition for any $\beta \in(0,+\infty)$.
1.2. Ultrametric spaces. Let $(M, d)$ be a metric space. The metric $d$ is called an ultrametric if it satisfies the ultrametric inequality

$$
\begin{equation*}
d(x, y) \leq \max \{d(x, z), d(z, y)\} \quad \text { for every } x, y, z \in M \tag{1.4}
\end{equation*}
$$

In this case $(M, d)$ is called an ultrametric space.
Consider for any $x \in M$ and $r>0$ the metric ball

$$
B(x, r)=\{y \in M: d(x, y) \leq r\}
$$

It is easy to deduce from the ultrametric inequality (1.4) the following properties of the space in question. These properties will be frequently used in what follows.

- Any two balls of the same radius are either disjoint or coincide. More generally, any two balls are either disjoint or one contains the other. Consequently, the collection of all distinct balls of the same radius $r$ forms a partition of $M$.
- Every point inside a ball is its center. This implies that balls are not only closed sets but also open. Consequently, the topological boundary of any ball is empty. One more consequence is that any ultrametric space is totally disconnected.
- From any covering of a compact set by a family of balls there is a finite subcover that consists of mutually disjoint balls.
A well-known example of an ultrametric space is the field $\mathbb{Q}_{p}$ of $p$-adic numbers, where $p$ is a prime. Recall that $\mathbb{Q}_{p}$ is defined as the closure of $\mathbb{Q}$ with respect to the $p$-adic norm $\|x\|_{p}$ that satisfies the ultrametric inequality

$$
\|x+y\|_{p} \leq \max \left\{\|x\|_{p},\|y\|_{p}\right\}
$$

Hence, $\mathbb{Q}_{p}$ with the metric $\|x-y\|_{p}$ is an ultrametric space. Analysis on $\mathbb{Q}_{p}$ and $\mathbb{Q}_{p}^{n}$ was developed, in particular, in [1], [3], [31], [32], [33].
1.3. Isotropic Dirichlet forms. Let $(M, d)$ be an ultrametric space where all balls are compact. Let $\mu$ be a Radon measure on $M$ with full support. In [3], the authors introduced an isotropic jump kernel on $M$ given by

$$
\begin{equation*}
J(x, y)=\int_{d(x, y)}^{\infty} \frac{1}{\sigma(r)} \frac{d \sigma(r)}{\mu(B(x, r))} \tag{1.5}
\end{equation*}
$$

where $\sigma$ is any cumulative probability distribution function on $(0, \infty)$ that is strictly monotone increasing and left-continuous. This jump kernel determines a regular Dirichlet form that
is referred to as isotropic Dirichlet form, and its heat kernel admits the following explicit formula

$$
\begin{equation*}
p_{t}(x, y)=\int_{d(x, y)}^{\infty} \frac{t \sigma^{t-1}(r) d \sigma(r)}{\mu(B(x, r))} \tag{1.6}
\end{equation*}
$$

Assume that $(M, d, \mu)$ is Ahlfors $\alpha$-regular, that is, it satisfies $(V)$. Choosing $\sigma$ to be the Fréchet distribution:

$$
\begin{equation*}
\sigma(r)=\exp \left(-\left(\frac{c}{r}\right)^{\beta}\right) \tag{1.7}
\end{equation*}
$$

where $c, \beta>0$ are arbitrary, we obtain that the jump kernel (1.5) satisfies $(J)$ and the heat kernel (1.6) satisfies the stable-like estimate (1.3).

For example, let $M=\mathbb{Q}_{p}^{n}$ where $p$ is a prime and $n \in \mathbb{Z}_{+}$, and let $\mu$ be the Haar measure on $\mathbb{Q}_{p}^{n}$. The space $\left(\mathbb{Q}_{p}^{n},\|\cdot\|_{p}, \mu\right)$ is $n$-regular so that the isotropic heat kernel with the function $\sigma$ from (1.7) admits the estimate

$$
\begin{equation*}
p_{t}(x, y) \simeq \frac{1}{t^{n / \beta}}\left(1+\frac{\|x-y\|_{p}}{t^{1 / \beta}}\right)^{-(n+\beta)} \tag{1.8}
\end{equation*}
$$

In this case the jump kernel in $\mathbb{Q}_{p}^{n}$ can be computed exactly as follows

$$
\begin{equation*}
J(x, y)=\frac{c_{n, p, \beta}}{\|x-y\|_{p}^{n+\beta}} \tag{1.9}
\end{equation*}
$$

The generator of the Dirichlet form associated with the jump kernel (1.9) coincides with Taibleson operator introduced in [31] (see also [32], [3] and references therein).

Let $(M, d)$ be a general metric space and $\mu$ be an $\alpha$-regular measure on $M$. For any $\beta>0$, consider the following quadratic form in $L^{2}(M, \mu)$ :

$$
\mathcal{E}_{\alpha, \beta}(f, f)=\iint_{M \times M} \frac{(f(x)-f(y))^{2}}{d(x, y)^{\alpha+\beta}} d \mu(x) d \mu(y)
$$

Define the walk dimension $\beta^{*}$ of $M$ by

$$
\begin{equation*}
\beta^{*}=\sup \left\{\beta>0: \mathcal{E}_{\alpha, \beta} \text { extends to a regular Dirichlet form }\right\} \tag{1.10}
\end{equation*}
$$

Note that $\beta^{*}$ is an invariant of the metric space $(M, d)$ alone because $\alpha=\operatorname{dim}_{H} M$ and $\mu \simeq \mathcal{H}_{\alpha}$, where $\operatorname{dim}_{H} M$ is the Hausdorff dimension of $M$. It is known that if $M$ carries a diffusion process $\left\{X_{t}\right\}$ whose transition density satisfies a sub-Gaussian upper and lower estimates, then the walk dimension of $\left\{X_{t}\right\}$ (a parameter in sub-Gaussian estimates) must be equal to $\beta^{*}$ (see [21]).

It follows from (1.10) that always $\beta^{*} \geq 2$ because for any $\beta<2$, Lipschitz functions with compact supports are in the domain of $\mathcal{E}_{\alpha, \beta}$.

If $M$ is a Riemannian manifold then $\beta^{*}=2$, while on fractals typically $\beta^{*}>2$. On $\alpha$ regular ultrametric spaces, as it follows from the above construction of isotropic Dirichlet forms, we have always $\beta^{*}=\infty$. Hence, in the family of all $\alpha$-regular metric spaces, manifolds and ultrametric spaces are extremal opposite cases as far as the walk dimension is concerned.

However, these two extremal classes of metric spaces have something in common: both manifolds and ultrametric spaces possess a priori rich classes of test functions with controlled energy: on manifolds these are usual bump or tent functions, while on ultrametric spaces these are indicators of balls, as we will see below. The existence of such classes of test functions is vital for obtaining upper bounds of the heat kernel.

## 2. Statement of the main results

In this section we state the main results of this paper, while the proofs will be given in the rest of the paper.

Throughout the paper, $(M, d)$ is a locally compact separable ultrametric space and $\mu$ is a Radon measure on $M$ with full support. Denote by $\mathcal{B}(M)$ the set of all Borel functions on
$M$. For any open set $U \subset M$, denote by $C_{0}(U)$ the space of all continuous functions $f$ on $M$ with compact supports supp $f \subset U$.
2.1. Jump kernel and Dirichlet form. Throughout the paper we fix some parameter $\bar{R} \in(0, \operatorname{diam} M]$ and a kernel $J(x, E)$ on $M \times \mathcal{B}(M)$ that satisfies the following two conditions: for any $r \in(0, \bar{R})$,

$$
\begin{equation*}
J\left(x, B(x, r)^{c}\right) \text { is a } \mu \text {-locally integrable function of } x \in M \tag{j.1}
\end{equation*}
$$

and $J$ is symmetric, that is, for all $u, v \in \mathcal{B}_{+}(M)$,

$$
\begin{equation*}
\int_{M} \int_{M} u(x) v(y) J(x, d y) d \mu(x)=\int_{M} \int_{M} u(y) v(x) J(x, d y) d \mu(x) \tag{j.2}
\end{equation*}
$$

For example, the kernel

$$
J(x, E)=\int_{E} J(x, y) d \mu(y)
$$

satisfies $(j .1)$ and $(j .2)$ provided $J(x, y)$ is a non-negative symmetric measurable function of $(x, y) \in M \times M$ such that

$$
\begin{equation*}
\int_{K} \int_{\left(K_{r}\right)^{c}} J(x, y) d \mu(x) d \mu(y)<\infty \tag{2.1}
\end{equation*}
$$

for any compact set $K \subset M$ and any $r \in(0, \bar{R})$, where $K_{r}$ is the $r$-neighborhood of $K$.
Any kernel $J$ satisfying ( $j .1$ ) and ( $j .2$ ) determines a positive symmetric Radon measure $j$ on $M \times M \backslash$ diag that is defined by

$$
\int_{M \times M \backslash \operatorname{diag}} f(x, y) d j(x, y)=\int_{M}\left(\int_{M} f(x, y) J(x, d y)\right) d \mu(x)
$$

for any $f \in C_{0}(M \times M \backslash$ diag $)$.
Consider the following bilinear form $\left(\mathcal{E}, \mathcal{F}_{\max }\right)$ on $L^{2}(M, \mu)$ :

$$
\left\{\begin{array}{l}
\mathcal{E}(u, v)=\iint_{M \times M \backslash \operatorname{diag}}(u(x)-u(y))(v(x)-v(y)) d j(x, y)  \tag{2.2}\\
\mathcal{F}_{\max }=\left\{u \in L^{2}(M): u \text { is Borel measurable and } \mathcal{E}(u, u)<\infty\right\}
\end{array}\right.
$$

The argument in [14, Example 1.2.4, p. 14] shows that $\mathcal{E}$ is well-defined, that is, for any $u \in \mathcal{B}(M)$,

$$
u=0 \mu \text {-a.e. } \Rightarrow \mathcal{E}(u, u)=0
$$

We will prove below that, under conditions $(j .1)$ and $(j .2),\left(\mathcal{E}, \mathcal{F}_{\max }\right)$ is a Dirichlet form, and construct further a regular Dirichlet form $(\mathcal{E}, \mathcal{F})$ with the domain $\mathcal{F} \subset \mathcal{F}_{\text {max }}$.

Definition 2.1. A function $f$ on $M$ is said to be locally constant if, for any $x \in M$, there is $\varepsilon>0$ such that $f \equiv$ const in $B(x, \varepsilon)$.

Denote by $\mathcal{D}$ the space of all locally constant functions on $M$ with compact supports. Clearly, we have $\mathcal{D} \subset C_{0}(M)$.

Since any ball is closed and open, the indicator function $\mathbf{1}_{B}$ of any compact ball $B$ belongs to $\mathcal{D}$. Moreover, using properties of ultrametric balls, it is easy to verify that $\mathcal{D}$ consists of finite linear combinations of indicator functions of compact balls:

$$
\begin{equation*}
\mathcal{D}=\left\{\sum_{i=0}^{n} c_{i} \mathbf{1}_{B_{i}}: n \in \mathbb{N}, c_{i} \in \mathbb{R}, B_{i} \text { is a compact ball }\right\} \tag{2.3}
\end{equation*}
$$

where the balls $\left\{B_{i}\right\}_{i=0}^{n}$ can be chosen to be mutually disjoint (see the proof of Lemma 4.1).
Theorem 2.2. Assume (j.1) and ( $j .2$ ) are satisfied.
(I) Then $\left(\mathcal{E}, \mathcal{F}_{\max }\right)$ is a Dirichlet form on $L^{2}(M)$ and $\mathcal{D} \subset \mathcal{F}_{\max }$.
(II) Set

$$
\begin{equation*}
\mathcal{F}:=\overline{\mathcal{D}}^{\mathcal{E}_{1}} \tag{2.4}
\end{equation*}
$$

where the closure is taken with respect to the inner product $\mathcal{E}_{1}=\mathcal{E}+(\cdot, \cdot)_{L^{2}}$ in $\mathcal{F}$. Then $(\mathcal{E}, \mathcal{F})$ is a regular Dirichlet form on $L^{2}(M)$.

In particular, indicator functions $\mathbf{1}_{B}$ of compact balls $B$ belong to $\mathcal{F}$.
The proof of Theorem 2.2 is given in Section 4. Unless otherwise stated, in the rest of this paper, $(\mathcal{E}, \mathcal{F})$ is always referred to the regular Dirichlet form constructed in Theorem 2.2(II). Let us emphasize that so far we have not made any additional assumption about $\mu$.
2.2. Heat kernel estimates. Let us now state our main results about the heat kernel estimates. For these results, we always assume the space $M$ is proper, that is, all balls $B(x, r)$ in $M$ are compact. In particular, we have $\mu(B(x, r))<\infty$.

Throughout the paper we fix positive reals $\alpha, \beta$ and $\bar{R} \in(0, \operatorname{diam} M]$. Note that $\bar{R}$ could be $\infty$ if $\operatorname{diam} M=\infty$.

Definition 2.3. We say that the condition $\left(V_{\leq}\right)$is satisfied if, for all $x \in M$ and $r \in(0, \infty)$,

$$
\mu(B(x, r)) \leq C r^{\alpha}
$$

for some constant $C>0$. We say that the condition $\left(V_{\geq}\right)$is satisfied if, for all $x \in M$ and all $r \in(0, \bar{R})$,

$$
\mu(B(x, r)) \geq C^{-1} r^{\alpha}
$$

We say that $(V)$ is satisfied if both $\left(V_{\leq}\right)$and $\left(V_{\geq}\right)$are satisfied.
Let us emphasize that ( $V_{\leq}$) is assumed to be true for all $r>0$ while $\left(V_{\geq}\right)$should be satisfied only for $r \in(0, \bar{R})$. This convention allows us to cover compact ultrametric spaces M.

Definition 2.4. We say that the tail condition $(T J)$ is satisfied if there exists $C>0$ such that, for any ball $B=B(x, r)$ with $x \in M$ and $r \in(0, \bar{R})$,

$$
\begin{equation*}
J\left(x, B^{c}\right) \leq C r^{-\beta} \tag{TJ}
\end{equation*}
$$

Clearly, if $(T J)$ is satisfied then $J$ satisfies $(j .1)$ so that Theorem 2.2 applies.
For any measurable set $A \subset M$ and any integrable function $f$ on $A$, set

$$
f_{A}:=f_{A} f d \mu:=\frac{1}{\mu(A)} \int_{A} f d \mu
$$

For any ball $B=B\left(x_{0}, r\right)$ and any $\lambda>0$, set

$$
\lambda B=B\left(x_{0}, \lambda r\right)
$$

Since any point in the ball $B$ can be used as its center, the notation $\lambda B$ is sensitive to the choice of the center of $B$ if $\lambda<1$.

Definition 2.5. We say that the Poincaré inequality $(P I)$ is satisfied if there exist $\kappa \in(0,1]$ and $C>0$ such that, for any ball $B:=B\left(x_{0}, r\right)$ with $x_{0} \in M$ and $r \in(0, \bar{R})$, and for any $f \in \mathcal{F}$,

$$
\begin{equation*}
\int_{\kappa B}\left|f-f_{\kappa B}\right|^{2} d \mu \leq C r^{\beta} \int_{B} \int_{B}(f(x)-f(y))^{2} d j(x, y) \tag{PI}
\end{equation*}
$$

Definition 2.6. We say that the weak upper estimate $(w U E)$ is satisfied, if the heat kernel $p_{t}(x, y)$ exists and satisfies the following estimate

$$
\begin{equation*}
p_{t}(x, y) \leq \frac{C}{t^{\alpha / \beta}}\left(1+\frac{d(x, y) \wedge \bar{R}}{t^{1 / \beta}}\right)^{-\beta} \tag{wUE}
\end{equation*}
$$

for some $C>0$, for all $t \in\left(0, \bar{R}^{\beta}\right)$ and for $\mu$-almost all $x, y \in M$.

In particular, if $\bar{R} \geq \operatorname{diam} M$ then $(w U E)$ is equivalent to

$$
p_{t}(x, y) \leq \frac{C}{t^{\alpha / \beta}}\left(1+\frac{d(x, y)}{t^{1 / \beta}}\right)^{-\beta}
$$

for all $t \in\left(0, \bar{R}^{\beta}\right)$ and for $\mu$-almost all $x, y \in M$.
Definition 2.7. We say that near diagonal lower estimate $(n L E)$ is satisfied if the heat kernel $p_{t}(x, y)$ exists and satisfies the following estimate:

$$
\begin{equation*}
p_{t}(x, y) \geq c t^{-\alpha / \beta} \tag{nLE}
\end{equation*}
$$

for some $c, \delta>0$, for all $t \in\left(0, \bar{R}^{\beta}\right)$ and $\mu$-almost all $x, y \in M$ such that

$$
d(x, y) \leq \delta t^{1 / \beta}
$$

Our main result is the following theorem.
Theorem 2.8. Let $M$ be a proper ultrametric space. If $(V),(T J)$ and $(P I)$ are satisfied then the heat kernel $p_{t}(x, y)$ of $(\mathcal{E}, \mathcal{F})$ exists, is continuous jointly in $t, x, y$, Hölder continuous jointly in $x, y$ and satisfies $(w U E)$ and ( $n L E$ ).

Moreover, under the standing assumptions ( $V$ ) and (TJ), the following equivalence takes place:

$$
\begin{equation*}
(P I) \Leftrightarrow(w U E)+(n L E) \tag{2.5}
\end{equation*}
$$

Note also that the conditions $(T J)$ and $(P I)$ can be satisfied for quite degenerate/singular jump measures as will be shown by examples in Section 15.

Let us emphasize that similar results for general metric spaces are not known and, most probably, they are not true without additional conditions. It would be interesting to obtain a version of Theorem 2.8 for general metric spaces.

Remark 2.9. Let $M$ be a Riemannian manifold with the geodesic distance $d$ and the Riemannian measure $\mu$. Let $(\mathcal{E}, \mathcal{F})$ be the classical local Dirichlet form

$$
\mathcal{E}(u, u)=\int_{M}|\nabla u|^{2} d \mu
$$

Then, under the standing assumption $(V)$, the corresponding Poincaré inequality

$$
\int_{B}\left|f-f_{B}\right|^{2} d \mu \leq C r^{2} \int_{B}|\nabla f|^{2} d \mu
$$

is equivalent to the following Gaussian estimate of the heat kernel $p_{t}(x, y)$ :

$$
p_{t}(x, y) \asymp \frac{C}{t^{\alpha / 2}} \exp \left(-c \frac{d(x, y)^{2}}{t}\right)
$$

(see [16], [28], [29]). The equivalence (2.5) of Theorem 2.8 can be regarded as a version of this result for ultrametric spaces.

The following stability result is an easy consequence of Theorem 2.8.
Corollary 2.10. Assume that $(V)$ is satisfied. Let $J^{(1)}$ and $J^{(2)}$ be two kernels both satisfying (j.1), (j.2). Let $\left(\mathcal{E}^{(1)}, \mathcal{F}^{(1)}\right),\left(\mathcal{E}^{(2)}, \mathcal{F}^{(2)}\right)$ be two regular Dirichlet forms determined by $J^{(1)}$ and $J^{(2)}$ respectively (as in Theorem 2.2). Assume that, for some $C>0$,

$$
C^{-1} J^{(2)} \leq J^{(1)} \leq C J^{(2)}
$$

If $\left(\mathcal{E}^{(1)}, \mathcal{F}^{(1)}\right)$ satisfies $(T J),(w U E)$ and $(n L E)$, then $\left(\mathcal{E}^{(2)}, \mathcal{F}^{(2)}\right)$ also satisfies $(T J),(w U E)$ and $(n L E)$.

In Section 15 , we give examples with $\bar{R}=\infty$ showing that, under the hypotheses $(V)$, $(T J)$ and $(P I)$ of Theorem 2.8, the estimate $(w U E)$ cannot be improved to

$$
p_{t}(x, y) \leq \frac{C}{t^{\alpha / \beta}}\left(1+\frac{d(x, y)}{t^{1 / \beta}}\right)^{-(\beta+\varepsilon)}
$$

for any $\varepsilon>0$. Similarly, the lower bound ( $n L E$ ) cannot be improved to

$$
p_{t}(x, y) \geq \frac{c}{t^{\alpha / \beta}}\left(1+\frac{d(x, y)}{t^{1 / \beta}}\right)^{-N}
$$

for any $N>0$. Hence, in an ultrametric space, the Poincaré inequality does not yield matching upper and lower bounds. For the latter one needs stronger assumptions as below.

Definition 2.11. We say that the condition $\left(J_{\leq}\right)$is satisfied if the jump kernel $J$ has the form:

$$
\begin{equation*}
J(x, d y)=J(x, y) d \mu(y) \tag{2.6}
\end{equation*}
$$

where $J(x, y)$ is a symmetric function of $x, y \in M$ such that, for all distinct $x, y \in M$,

$$
J(x, y) \leq C d(x, y)^{-(\alpha+\beta)}
$$

Similarly, we say that the condition $\left(J_{\geq}\right)$is satisfied if, for all distinct $x, y \in M$,

$$
J(x, y) \geq C^{-1} d(x, y)^{-(\alpha+\beta)}
$$

We say that the condition $(J)$ is satisfied if both $\left(J_{\leq}\right)$and $\left(J_{\geq}\right)$are satisfied, that is, if, for all $x, y \in M$,

$$
\begin{equation*}
J(x, y) \simeq d(x, y)^{-(\alpha+\beta)} \tag{J}
\end{equation*}
$$

It is easy to see that

$$
\begin{equation*}
\left(V_{\leq}\right)+\left(J_{\leq}\right) \Rightarrow(T J) \tag{2.7}
\end{equation*}
$$

(see [19, Prop. 6.4]) and

$$
\begin{equation*}
\left(V_{\geq}\right)+\left(J_{\geq}\right) \Rightarrow(P I) \tag{2.8}
\end{equation*}
$$

(see Lemma 3.1 and the argument after that).
Hence, $(T J)$ can be regarded as a weak version of the upper bound $\left(J_{\leq}\right)$, and $(P I)$ can be regarded as a weak version of the lower bound $\left(J_{\geq}\right)$.
Definition 2.12. We say that the optimal upper estimate $(U E)$ is satisfied if the heat kernel $p_{t}(x, y)$ exists and satisfies the following upper bound:

$$
\begin{equation*}
p_{t}(x, y) \leq \frac{C}{t^{\alpha / \beta}}\left(1+\frac{d(x, y)}{t^{1 / \beta}}\right)^{-(\alpha+\beta)} \tag{UE}
\end{equation*}
$$

for some $C>0$, for all $t \in\left(0, \bar{R}^{\beta}\right)$ and for $\mu$-almost all $x, y \in M$.
We say that the optimal lower estimate $(L E)$ is satisfied if the heat kernel $p_{t}(x, y)$ exists and satisfies the following lower bound:

$$
\begin{equation*}
p_{t}(x, y) \geq \frac{c}{t^{\alpha / \beta}}\left(1+\frac{d(x, y)}{t^{1 / \beta}}\right)^{-(\alpha+\beta)} \tag{LE}
\end{equation*}
$$

for some $c>0$, for all $t \in\left(0, \bar{R}^{\beta}\right)$ and for $\mu$-almost all $x, y \in M$.
We say that the heat kernel satisfies two-sided stable-like estimate if both ( $U E$ ) and (LE) are satisfied, that is, if

$$
\begin{equation*}
p_{t}(x, y) \simeq \frac{1}{t^{\alpha / \beta}}\left(1+\frac{d(x, y)}{t^{1 / \beta}}\right)^{-(\alpha+\beta)} \tag{2.9}
\end{equation*}
$$

for all $t \in\left(0, \bar{R}^{\beta}\right)$ and $\mu$-almost all $x, y \in M$.

Corollary 2.13. Let ( $V$ ) be satisfied and $J$ have the form (2.6).
(a) We have

$$
\left(J_{\leq}\right)+(P I) \Leftrightarrow(U E)+(n L E) .
$$

(b) If in addition ( $T J$ ) is satisfied then

$$
\left(J_{\geq}\right) \Leftrightarrow(w U E)+(L E)
$$

(c) We have

$$
(J) \Leftrightarrow(2.9) .
$$

In all the cases $(a),(b),(c)$, the heat kernel $p_{t}(x, y)$ exists, is continuous jointly in $t, x, y$ and Hölder continuous jointly in $x, y$.

Corollary $2.13(c)$ recovers the estimate (1.8) of [3] that was proved for the jump kernel (1.9) in $\mathbb{Q}_{p}^{n}$. Corollary 2.13(c) can be deduced from the previously known results for general metric spaces. Indeed, the case of an arbitrary $\beta>0$ can be reduced to the case $\beta=1$ by a simple change of distance function $\widetilde{d}(x, y)=d(x, y)^{\beta}$ (that is again a metric by the ultrametric property), and then one can apply the results of [6] or [19] to obtain (2.9). However, Theorem 2.8 and parts $(a),(b)$ of Corollary 2.13 cannot be obtained in this way.
2.3. Structure of the paper. In Section 3 we give examples of ultrametric spaces and jump kernels satisfying $(T J)$ and $(P I)$. These examples show, in particular, that our results work for highly anisotropic cases, in particular, the jump measure can vanish on very large area of $(M \times M) \backslash$ diag. In Section 4 we prove Theorem 2.2 about construction of a regular Dirichlet form.

The major part of the paper is devoted to the proof of Theorem 2.8. The proof of the key implication

$$
\begin{equation*}
(V)+(T J)+(P I) \Rightarrow(w U E)+(n L E), \tag{2.10}
\end{equation*}
$$

is fulfilled in Sections 5-12.
In Section 13 we deduce (PI) from the heat kernel bounds $(w U E)$ and $(n L E)$, and in Section 14 we conclude the proofs of Theorem 2.8 and Corollary 2.13 by combining the results of the previous sections.

In Section 15 we give more examples to show that the heat kernel bounds $(w U E)$ and $(n L E)$ of Theorem 2.8 are sharp in certain sense.

Let us now describe the main steps in the proof of the implication (2.10).
Step 1. We show that the Poincaré inequality $(P I)$ implies the Nash inequality (Lemma 5.2). The latter yields by the well-known argument the existence of the heat kernel and on-diagonal upper bound

$$
\begin{equation*}
p_{t}(x, y) \leq C t^{-\alpha / \beta} \tag{2.11}
\end{equation*}
$$

for all $t \in\left(0, \bar{R}^{\beta}\right)$ and $\mu$-a.a. $x, y \in M$ (Lemma 5.5). One more consequence of the Nash inequality is the Faber-Krahn inequality (Lemma 5.3).

The on-diagonal upper estimate (2.11) implies the upper bounds of the meat exit time from balls: for any ball $B$ of radius $r \in(0, \sigma \bar{R})$ (where $\sigma \in(0,1)$ is the same as in Lemma 5.3),

$$
\begin{equation*}
\underset{B}{\operatorname{esssup}} G^{B} 1 \leq C r^{\beta}, \tag{2.12}
\end{equation*}
$$

where $G^{B}$ is the Green operator in $B$ (Lemma 10.2).
Step 2. This is the largest and most technical part of the proof. We first prove Lemma of growth (Lemma 6.4) that is based on the Faber-Krahn inequality, and Lemma 7.2 where the Poincaré inequality is used at full strength. These lemmas imply a weak Harnack inequality for harmonic functions of $(\mathcal{E}, \mathcal{F})$ (Lemma 8.1), that in turn yields the oscillation inequalities for harmonic functions (Lemmas 9.1, 9.3, 9.4) and, consequently, the Hölder continuity of harmonic functions.

Step 3. The mean exit time estimate (2.12) implies that

$$
\left\|G^{B} f\right\|_{L^{\infty}} \leq C r^{\beta}\|f\|_{L^{\infty}},
$$

which allows to extend the oscillation inequality to solutions $u$ of $\mathcal{L} u=f$ (Lemma 11.2).
Considering a function $u(t, \cdot)=P_{t} f$ as the solution to $\mathcal{L} u=-\partial_{t} u$ and estimating $\left\|\partial_{t} u\right\|_{L^{\infty}}$ by means of (2.11), we obtain the oscillation inequality and the Hölder continuity for $P_{t} f$ and, hence, also for the heat kernel (Lemma 12.1 and [19, Lemmas 5.10, 5.11, 5.12, 5.13]).

Step 4. Using one of the consequences of Lemma of growth, we obtain the lower bound for the mean exit time in any ball $B$ of radius $r \in(0, \bar{R})$ :

$$
\begin{equation*}
\underset{B}{\operatorname{ess}} \inf G^{B} 1 \geq c r^{\beta} \text { in } B, \tag{2.13}
\end{equation*}
$$

(Lemma 10.4). The estimates (2.12) and (2.13) imply the following survival estimate: for any ball $B$ of radius $r \in(0, \bar{R})$,

$$
\begin{equation*}
\underset{B}{\operatorname{essinf}} P_{t}^{B} 1 \geq \varepsilon \text { in } B, \text { provided } t^{1 / \beta} \leq \delta r \tag{2.14}
\end{equation*}
$$

(Lemma 10.6).
Step 5. The survival estimate (2.14) implies the on-diagonal lower bound

$$
p_{t}(x, x) \geq c t^{-\alpha / \beta},
$$

which together with the oscillation inequality yields the near diagonal lower estimate ( $n L E$ ) (Lemma 12.2).

Step 6. Here we prove the off-diagonal upper estimate $(w U E)$. The main difficulty is in obtaining the following estimate: for any ball $B$ of radius $r<\bar{R}$ and any $t>0$,

$$
\begin{equation*}
P_{t} \mathbf{1}_{B^{c}} \leq C \frac{t}{r^{\beta}} \tag{2.15}
\end{equation*}
$$

It is done by comparing $P_{t}$ to a semigroup $Q_{t}$ with a truncated jump kernel $d j^{(\rho)}=\mathbf{1}_{\{d(x, y) \leq \rho\}} d j$ and observing that $Q_{t}$ does not propagate from the inside of any ball of radius $\rho$ to the outside, which follows from the ultrametric property (Lemma 12.3). Combining (2.15) with the on-diagonal upper bound (2.11), we obtain $(w U E)$ (Lemma 12.6).

Notation. The letters $C, C^{\prime}, c, c^{\prime}, \cdots$ denote positive constants whose values are unimportant and can change at any occurrence. However, the value of all such constants depends only on the parameters in the hypotheses in question. The letters $\alpha, \beta$ and $\bar{R}$ denote the global parameters that have the same meaning all over the paper except for Section 15.

The essential supremum and infimum are always taken with respect to the measure $\mu$. We use the expression " $\mu$-almost all $x, y \in M$ " as a shorthand for " $\mu \times \mu$-almost all $(x, y) \in$ $M \times M$ ". We also use $L^{p}$ as a shorthand for $L^{p}(M, \mu)$.

## 3. Examples

In this section, we give an example of an ultrametric space $(M, d)$ and a jump kernel $J$ on $M \times M$ that satisfies $(T J)$ and $(P I)$ but does not satisfy $\left(J_{\leq}\right)$or $\left(J_{\geq}\right)$(Proposition 3.5). The idea is that we first take in $M=\mathbb{Q}_{p}$ the jump kernel $\|x-y\|_{p}^{(1+\bar{\beta})}$, that satisfies $\left(J_{\leq}\right)$and $\left(J_{\geq}\right)$, and then reduce it on some set $N \subset M \times M$ to zero so that $\left(J_{\geq}\right)$is no longer valid, whereas the Poincaré inequality ( $P I$ ) still holds. The choice of the set $N$ is quite subtle - we use for that some arithmetic properties of $\mathbb{Q}_{p}$ (see (3.8)).

Let ( $M, d$ ) be so far any metric space with a measure $\mu$ that is finite and positive on all balls. Let $J(x, y)$ be a symmetric non-negative function on $M \times M$, and let $\Phi$ be an increasing positive function on $(0,+\infty)$. We say that $J$ satisfies a $\Phi$-Poincaré inequality if, for any ball $B$ in $M$ of radius $r$ and for any $f \in L^{2}(B)$,

$$
\begin{equation*}
\int_{B \times B}(f(x)-f(y))^{2} J(x, y) d \mu(x) d \mu(y) \geq \frac{1}{\Phi(r)} \int_{B \times B}(f(x)-f(y))^{2} d \mu(x) d \mu(y) . \tag{3.1}
\end{equation*}
$$

Lemma 3.1. The inequality (3.1) is equivalent to

$$
\begin{equation*}
\int_{B \times B}(f(x)-f(y))^{2} J(x, y) d \mu(x) d \mu(y) \geq \frac{2 \mu(B)}{\Phi(r)} \int_{B}\left(f-f_{B}\right)^{2} d \mu . \tag{3.2}
\end{equation*}
$$

Clearly, if $\mu(B) \simeq r^{\alpha}$ and $\Phi(r) \simeq r^{\alpha+\beta}$ then (3.2) coincides with the Poincaré inequality (PI).
Proof. Let us verify that the right hand sides of (3.1) and (3.2) coincide. We have

$$
\begin{aligned}
\int_{B} \int_{B}(f(x)-f(y))^{2} d \mu(x) d \mu(y) & =\int_{B} \int_{B}\left(f(x)^{2}-2 f(x) f(y)+f(y)^{2}\right) d \mu(x) d \mu(y) \\
& =2 \mu(B) \int_{B} f^{2} d \mu-2\left(\int_{B} f d \mu\right)^{2} \\
& =2 \mu(B)\left(\int_{B} f^{2} d \mu-f_{B}^{2} \mu(B)\right)
\end{aligned}
$$

and

$$
\int_{B}\left(f-f_{B}\right)^{2} d \mu=\int_{B} f^{2} d \mu-2 f_{B} \int_{B} f d \mu+f_{B}^{2} \mu(B)=\int_{B} f^{2} d \mu-f_{B}^{2} \mu(B),
$$

whence

$$
\begin{equation*}
\int_{B \times B}(f(x)-f(y))^{2} d \mu(x) d \mu(y)=2 \mu(B) \int_{B}\left(f-f_{B}\right)^{2} d \mu, \tag{3.3}
\end{equation*}
$$

which was to be proved.
Remark 3.2. It is clear that if, for all $x, y \in M$,

$$
J(x, y) \geq \frac{1}{\Phi(d(x, y))}
$$

then (3.1) holds because for all $x, y \in B$ we have $d(x, y) \leq r$ and, hence, $J(x, y) \geq \frac{1}{\Phi(r)}$. Hence, also (3.2) holds. Consequently, ( $V_{\geq}$) and ( $J_{\geq}$) imply (PI).

Now let us fix a prime $p$, consider a finite field $\mathbb{F}_{p}:=\{0,1,2, \cdots, p-1\}$ and the following set

$$
M_{p}:=\left\{x=\left\{x_{k}\right\}_{k \in \mathbb{Z}}: x_{k} \in \mathbb{F}_{p} \text { and } x_{k}=0 \text { for all } k<-K \text { for some } K \in \mathbb{Z}\right\},
$$

that consists of double sequences of elements of $\mathbb{F}_{p}$ that are vanishing near $-\infty$. Consider $M_{p}$ as a linear space over $\mathbb{F}_{p}$ with linear operations

$$
x+y=\left\{x_{k}+y_{k}\right\}_{k \in \mathbb{Z}} \text { and } a x=\left\{a x_{k}\right\}_{k \in \mathbb{Z}},
$$

for all $x, y \in M_{p}$ and $a \in \mathbb{F}_{p}$. Define in $M_{p}$ the usual $p$-adic norm by

$$
\|x\|_{p}=p^{-n}, \quad \text { where } n:=\min \left\{k \in \mathbb{Z}: x_{k} \neq 0\right\} .
$$

For all $x, y \in M_{p}$, set $d(x, y)=\|x-y\|_{p}$ and observe that $\left(M_{p}, d\right)$ is an ultrametric space. Furthermore, $\left(M_{p}, d\right)$ is obviously separable and every ball $B(x, r)$ in $M_{p}$ is compact. As a metric space, $M_{p}$ can be identified with $\mathbb{Q}_{p}$, but the operations in $M_{p}$ are different from those in $\mathbb{Q}_{p}$.

The Haar measure $\mu$ on $M_{p}$ can be constructed as follows. For any $n \in \mathbb{Z}$ and for any ball $B$ of radius $p^{-n}$, set

$$
\begin{equation*}
\mu(B):=p^{-n} . \tag{3.4}
\end{equation*}
$$

Since each ball of radius $p^{-n}$ is a disjoint union of $p$ balls of radii $p^{-(n+1)}$, it is easy to see that $\mu$ is $\sigma$-additive and $\sigma$-finite on the semi-ring of all balls in $M_{p}$. By Carathéodory's extension theorem, $\mu$ extends to a Borel measure on $M_{p}$. It follows easily from (3.4) that the measure $\mu$ is 1 -regular, that is,

$$
\begin{equation*}
\mu(B(x, r)) \simeq r \tag{3.5}
\end{equation*}
$$

for all $x \in M_{p}$ and $r>0$.

For any set $A \subset M_{p}$, any $u \in M_{p}$ and $a \in \mathbb{F}_{p}$, define the sets $A+u=\{y+u: y \in A\}$ and $a A=\{a y: y \in A\}$.

Lemma 3.3. For any $a \in \mathbb{F}_{p} \backslash\{0\}$ and $u \in M_{p}$, the map $y \mapsto a y+u$ preserves the metric $d$ and the measure $\mu$. Consequently, for any nonnegative measurable function $f$ on $M_{p}$,

$$
\begin{equation*}
\int_{M_{p}} f(y) d \mu(y)=\int_{M_{p}} f(a y+u) d \mu(y) . \tag{3.6}
\end{equation*}
$$

Proof. For any $y \in M_{p}$ we have $\|y\|_{p}=\|a y\|_{p}$ because $y_{k} \neq 0 \Leftrightarrow a y_{k} \neq 0$. It follows that, for all $x, y \in M_{p}$,

$$
d(a x+u, a y+u)=\|a y-a x\|_{p}=\|y-x\|_{p}=d(x, y),
$$

so that the metric $d$ is preserved by $y \mapsto a y+u$. Let us show that the measure $\mu$ is also preserved, that is, for any Borel set $A \subset M_{p}$,

$$
\begin{equation*}
\mu(A)=\mu(a A+u) . \tag{3.7}
\end{equation*}
$$

It suffices to prove this for $A=B(x, r)$. Since by the first part $a A+u$ is a ball of the same radius $r$, (3.7) follows from the construction of the Haar measure. The identity (3.6) is a consequence of (3.7).

Define a function $S: M_{p} \mapsto \mathbb{F}_{p}$ as follows: for any $x \in M_{p}$ with $\|x\|_{p}=p^{-n}$, set

$$
S(x)=x_{n}
$$

In other words, $S(x)$ is equal to the non-zero digit $x_{n}$ of $x$ with the smallest $n$. Define the following subset $N$ of $M_{p} \times M_{p}$ :

$$
\begin{equation*}
N=\left\{(x, y) \in M_{p} \times M_{p}: S(x)=S(x+y)=1 \text { or } S(y)=S(x+y)=1\right\} . \tag{3.8}
\end{equation*}
$$

Fix some $n \in \mathbb{Z}$ and let $w \in M_{p}$ be such that $w_{n-1}=1$ and $w_{k}=0$ for all $k<n-1$. We claim that

$$
B\left(w, p^{-n}\right) \times B\left(\mathbf{0}, p^{-n}\right) \subset N,
$$

where $\mathbf{0}$ is the zero element of $M_{p}$. Indeed, if $x \in B\left(w, p^{-n}\right)$ and $y \in B\left(\mathbf{0}, p^{-n}\right)$ then $x_{k}-w_{k}=y_{k}=0$ for all $k<n$, which implies that the first non-zero component of $x$ is $x_{n-1}=1$ and the same is true for $x+y$, whence $S(x)=S(x+y)=1$ and, hence, $(x, y) \in N$.

It follows that

$$
(\mu \times \mu)(N) \geq \mu\left(B\left(w, p^{-n}\right)\right) \mu\left(B\left(\mathbf{0}, p^{-n}\right)\right)=p^{-2 n} .
$$

Since $n \in \mathbb{Z}$ is arbitrary, we see that $(\mu \times \mu)(N)=\infty$.
Proposition 3.4. Let $p>2$. Then the jump kernel

$$
J(x, y)=\frac{\mathbf{1}_{N^{c}}(x, y)}{\Phi(d(x, y))}= \begin{cases}0, & (x, y) \in N,  \tag{3.9}\\ \overline{\Phi(d(x, y))}, & (x, y) \in N^{c},\end{cases}
$$

satisfies the $5 \Phi$-Poincaré inequality.
Proof. Fix a ball $B:=B(w, r) \subset M_{p}$. If $(x, y) \in(B \times B) \backslash N$ then $\mathbf{1}_{N^{c}}(x, y)=1$ and

$$
\begin{aligned}
(f(x)-f(y))^{2} J(x, y) & =\frac{1}{\Phi(d(x, y))}(f(x)-f(y))^{2} \\
& \geq \frac{1}{\Phi(r)}(f(x)-f(y))^{2},
\end{aligned}
$$

which implies

$$
\begin{aligned}
\int_{B \times B}(f(x)-f(y))^{2} J(x, d y) d \mu(x) & =\int_{(B \times B) \backslash N}(f(x)-f(y))^{2} J(x, y) d \mu(x) d \mu(y) \\
& \geq \frac{1}{\Phi(r)} \int_{(B \times B) \backslash N}(f(x)-f(y))^{2} d \mu(x) d \mu(y) .
\end{aligned}
$$

We will prove that

$$
\begin{equation*}
\int_{(B \times B) \cap N}(f(x)-f(y))^{2} d \mu(x) d \mu(y) \leq 4 \int_{(B \times B) \backslash N}(f(x)-f(y))^{2} d \mu(x) d \mu(y) \tag{3.10}
\end{equation*}
$$

which will then imply that

$$
\int_{B \times B}(f(x)-f(y))^{2} d \mu(x) d \mu(y) \leq 5 \int_{(B \times B) \backslash N}(f(x)-f(y))^{2} d \mu(x) d \mu(y)
$$

and, hence,

$$
\int_{B \times B}(f(x)-f(y))^{2} J(x, y) d \mu(x) d \mu(y) \geq \frac{1}{5 \Phi(r)} \int_{B \times B}(f(x)-f(y))^{2} d \mu(x) d \mu(y)
$$

that is, the $5 \Phi$-Poincaré inequality.
For any pair $x, y \in M_{p}$ consider

$$
z=z(x, y):=\frac{p+1}{2}(x+y) \in M_{p}
$$

where $\frac{p+1}{2} \in \mathbb{F}_{p}$ since $p>2$. Observe that

$$
z-x=\frac{p-1}{2} x+\frac{p+1}{2} y=\frac{p+1}{2}(y-x)
$$

and, hence,

$$
\|z-x\|_{p}=\|y-x\|_{p} .
$$

Consequently, if $x, y$ belong to $B$ then also $z \in B$ because $x$ can be regarded as a center of $B$.

If $(x, y) \in N$ then we have by (3.8)

$$
S(z)=S\left(\frac{p+1}{2}(x+y)\right)=\frac{p+1}{2} \neq 1
$$

Therefore, no pair $(\cdot, z)$ can lie in $N$, and we conclude that

$$
\begin{equation*}
\text { if }(x, y) \in(B \times B) \cap N \quad \text { then }(x, z),(y, z) \in(B \times B) \backslash N \tag{3.11}
\end{equation*}
$$

Next, we have, for all $x, y$ and $z=\frac{p+1}{2}(x+y)$,

$$
(f(x)-f(y))^{2} \leq 2(f(x)-f(z))^{2}+2(f(y)-f(z))^{2}
$$

and

$$
\begin{align*}
& \int_{(B \times B) \cap N}(f(x)-f(y))^{2} d \mu(x) d \mu(y) \\
\leq & 2 \int_{M_{p} \times M_{p}} \mathbf{1}_{\{(B \times B) \cap N\}}(x, y)(f(x)-f(z))^{2} d \mu(x) d \mu(y) \\
& +2 \int_{M_{p} \times M_{p}} \mathbf{1}_{\{(B \times B) \cap N\}}(x, y)(f(y)-f(z))^{2} d \mu(x) d \mu(y) . \tag{3.12}
\end{align*}
$$

Furthermore, by (3.11) and Lemma 3.3 with $a=\frac{p+1}{2}$ and $u=a x$ we have

$$
\begin{aligned}
& \int_{M_{p} \times M_{p}} \mathbf{1}_{\{(B \times B) \cap N\}}(x, y)(f(x)-f(z))^{2} d \mu(x) d \mu(y) \\
\leq & \int_{M_{p}}\left(\int_{M_{p}} \mathbf{1}_{(B \times B) \backslash N}(x, a(x+y))(f(x)-f(a(x+y)))^{2} d \mu(y)\right) d \mu(x) \\
= & \int_{M_{p}}\left(\int_{M_{p}} \mathbf{1}_{(B \times B) \backslash N}(x, y)(f(x)-f(y))^{2} d \mu(y)\right) d \mu(x)
\end{aligned}
$$

$$
=\int_{(B \times B) \backslash N}(f(x)-f(y))^{2} d \mu(x) d \mu(y) .
$$

Estimating similarly the integral in (3.12), we obtain (3.10), which finishes the proof.
Set now $\Phi(r)=r^{1+\beta}$. The jump kernel $J$ from (3.9) satisfies (PI) by Lemma 3.1 and Proposition 3.4. By [19, Prop. 6.4], we have, for any $\alpha$-regular space,

$$
\begin{equation*}
\int_{B(x, r)^{c}} \frac{d \mu(y)}{d(x, y)^{\alpha+\beta}} \leq C r^{-\beta}, \tag{3.13}
\end{equation*}
$$

that is, $\left(J_{\leq}\right)$implies $(T J)$. Clearly, $J$ satisfies $\left(J_{\leq}\right)$and, hence, $(T J)$ but $J$ obviously does not satisfy $\left(J_{\geq}\right)$.

Now we construct a new jump kernel $\widetilde{J} \geq J$ that satisfies $(T J)$ and (PI) but not $\left(J_{\leq}\right)$or $\left(J_{\geq}\right)$.
For any integer $n \geq 1$, define the set $E_{n} \subset M_{p}$ to consist of all sequences of the form

$$
x=\underbrace{\ldots}_{k \geq 0} \underbrace{1 \ldots 1}_{k=-1, \ldots-n} \underbrace{0 \ldots 0 \ldots}_{k<-n}
$$

that is, $x_{k}=1$ for $k=-1, \ldots,-n, x_{k}=0$ for all $k<-n$ and $x_{k}$ is arbitrary for all $k \geq 0$. Similarly define a set $F_{n} \subset M_{p}$ to consist of all the sequences

$$
x=\underbrace{\ldots}_{k \geq 0} \underbrace{2 \ldots 2}_{k=-1, \ldots-n} \underbrace{0 \ldots 0 \ldots}_{k<-n} .
$$

Clearly, $E_{n}$ and $F_{n}$ are balls of radii 1 , so that $\mu\left(E_{n}\right)=\mu\left(F_{n}\right)=1$, and all the balls $E_{n}, F_{n}$, $n \geq 1$, are pairwise disjoint. It follows that also all the sets

$$
\left(E_{n} \times F_{n}\right),\left(F_{n} \times E_{n}\right), n \geq 1,
$$

are pairwise disjoint in $M_{p} \times M_{p}$. Define

$$
E=\bigcup_{n=1}^{\infty}\left(E_{n} \times F_{n}\right) \cup\left(F_{n} \times E_{n}\right),
$$

so that the set $E$ is symmetric and $(\mu \times \mu)(E)=\infty$.
It follows from the definition (3.8) of the set $N$ that, for any $n \geq 1$, the sets $E_{n} \times F_{n}$ and $F_{n} \times$ $E_{n}$ are disjoint with $N$. Indeed, if $x \in E_{n}$ and $y \in F_{n}$ then $S(x+y)=3 \neq 1$ in $\mathbb{F}_{p}$ so that $(x, y) \notin N$. Consequently, the sets $N$ and $E$ are disjoint.

Let $J(x, y)$ be the jump kernel from Proposition 3.4 with $\Phi(r)=r^{1+\beta}$, that is,

$$
J(x, y)=\frac{1}{d(x, y)^{1+\beta}} \mathbf{1}_{N^{c}}(x, y) .
$$

Fix $\varepsilon>0$ and define further the kernels

$$
J_{0}(x, y):=\frac{d(x, y)^{\varepsilon}}{d(x, y)^{1+\beta}} \mathbf{1}_{E}(x, y) \text { and } \widetilde{J}(x, y):=J(x, y)+J_{0}(x, y) .
$$

Proposition 3.5. For any $\varepsilon \in(0,1)$, the jump kernel $\widetilde{J}$ satisfies $(T J)$ and (PI) but neither $\left(J_{\geq}\right)$nor $\left(J_{\leq}\right)$.
Proof. As we have already mentioned, $\widetilde{J}$ satisfies $(P I)$ since $\widetilde{J} \geq J$ and $J$ satisfies (PI).
Since both $J$ and $J_{0}$ vanish on $N$, we have $\widetilde{J}=0$ on $N$ so that $\widetilde{J}$ does not satisfy $\left(J_{\geq}\right)$. To disprove $\left(J_{\leq}\right)$observe that $d(x, y)=p^{n}$ for all $(x, y) \in E_{n} \times F_{n}$, which implies for such pairs $(x, y)$

$$
\widetilde{J}(x, y) d(x, y)^{1+\beta} \geq J_{0}(x, y) d(x, y)^{1+\beta}=d(x, y)^{\varepsilon}=p^{\varepsilon n}
$$

that can be arbitrarily large.

It remains to prove that $\widetilde{J}$ satisfies $(T J)$. Since $J$ satisfies $(T J)$, it suffices to prove that $J_{0}$ satisfies $(T J)$. By symmetry, it suffices to prove that, for any $x \in E_{n}$ and $r>0$,

$$
\begin{equation*}
\int_{B(x, r)^{c}} J_{0}(x, y) d \mu(y) \leq C r^{-\beta} \tag{3.14}
\end{equation*}
$$

Consider two cases.
(i) Let $r \geq 1$. By the definition of $E$, we see that if $x \in E_{n}$ and $(x, y) \in E$ then $y \in F_{n}$. Hence, we have, for $x \in E_{n}$,

$$
\begin{aligned}
\int_{B(x, r)^{c}} J_{0}(x, y) d \mu(y) & =\int_{B(x, r)^{c}} \mathbf{1}_{E}(x, y) \frac{d \mu(y)}{d(x, y)^{1+\beta-\varepsilon}} \\
& \leq \int_{B(x, r)^{c} \cap F_{n}} \frac{d \mu(y)}{d(x, y)^{1+\beta-\varepsilon}} \leq \frac{\mu\left(F_{n}\right)}{r^{1+\beta-\varepsilon}} \leq \frac{1}{r^{\beta}} .
\end{aligned}
$$

(ii) Let $r<1$. By (i), (3.5) and (3.13), we obtain

$$
\begin{aligned}
\int_{B(x, r)^{c}} J_{0}(x, y) d \mu(y) & \leq \int_{B(x, 1)^{c}} J_{0}(x, y) d \mu(y)+\int_{B(x, 1) \backslash B(x, r)} \frac{d \mu(y)}{d(x, y)^{1+\beta}} \\
& \leq 1+C r^{-\beta} \leq(1+C) r^{-\beta},
\end{aligned}
$$

which finishes the proof.

## 4. Construction of non-local Dirichlet forms

The purpose of this section is to prove Theorem 2.2.
For any open set $\Omega \subset M$, we regard $L^{2}(\Omega)$ as a subset of $L^{2}(M)$ by extending any function $f \in L^{2}(\Omega)$ by constant zero outside $\Omega$. Fix a kernel $J(x, E)$ on $M \times \mathcal{B}(M)$ satisfying ( $\left.j .1\right)$ and $(j .2)$, and consider the bilinear form $\left(\mathcal{E}, \mathcal{F}_{\max }\right)$ on $L^{2}(M, \mu)$ given by (2.2). Let $\mathcal{F}$ be defined by (2.4). Recall that $\mathcal{D}$ denotes the space of all locally constant functions on $M$ with compact supports. Denote by $\mathcal{D}(\Omega)$ the subspace of $\mathcal{D}$ that consists of functions with supports in $\Omega$.

Lemma 4.1. Under the above hypotheses, the following are true.
(I) For any compact ball $B$, the indicator function $\mathbf{1}_{B}$ belongs to $\mathcal{F}_{\max }$. Moreover, $\mathcal{D} \subset$ $\mathcal{F}_{\text {max }}$.
(II) For any open set $\Omega \subset M, \mathcal{D}(\Omega)$ is dense in $C_{0}(\Omega)$ with respect to sup-norm and in $L^{2}(\Omega)$ with respect to $L^{2}$-norm. In particular, $\mathcal{D}$ is dense in $C_{0}(M)$ and in $L^{2}(M)$.
Proof. (I). Denote $\phi=\mathbf{1}_{B}$ for a ball of radius $r$ and prove first that if $B$ is compact and if $r<\bar{R}$ then $\mathcal{E}(\phi, \phi)<\infty$. Since $\phi(x)-\phi(y)=0$ provided $x, y$ are both in $B$ or in $B^{c}$, we obtain by (2.2) and (j.1)

$$
\begin{align*}
\mathcal{E}(\phi, \phi) & =\int_{M} \int_{M}(\phi(x)-\phi(y))^{2} d j(x, y) \\
& =2 \int_{B} \int_{B^{c}}(\phi(x)-\phi(y))^{2} d j(x, y) \\
& =2 j\left(B, B^{c}\right)=2 \int_{B} J\left(x, B(x, r)^{c}\right) d \mu(x)<\infty \tag{4.1}
\end{align*}
$$

where we also use the property that $B=B(x, r)$.
Let $f$ be any function from $\mathcal{D}$ (in particular, $f$ can be $\mathbf{1}_{B}$ for a compact ball $B$ ). Since $f$ is locally constant, for any $x \in M$, there exists $r_{x} \in(0, \bar{R})$ such that $f=$ const in $B\left(x, r_{x}\right)$. Since the family $\left\{B\left(x, r_{x}\right)_{\}_{x \in B}}\right.$ is an open covering of supp $f$, there exists a finite subcovering $\left\{B\left(x_{i}, r_{x_{i}}\right)\right\}_{i=1}^{N}$. By the properties of ultrametric balls, we may further assume that all the balls $B\left(x_{i}, r_{x_{i}}\right)$ are mutually disjoint. It follows that $f$ is a finite linear combination of functions $\mathbf{1}_{B\left(x_{i}, r_{x_{i}}\right)}$ (cf. (2.3)), which implies $\mathcal{E}(f, f)<\infty$.
(II) Fix an open set $\Omega \subset M$, a function $f \in C_{0}(\Omega)$ and set $K=\operatorname{supp} f$. Since $f$ is uniformly continuous, for any $\varepsilon>0$ there exists $r>0$ such that any ball $B(x, r)$ with $x \in K$
lies in $V \subset \Omega$, where $V$ is a precompact open set such that $K \subset V \subset \bar{V} \subset \Omega$, and the oscillation of $f$ in $B(x, r)$ is bounded by $\varepsilon$. Choose a finite covering $\left\{B\left(x_{i}, r\right)\right\}_{i=1}^{N}$ of $K$. As above, we can assume that all the balls $B\left(x_{i}, r\right)$ are mutually disjoint. Clearly, the function

$$
f_{\varepsilon}:=\sum_{i=1}^{N} f\left(x_{i}\right) \mathbf{1}_{B\left(x_{i}, r\right)}
$$

belongs to $\mathcal{D}(\Omega)$ and

$$
\sup \left|f_{\varepsilon}-f\right|<\varepsilon
$$

which proves that $\mathcal{D}(\Omega)$ is dense in $C_{0}(\Omega)$ in sup-norm. Since also

$$
\left\|f_{\varepsilon}-f\right\|_{L^{2}}^{2} \leq \varepsilon^{2} \sum_{i=1}^{N} \mu\left(B\left(x_{i}, r\right)\right) \leq \varepsilon^{2} \mu(V)
$$

$\mathcal{D}(\Omega)$ is dense in $C_{0}(\Omega)$ also in $L^{2}$-norm, whence all the claims follow.
Proof of Theorem 2.2. (I). Under conditions (j.1) and ( $j .2$ ), it follows easily from (2.2) that $\left(\mathcal{E}, \mathcal{F}_{\text {max }}\right)$ is a bilinear, symmetric, non-negative and Markovian form. Moreover, by the arguments in [14, Example 1.2 .4, p. 14], $\left(\mathcal{E}, \mathcal{F}_{\text {max }}\right)$ is also closed. It remains to show that the domain $\mathcal{F}_{\text {max }}$ is dense in $L^{2}(M)$. Indeed, by Lemma $4.1, \mathcal{D}$ is a subset of $\mathcal{F}_{\text {max }}$ and $\mathcal{D}$ is dense in $L^{2}(M)$, whence also $\mathcal{F}_{\max }$ is dense in $L^{2}(M)$, and $\left(\mathcal{E}, \mathcal{F}_{\max }\right)$ is a Dirichlet form.
(II). By Lemma $4.1(\mathrm{II}), \mathcal{F}$ is dense in $L^{2}(M)$ so that $(\mathcal{E}, \mathcal{F})$ is a Dirichlet form. To prove the regularity of $(\mathcal{E}, \mathcal{F})$, we need to verify that $\mathcal{F} \cap C_{0}(M)$ is dense in $C_{0}(M)$ in sup-norm and in $\mathcal{F}$ in $\mathcal{E}_{1}$-norm. Since $\mathcal{F} \cap C_{0}(M)$ contains $\mathcal{D}$, the regularity of $(\mathcal{E}, \mathcal{F})$ also follows from Lemma 4.1(II).

Corollary 4.2. Assume that $(T J)$ is satisfied. Then $(\mathcal{E}, \mathcal{F})$ defined in (2.2) and (2.4) is a regular Dirichlet form. Besides, for any compact ball $B$ of radius $r \in(0, \bar{R})$, the indicator $\phi:=\mathbf{1}_{B}$ of $B$ belongs to $\mathcal{D} \subset \mathcal{F}$ and satisfies:

$$
\begin{equation*}
\mathcal{E}(\phi, \phi) \leq C \frac{\mu(B)}{r^{\beta}} \tag{4.2}
\end{equation*}
$$

Proof. Clearly, $(T J)$ implies $(j .1)$, and the first claim follows from Theorem 2.2. By (4.1) and $(T J)$, we obtain

$$
\mathcal{E}(\phi, \phi)=2 \int_{B} J\left(x, B(x, r)^{c}\right) d \mu(x) \leq C \frac{\mu(B)}{r^{\beta}}
$$

which proves the second claim.
In the subsequent sections we will need also the following statement.
Proposition 4.3. Under the hypotheses of Theorem 2.2, for any open set $A \subset M$ and for any Borel function $v \in \mathcal{F}$, that is non-negative on $A$, we have

$$
\begin{equation*}
\int_{A} v(y) J(x, d y) \leq \underset{A}{\operatorname{ess} \sup } v \int_{A} J(x, d y) \tag{4.3}
\end{equation*}
$$

for $\mu$-a.a. $x \in M$.

Proof. By [14, Lemma 4.5.4(i), p. 184] and [14, Theorem 4.2.1(ii), p. 161], the measure $j$ charges no part of $M \times M \backslash$ diag whose projection on the factor $M$ has capacity 0 .

It follows that if

$$
u=0 \quad \text { q.e. in } A
$$

then

$$
\int_{M \times A \backslash \operatorname{diag}} u(y) J(x, d y) d \mu(x)=0
$$

and, hence,

$$
\int_{A} u(y) J(x, d y)=0
$$

for $\mu$-a.a. $x \in M$.
Hence, the function $v$ in (4.3) can be replaced by its quasi-continuous version $\widetilde{v}$. Set

$$
a=\underset{A}{\operatorname{ess} \sup } v=\underset{A}{\operatorname{ess} \sup } \widetilde{v}
$$

By [14, Lemma 2.1.4, p. 70] we have

$$
\widetilde{v} \leq a \quad \text { q.e. in } A
$$

which implies

$$
\int_{A} v(y) J(x, d y)=\int_{A} \widetilde{v}(y) J(x, d y) \leq a \int_{A} J(x, d y)
$$

## 5. NASH INEQUALITY

From this section, we start preparation for the proof of Theorem 2.8. From now on, we always assume $(M, d)$ is an ultrametric space that is proper and separable, and $\mu$ is a Radon measure on $M$ with full support. Let $(\mathcal{E}, \mathcal{F})$ be the Dirichlet form defined by Theorem 2.2 . Other hypotheses will be stated explicitly.

Definition 5.1. We say the Nash inequality (Nash) holds for the Dirichlet form $(\mathcal{E}, \mathcal{F})$ if there exist positive constants $\nu$ and $C$ such that

$$
\begin{equation*}
\|f\|_{L^{2}}^{2(1+\nu)} \leq C\left(\mathcal{E}(f, f)+\bar{R}^{-\beta}\|f\|_{L^{2}}^{2}\right)\|f\|_{L^{1}}^{2 \nu} \tag{Nash}
\end{equation*}
$$

for all $f \in \mathcal{F} \cap L^{1}$.
The following lemma was proved in [28, Theorem 2.1] for a local Dirichlet form on a Riemannian manifold. We extend this result to non-local Dirichlet forms on ultrametric spaces.
Lemma 5.2. We have $(V)+(P I) \Rightarrow(N a s h)$ where $\nu=\beta / \alpha$.
Proof. The proof is divided into three steps. For any $f \in L^{1}(M)$ and $s>0$, define a function $f_{s}$ on $M$ by

$$
f_{s}(x):=\frac{1}{\mu(B(x, s))} \int_{B(x, s)} f(z) d \mu(z)
$$

Step I. Let us prove that, for any $f \in L^{1}$ and for all $s \in(0, \bar{R})$,

$$
\begin{equation*}
\left\|f_{s}\right\|_{L^{2}}^{2} \leq C s^{-\alpha}\|f\|_{L^{1}}^{2} \tag{5.1}
\end{equation*}
$$

where the constant $C$ depends only on the constants in hypotheses. Indeed, for all $z \in M$, $s>0$ and $x \in B(z, s)$, we have $B(x, s)=B(z, s)$ and, hence,

$$
\begin{aligned}
\left\|f_{s}\right\|_{L^{1}} \leq\left\||f|_{s}\right\|_{L^{1}} & =\int_{M} \frac{1}{\mu(B(x, s))} \int_{B(x, s)}|f(z)| d \mu(z) d \mu(x) \\
& =\int_{M}|f(z)| d \mu(z) \int_{M} \frac{\mathbf{1}_{B(z, s)(x)}}{\mu(B(z, s))} d \mu(x) \\
& =\|f\|_{L^{1}}
\end{aligned}
$$

On the other hand, we have by $\left(V_{\geq}\right)$,

$$
\left\|f_{s}\right\|_{L^{\infty}} \leq C s^{-\alpha} \sup _{x \in M} \int_{B(x, s)}|f(z)| d \mu(z) \leq C s^{-\alpha}\|f\|_{L^{1}}
$$

It follows that

$$
\left\|f_{s}\right\|_{L^{2}}^{2} \leq\left\|f_{s}\right\|_{L^{\infty}}\left\|f_{s}\right\|_{L^{1}} \leq C s^{-\alpha}\|f\|_{L^{1}}^{2}
$$

which proves (5.1).
Step II. Let us prove that, for all $f \in \mathcal{F} \cap L^{1}$ and $s \in(0, \kappa \bar{R})$,

$$
\begin{equation*}
\left\|f-f_{s}\right\|_{L^{2}}^{2} \leq C s^{\beta} \mathcal{E}(f, f), \tag{5.2}
\end{equation*}
$$

where $\kappa$ is the constant from $(P I)$, and $C$ depends only on the constants in hypotheses. Indeed, since all distinct balls of radii $s$ in $M$ are disjoint and $M$ is separable, there exists a (at most) countable family $\left\{B_{i}:=B\left(x_{i}, s\right)\right\}$ of disjoint balls of radii $s$ such that $M=\sqcup_{i} B_{i}$. Note that, for any $x \in B_{i}$, we have $B(x, s)=B_{i}$ and, hence,

$$
f_{s}(x)=f_{B(x, s)} f d \mu=f_{B_{i}} f d \mu=f_{B_{i}} .
$$

Hence, we obtain by $(P I)$ that

$$
\begin{aligned}
\left\|f-f_{s}\right\|_{L^{2}}^{2} & =\sum_{i} \int_{B_{i}}\left|f-f_{s}\right|^{2} d \mu=\sum_{i} \int_{B_{i}}\left|f-f_{B_{i}}\right|^{2} d \mu \\
& \leq C s^{\beta} \sum_{i} \int_{\left(\kappa^{-1} B_{i}\right) \times\left(\kappa^{-1} B_{i}\right)}(f(x)-f(y))^{2} d j(x, y) .
\end{aligned}
$$

Each ball $\kappa^{-1} B_{j}$ is a disjoint union of at most $N$ balls $B_{i}$ where $N$ depends on the constants in $(V)$. It follows that, for each index $i$, there is at most $N$ indices $j$ so that $B_{i} \subset \kappa^{-1} B_{j}$. Hence, we obtain

$$
\begin{aligned}
\left\|f-f_{s}\right\|_{L^{2}}^{2} & \leq C N s^{\beta} \sum_{i} \int_{B_{i} \times M}(f(x)-f(y))^{2} d j(x, y) \\
& =C N s^{\beta} \int_{M \times M}(f(x)-f(y))^{2} d j(x, y),
\end{aligned}
$$

which proves (5.2).
Step III. Now we can prove (Nash). Indeed, by (5.1) and (5.2), we have, for any $f \in \mathcal{F} \cap L^{1}$ and $s \in(0, \kappa \bar{R})$,

$$
\|f\|_{L^{2}}^{2} \leq 2\left\|f-f_{s}\right\|_{L^{2}}^{2}+2\left\|f_{s}\right\|_{L^{2}}^{2} \leq C s^{\beta} \mathcal{E}(f, f)+C s^{-\alpha}\|f\|_{L^{1}}^{2}
$$

On the other hand, if $s \in[\kappa \bar{R}, \infty$ ) (in the case $\bar{R}<\infty$ ) then

$$
\|f\|_{L^{2}}^{2} \leq(s /(\kappa \bar{R}))^{\beta}\|f\|_{L^{2}}^{2}
$$

Combining the above two inequalities and assuming that $C>1$, we obtain that, for any $s>0$,

$$
\|f\|_{L^{2}}^{2} \leq C s^{\beta}\left(\mathcal{E}(f, f)+\bar{R}^{-\beta}\|f\|_{L^{2}}^{2}\right)+C s^{-\alpha}\|f\|_{L^{1}}^{2}
$$

Choosing $s$ so that the two terms on the right hand side are equal, that is,

$$
s^{\alpha+\beta}=\frac{\|f\|_{L^{1}}^{2}}{\mathcal{E}(f, f)+\bar{R}^{-\beta}\|f\|_{L^{2}}^{2}},
$$

we obtain

$$
\|f\|_{L^{2}}^{2} \leq 2 C s^{-\alpha}\|f\|_{L^{1}}^{2}=2 C\left(\mathcal{E}(f, f)+\bar{R}^{-\beta}\|f\|_{L^{2}}^{2}\right)^{\frac{\alpha}{\alpha+\beta}}\|f\|_{L^{1}}^{2 \frac{\beta}{\alpha+\beta}}
$$

which yields (Nash) with $\nu=\beta / \alpha$.
Lemma 5.3. Assume that $\left(V_{\leq}\right)$and (Nash) hold with $\nu=\beta / \alpha$. Then there exists $\sigma \in(0,1)$ such that, for any ball $B \subset M$ of radius $R \in(0, \sigma \bar{R})$, for any measurable set $E \subset B$, and for any function $f \in \mathcal{F}$ such that $f=0$ a.e. in $E^{c}$, we have

$$
\begin{equation*}
\|f\|_{L^{2}}^{2} \leq C \mu(E)^{\nu} \mathcal{E}(f, f) \tag{5.3}
\end{equation*}
$$

Proof. Indeed, by Cauchy-Schwarz inequality,

$$
\|f\|_{L^{1}}^{2} \leq \mu(E)\|f\|_{L^{2}}^{2}
$$

whence by (Nash)

$$
\|f\|_{L^{2}}^{2(1+\nu)} \leq C\left(\mathcal{E}(f, f)+\bar{R}^{-\beta}\|f\|_{L^{2}}^{2}\right)\|f\|_{L^{2}}^{2 \nu} \mu(E)^{\nu}
$$

whence

$$
\|f\|_{L^{2}}^{2} \leq C \mathcal{E}(f, f) \mu(E)^{\nu}+C \bar{R}^{-\beta} \mu(E)^{\nu}\|f\|_{L^{2}}^{2}
$$

Choosing $\sigma$ so small that

$$
C \bar{R}^{-\beta} \mu(E)^{\nu} \leq C \bar{R}^{-\beta} \mu(B)^{\alpha / \beta} \leq C^{\prime}\left(\frac{R}{\bar{R}}\right)^{\beta} \leq C^{\prime} \sigma^{\beta}<\frac{1}{2}
$$

we obtain (5.3).
The inequality (5.3) is called the Faber-Krahn inequality. It follows from Lemmas 5.2 and 5.3 that the hypotheses ( $V$ ) and (PI) imply the Faber-Krahn inequality (5.3) with $\nu=\beta / \alpha$ and for some $\sigma \in(0,1)$. This parameter $\sigma$ will be used in the rest of this paper alongside with $\alpha$ and $\beta$. Without loss of generality, we can assume that $\sigma$ is small enough, in particular, $\sigma \leq \kappa$ where $\kappa$ is the parameter from (PI).

For a non-empty open set $\Omega \subset M$, let $\mathcal{F}(\Omega)$ be the closure of $\mathcal{F} \cap C_{0}(\Omega)$ in $\mathcal{F}$ with respect to the norm $\mathcal{E}_{1}(u, u)=\mathcal{E}(u, u)+\|u\|_{L^{2}}^{2}$. It is well known (see [14]) that if $(\mathcal{E}, \mathcal{F})$ is regular, then $(\mathcal{E}, \mathcal{F}(\Omega))$ is a regular Dirichlet form on $L^{2}(\Omega)$. Denote the corresponding generator, heat semigroup and heat kernel (if it exists) respectively by $\mathcal{L}^{\Omega},\left\{P_{t}^{\Omega}\right\}$ and $p_{t}^{\Omega}(x, y)$.

Denote by $\lambda_{1}(\Omega)$ the bottom of the spectrum of the operator $\mathcal{L}^{\Omega}$ in $L^{2}(\Omega)$. It is known that

$$
\lambda_{1}(\Omega)=\inf _{f \in \mathcal{F}(\Omega) \backslash\{0\}} \frac{\mathcal{E}(f, f)}{\|f\|_{L^{2}}^{2}}
$$

It follows from (5.3) that if $\Omega$ is contained in a ball $B$ of radius $R<\sigma \bar{R}$ then

$$
\begin{equation*}
\lambda_{1}(\Omega) \geq c \mu(\Omega)^{-\nu} \tag{5.4}
\end{equation*}
$$

Definition 5.4. We say that the condition $(D U E)$ is satisfied if the heat kernel $p_{t}(x, y)$ exists and satisfies the following diagonal upper estimate

$$
\begin{equation*}
p_{t}(x, y) \leq \frac{C}{t^{\alpha / \beta}} \tag{DUE}
\end{equation*}
$$

for any $t \in\left(0, \bar{R}^{\beta}\right)$ and for $\mu$-almost all $x, y \in M$.
A very useful consequence of the Nash inequality is stated in the next lemma.
Lemma 5.5. If $(\mathcal{E}, \mathcal{F})$ satisfies (Nash) with $\nu=\alpha / \beta$ then, for all $t \in\left(0, \bar{R}^{\beta}\right)$,

$$
\begin{equation*}
\left\|P_{t}\right\|_{L^{2} \rightarrow L^{\infty}} \leq \frac{C}{t^{\alpha /(2 \beta)}} \tag{5.5}
\end{equation*}
$$

Consequently, (DUE) is satisfied.
For the proof see [4, Theorem 2.1] and [20, Lemma 3.7].
The converse is also true: $(D U E)$ implies the ultracontractive estimate (5.5), while the latter implies (Nash) (see [10]).

## 6. LEMMA OF GROWTH

The main result of this section is Lemma of growth (Lemma 6.4) and its consequences. A similar lemma in general metric spaces was proved [19] but in the present setting we have significant simplifications due to the ultrametric properties. In particular, we do not need to use a generalized capacity condition as in [19].

Consider the space

$$
\mathcal{F}^{\prime}:=\mathcal{F}+\{\text { const }\}
$$

and extend $\mathcal{E}$ from $\mathcal{F}$ to $\mathcal{F}^{\prime}$ as follows: for all $u, v \in \mathcal{F}$ and $a, b \in \mathbb{R}$, set

$$
\mathcal{E}(u+a, v+b):=\mathcal{E}(u, v)
$$

Definition 6.1. Let $\Omega$ be an open subset of $M$. We say that a function $u \in \mathcal{F}^{\prime}$ is subharmonic (resp. superharmonic) in $\Omega$ if

$$
\begin{equation*}
\mathcal{E}(u, \varphi) \leq 0 \quad(\text { resp. } \mathcal{E}(u, \varphi) \geq 0) \tag{6.1}
\end{equation*}
$$

for any $0 \leq \varphi \in \mathcal{F}(\Omega)$. A function $u \in \mathcal{F}^{\prime}$ is called harmonic in $\Omega$ if it is both subharmonic and superharmonic in $\Omega$.

Let $v$ be a Borel function on $M$. Define its tail $T_{B}(v)$ outside a ball $B$ by

$$
\begin{equation*}
T_{B}(v):=\underset{x \in B}{\operatorname{ess} \sup _{x}} \int_{B^{c}}|v(y)| J(x, d y) \tag{6.2}
\end{equation*}
$$

Lemma 6.2. Let $B$ be a compact ball of radius $R \in(0, \bar{R})$. Set

$$
\phi:=\mathbf{1}_{B}
$$

Then, for any $v \in \mathcal{F}^{\prime} \cap L^{\infty}$, that is non-negative and subharmonic in $B$, we have

$$
\begin{equation*}
\mathcal{E}(v \phi, v \phi) \leq 2 T_{B}(v) \int_{B} v d \mu \tag{6.3}
\end{equation*}
$$

Proof. By Lemma 4.1, $\phi \in \mathcal{F}(B)$. Hence, both $v \phi$ and $v \phi^{2}$ belong to $\mathcal{F}(B)$ (cf. [19, Proposition 6.5 (i)-(ii)]). By a direct computation, we obtain the identity

$$
\begin{equation*}
\mathcal{E}(v \phi, v \phi)=\mathcal{E}\left(v, v \phi^{2}\right)+\int_{M \times M} v(x) v(y)(\phi(x)-\phi(y))^{2} d j \tag{6.4}
\end{equation*}
$$

(see also $[19,(3.19)]$ ). Since $v \phi^{2} \in \mathcal{F}(B)$, we conclude by the definition of subharmonic functions, that

$$
\mathcal{E}\left(v, v \phi^{2}\right) \leq 0
$$

Splitting the domain of the integration in (6.4) and using symmetrization and $\phi=\mathbf{1}_{B}$, we obtain

$$
\begin{align*}
\mathcal{E}(v \phi, v \phi) & \leq\left(\int_{B \times B}+\int_{B^{c} \times B}+\int_{B \times B^{c}}+\int_{B^{c} \times B^{c}}\right) v(x) v(y)(\phi(x)-\phi(y))^{2} d j \\
& =2 \int_{B \times B^{c}} v(x) v(y)(\phi(x)-\phi(y))^{2} d j \quad \text { (by symmetrization) } \\
& \leq 2 \int_{B} v(x) d \mu(x) \cdot \underset{x \in B}{\operatorname{ess} \sup } \int_{B^{c}}|v(y)| J(x, d y), \tag{6.5}
\end{align*}
$$

which is equivalent to (6.3).
Remark 6.3. In a setting of jump Dirichlet forms in general metric measure spaces, a similar lemma was proved in [19, Lemma 3.10]. However, the proof in [19] is much more involved because in general the indicator function $\mathbf{1}_{B}$ is not in $\mathcal{F}$ and, hence, one must use a cutoff function $\phi$ of $B$ in a larger ball. In order to do so, one has to assume an additional complicated hypothesis: the generalized capacity condition, that we do not need in the ultrametric setting.

Lemma 6.4 (Lemma of growth). Assume that $(V),(T J)$ and $(P I)$ are satisfied. If a function $u \in \mathcal{F}^{\prime} \cap L^{\infty}$ is superharmonic and non-negative in a ball $B$ of radius $R \in(0, \sigma \bar{R})$, and if, for some $a>0$,

$$
\begin{equation*}
\frac{\mu(B \cap\{u<a\})}{\mu(B)} \leq \varepsilon_{0}\left(1+\frac{R^{\beta} T_{B}\left(u_{-}\right)}{a}\right)^{-\alpha / \beta} \tag{6.6}
\end{equation*}
$$

then

$$
\begin{equation*}
\underset{B}{\operatorname{essinf}} u \geq \frac{a}{2} \tag{6.7}
\end{equation*}
$$

Here $\varepsilon_{0} \in(0,1)$ is a constant that depends only on the constants in the hypotheses.
Recall that the tail function $T_{B}(v)$ was defined by (6.2). Observe also that if $u \geq 0$ on $M$ then $T_{B}\left(u_{-}\right)=0$ and the condition (6.6) simplifies. The statement of Lemma 6.4 means the following: if the set $\{u<a\}$ occupies in the ball $B$ a small enough portion (where the smallness is determined by the right hand side of (6.6)) then the set $\{u<a / 2\} \cap B$ has measure zero (see Fig. 1).


Figure 1. Level sets $\{u<a\}$ and $\{u<a / 2\}$
The notion of Lemma of growth was introduced by Landis [26], [27] in the context of elliptic second order PDEs in $\mathbb{R}^{n}$, where it was used in order to obtain the Hölder continuity and the Harnack inequality for solutions. An earlier version of this type of argument goes back to De Giorgi [11]. The proof of the Lemma of growth for the non-divergence form second order elliptic and parabolic PDEs was a key part of the work of Krylov and Safonov [25].

Here we use the Lemma of growth for non-local operators that appeared in this form in [19]. However, in the presence of an ultrametric, the statement and the proof noticeably simplify.

The most essential part of the proof of Lemma 6.4 is contained in the following lemma.
Lemma 6.5. Assume that $(V),(T J)$ and $(P I)$ are satisfied. Let a function $u \in \mathcal{F}^{\prime} \cap L^{\infty}$ be superharmonic and non-negative in a ball $B$ of radius $R \in(0, \sigma \bar{R})$. Fix some $0<a<b$ and set

$$
m_{a}=\frac{\mu(B \cap\{u<a\})}{\mu(B)} \quad \text { and } m_{b}=\frac{\mu(B \cap\{u<b\})}{\mu(B)} .
$$

Then

$$
\begin{equation*}
m_{a} \leq C A\left(\frac{b}{b-a}\right)^{2} m_{b}^{1+\beta / \alpha} \tag{6.8}
\end{equation*}
$$

where

$$
\begin{equation*}
A:=1+\frac{R^{\beta} T_{B}\left(u_{-}\right)}{b} \tag{6.9}
\end{equation*}
$$

and the constant $C>0$ depends only on the constants in $(V),(T J)$ and (PI).

Proof. Denote

$$
\widetilde{m}_{a}:=\mu(B \cap\{u<a\}) \text { and } \widetilde{m}_{b}:=\mu(B \cap\{u<b\})
$$

and consider the functions

$$
\phi:=\mathbf{1}_{B} \text { and } v:=(b-u)_{+} .
$$

Since $v \geq b-a$ on the set $\{u<a\}$, we obtain

$$
\begin{equation*}
\widetilde{m}_{a}=\int_{B \cap\{u<a\}} \phi^{2} d \mu \leq \frac{1}{(b-a)^{2}} \int_{B}(\phi v)^{2} d \mu \tag{6.10}
\end{equation*}
$$

Consider the set $E=B \cap\{u<b\}$ (see Fig. 2). Since $\phi=0$ outside $B$ and $v=0$ outside $\{u<b\}$, we see that $\phi v=0$ in $E^{c}$.


Figure 2. Set $E=B \cap\{u<b\}$

Since $\phi \in \mathcal{F}(B)$ and, hence, $\phi v \in \mathcal{F}(B)$, we conclude by the Faber-Krahn inequality (see Lemmas 5.2, 5.3) that

$$
\begin{equation*}
\int_{B}(\phi v)^{2} d \mu=\int_{E}(\phi v)^{2} d \mu \leq \mathcal{E}(\phi v, \phi v) \mu(E)^{\nu}=\mathcal{E}(\phi v, \phi v) \widetilde{m}_{b}^{\nu} \tag{6.11}
\end{equation*}
$$

Combining this inequality with (6.10), we obtain

$$
\begin{equation*}
\widetilde{m}_{a} \leq \frac{\mathcal{E}(\phi v, \phi v)}{(b-a)^{2}} \widetilde{m}_{b}^{\nu} \tag{6.12}
\end{equation*}
$$

Let us now estimate $\mathcal{E}(\phi v, \phi v)$ from above. Since $u$ is superharmonic in $B$, the function $b-u$ is subharmonic in $B$. Then the function $v=(b-u)_{+}$is also subharmonic in $B$ (cf. [19, Lemma 3.2(ii)]). By Lemma 6.2, we have

$$
\begin{equation*}
\mathcal{E}(v \phi, v \phi) \leq 2 T_{B}(v) \int_{B} v d \mu \tag{6.13}
\end{equation*}
$$

Using $v \leq b \mathbf{1}_{\{u<b\}}$, the definitions of $E, v, \widetilde{m}_{b}, A$, and the hypothesis $(T J)$, we obtain

$$
\begin{align*}
\mathcal{E}(v \phi, v \phi) & \leq 2 T_{B}(v) b \mu(E) \leq 2\left(T_{B}(b)+T_{B}\left(u_{-}\right)\right) b \widetilde{m}_{b} \\
& \leq 2\left(C b R^{-\beta}+T_{B}\left(u_{-}\right)\right) b \widetilde{m}_{b} \leq C A b^{2} R^{-\beta} \widetilde{m}_{b} \tag{6.14}
\end{align*}
$$

Combining (6.12) and (6.14) yields

$$
\widetilde{m}_{a} \leq C A\left(\frac{b}{b-a}\right)^{2} R^{-\beta} \widetilde{m}_{b}^{\nu+1}
$$

Finally, dividing this inequality by $\mu(B) \simeq R^{\alpha}$, we obtain (6.8), which finishes the proof.

As we see from the proof, Lemma 6.5 does not use ( $P I$ ) directly, only its consequence - the Faber-Krahn inequality in (6.11), whereas the hypothesis $(T J)$ is used explicitly in (6.14). The ultrametric property was most essentially used via Lemma 6.2 in (6.13).

Proof of Lemma 6.4. Let $u \in \mathcal{F}^{\prime} \cap L^{\infty}$ be superharmonic and non-negative in a ball $B$ of radius $R<\sigma \bar{R}$ and let $a>0$. Consider the following sequence

$$
a_{k}:=\frac{1}{2}\left(1+2^{-k}\right) a, \quad k=0,1,2, \ldots
$$

so that $a_{0}=a$ and $a_{k} \searrow \frac{1}{2} a$ as $k \rightarrow \infty$. Set also

$$
m_{k}:=\frac{\mu\left(B \cap\left\{u<a_{k}\right\}\right)}{\mu(B)}
$$

Applying the inequality (6.8) of Lemma 6.5 with $a=a_{k}$ and $b=a_{k-1}$, we obtain, for any $k \geq 1$,

$$
m_{k} \leq C\left(1+\frac{R^{\beta} T_{B}\left(u_{-}\right)}{a_{k-1}}\right)\left(\frac{a_{k-1}}{a_{k-1}-a_{k}}\right)^{2} m_{k-1}^{1+\beta / \alpha}
$$

Since $a_{k-1} \geq \frac{1}{2} a$ and

$$
\frac{a_{k-1}}{a_{k-1}-a_{k}}=\frac{1+2^{-(k-1)}}{2^{-(k-1)}-2^{-k}} \leq 2^{k+1}
$$

it follows that

$$
\begin{equation*}
m_{k} \leq C A \cdot 4^{k} \cdot m_{k-1}^{q} \tag{6.15}
\end{equation*}
$$

where

$$
A=1+\frac{R^{\beta} T_{B}\left(u_{-}\right)}{a} \text { and } q=1+\beta / \alpha
$$

Iterating (6.15), we obtain

$$
\begin{align*}
m_{k} & \leq(C A)^{1+q+\cdots+q^{k-1}} \cdot 4^{k+q(k-1)+\cdots+q^{k-1}} \cdot m_{0}^{q^{k}} \\
& \leq\left((C A)^{\frac{1}{q-1}} \cdot 4^{\frac{q}{(q-1)^{2}}} \cdot m_{0}\right)^{q^{k}} \tag{6.16}
\end{align*}
$$

where in the second line we have used that

$$
k+q(k-1)+\cdots+q^{k-1}=\frac{q^{k+1}-(k+1) q+k}{(q-1)^{2}} \leq \frac{q}{(q-1)^{2}} q^{k}
$$

and $C>1$. It follows from (6.16) and $q>1$ that if

$$
\begin{equation*}
(C A)^{\frac{1}{q-1}} \cdot 4^{\frac{q}{(q-1)^{2}}} \cdot m_{0} \leq \frac{1}{2} \tag{6.17}
\end{equation*}
$$

then

$$
\begin{equation*}
\lim _{k \rightarrow \infty} m_{k}=0 \tag{6.18}
\end{equation*}
$$

Clearly, (6.17) is equivalent to

$$
\begin{equation*}
m_{0} \leq 2^{-\frac{2 q}{(q-1)^{2}}-1} \cdot(C A)^{-\frac{1}{q-1}} \tag{6.19}
\end{equation*}
$$

Since $\frac{1}{q-1}=\frac{\alpha}{\beta}$, we see that (6.19) is equivalent to the hypothesis (6.6) with

$$
\begin{equation*}
\varepsilon_{0}:=2^{-\frac{2 q}{(q-1)^{2}}-1} C^{-\frac{1}{q-1}} \tag{6.20}
\end{equation*}
$$

Assuming that $\varepsilon_{0}$ is defined by (6.20), we see that (6.17) is satisfied and, hence, we have (6.18). It follows that

$$
\mu\left(B \cap\left\{u \leq \frac{a}{2}\right\}\right)=0
$$

which implies ess $\inf _{B} u \geq \frac{a}{2}$, that is, (6.7).
The following lemma is an easy consequence of Lemma 6.4.

Lemma 6.6. Assume that $(V),(T J)$ and $(P I)$ are satisfied. Then, for any ball $B$ of radius $R \in(0, \sigma \bar{R})$, and for any non-negative function $u \in \mathcal{F}^{\prime} \cap L^{\infty}$ that is superharmonic in $B$, the following is true:

$$
\underset{B}{\operatorname{essinf}} u \geq \frac{\varepsilon_{0}}{2}\left(f_{B} \frac{1}{u} d \mu\right)^{-1}
$$

where $\varepsilon_{0}$ is the same as in Lemma 6.4.
Proof. We will apply Lemma 6.4 with a suitable value of $a$. Indeed, for any $a>0$, we have

$$
\mu(B \cap\{u<a\})=\mu\left(B \cap\left\{\frac{1}{u}>\frac{1}{a}\right\}\right) \leq a \int_{B} \frac{1}{u} d \mu=a \mu(B) f_{B} \frac{1}{u} d \mu .
$$

Since $u$ is non-negative, we have that $R^{\beta} T_{B}\left(u_{-}\right)=0$. Setting

$$
a:=\varepsilon_{0}\left(f_{B} \frac{1}{u} d \mu\right)^{-1}
$$

we obtain that the condition (6.6) of Lemma 6.4 is fulfilled. Hence, by Lemma 6.4, we conclude that

$$
\underset{B}{\operatorname{essinf}} u \geq \frac{a}{2}=\frac{\varepsilon_{0}}{2}\left(f_{B} \frac{1}{u} d \mu\right)^{-1}
$$

which was to be proved.

## 7. Some auxiliary inequalities

In this section we prove some preparatory lemmas to be used in Sections 8 and 10. We frequently use the notation

$$
u_{\lambda}:=u+\lambda
$$

where $u$ is a function on $M$ and $\lambda>0$ is a constant.
Lemma 7.1. Let a function $u \in \mathcal{F}^{\prime} \cap L^{\infty}$ be non-negative in a ball $B \subset M$. Set $\phi:=\mathbf{1}_{B}$. Then, for any $\lambda>0$, we have $\frac{\phi^{2}}{u_{\lambda}} \in \mathcal{F}(B)$ and

$$
\begin{equation*}
\mathcal{E}\left(u, \frac{\phi^{2}}{u_{\lambda}}\right)+\frac{1}{2} \int_{B \times B}\left|\ln \frac{u_{\lambda}(y)}{u_{\lambda}(x)}\right|^{2} d j(x, y) \leq 3 \mathcal{E}(\phi, \phi)+2 \int_{B \times B^{c}} \frac{\left(u_{\lambda}(y)\right)_{-}}{u_{\lambda}(x)} d j(x, y), \tag{7.1}
\end{equation*}
$$

where in the last integral $x \in B$ and $y \in B^{c}$. If in addition $u$ is superharmonic in $B$ then

$$
\begin{equation*}
\int_{B \times B}\left|\ln \frac{u_{\lambda}(y)}{u_{\lambda}(x)}\right|^{2} d j \leq 6 \mathcal{E}(\phi, \phi)+4 \int_{B \times B^{c}} \frac{\left(u_{\lambda}(y)\right)_{-}}{u_{\lambda}(x)} d j \tag{7.2}
\end{equation*}
$$

Proof. By [19, Lemma 3.7], for any $\phi \in \mathcal{F} \cap C_{0}(B)$, we have $\frac{\phi^{2}}{u_{\lambda}} \in \mathcal{F} \cap L^{\infty}$ and

$$
\begin{aligned}
\mathcal{E}\left(u, \frac{\phi^{2}}{u_{\lambda}}\right)+ & \frac{1}{2} \int_{B \times B}\left(\phi^{2}(x) \wedge \phi^{2}(y)\right)\left|\ln \frac{u_{\lambda}(y)}{u_{\lambda}(x)}\right|^{2} d j(x, y) \\
& \leq 3 \mathcal{E}(\phi, \phi)-2 \int_{B \times B^{c}} u_{\lambda}(y) \frac{\phi^{2}(x)}{u_{\lambda}(x)} d j(x, y) .
\end{aligned}
$$

Substituting $\phi=\mathbf{1}_{B} \in \mathcal{F} \cap C_{0}(B)$ into this inequality, we obtain (7.1). Observe that $\frac{\phi^{2}}{u_{\lambda}}=\phi \frac{\phi^{2}}{u_{\lambda}} \in \mathcal{F}(B)$ (cf. [14]).

If $u$ is superharmonic in $B$ then $\mathcal{E}\left(u, \frac{\phi^{2}}{u_{\lambda}}\right) \geq 0$ because $\frac{\phi^{2}}{u_{\lambda}} \in \mathcal{F}(B)$ is non-negative. Hence, (7.2) follows from (7.1).

Lemma 7.2. Assume that (V), (TJ) and (PI) are satisfied. Let a function $u \in \mathcal{F}^{\prime} \cap L^{\infty}$ be non-negative and superharmonic in a ball $B$ of radius $R \in(0, \bar{R})$. Fix three positive numbers $a, b, \lambda$ and consider in $B$ the function:

$$
v:=\left(\ln \frac{a}{u_{\lambda}}\right)_{+} \wedge b
$$

Then

$$
\begin{equation*}
f_{\kappa B} f_{\kappa B}(v(x)-v(y))^{2} d \mu(x) d \mu(y) \leq C\left(1+\frac{R^{\beta} T_{B}\left(\left(u_{\lambda}\right)_{-}\right)}{\lambda}\right), \tag{7.3}
\end{equation*}
$$

where $\kappa$ is the constant from (PI) and $C$ depends only on the constants in the hypotheses.
Proof. Let us extend $v$ to $B^{c}$ by setting $v=0$ and show that $v \in \mathcal{F}(B)$. Indeed, the function $F(t)=\ln \frac{a}{|t|+\lambda}$ is a bounded Lipschitz function on $\mathbb{R}$. Therefore, $F(u) \in \mathcal{F} \cap L^{\infty}$ and, hence, $\mathbf{1}_{B} F(u) \in \mathcal{F}(B)$. Consequently, by the Markov property, $v=\left(\mathbf{1}_{B} F(u)\right)_{+} \wedge b$ is also in $\mathcal{F}(B)$.

Applying the identity (3.3), the hypothesis ( $P I$ ), and the obvious inequality

$$
|v(x)-v(y)| \leq\left|\ln \frac{u_{\lambda}(y)}{u_{\lambda}(x)}\right|
$$

that holds for all $x, y \in B$, we obtain

$$
\begin{align*}
f_{\kappa B} f_{\kappa B}(v(x)-v(y))^{2} d \mu(x) d \mu(y) & =\frac{2}{\mu(\kappa B)} \int_{\kappa B}\left(v-v_{\kappa B}\right)^{2} d \mu \\
& \leq \frac{C R^{\beta}}{\mu(\kappa B)} \int_{B \times B}(v(x)-v(y))^{2} d j(x, y) \\
& \leq \frac{C R^{\beta}}{\mu(\kappa B)} \int_{B \times B}\left|\ln \frac{u_{\lambda}(y)}{u_{\lambda}(x)}\right|^{2} d j(x, y) . \tag{7.4}
\end{align*}
$$

Applying the inequality (7.2) of Lemma 7.1, estimating $\mathcal{E}(\phi, \phi)$ by Corollary 4.2, and using $u_{\lambda}(x) \geq \lambda$ in $B$, we obtain

$$
\begin{align*}
\int_{B \times B}\left|\ln \frac{u_{\lambda}(y)}{u_{\lambda}(x)}\right|^{2} d j(x, y) & \leq C \frac{\mu(B)}{R^{\beta}}+4 \int_{B \times B^{c}} \frac{\left(u_{\lambda}(y)\right)_{-}}{u_{\lambda}(x)} d j(x, y) \\
& \leq C \frac{\mu(B)}{R^{\beta}}+4 \frac{\mu(B)}{\lambda} \underset{x \in B}{\operatorname{ess} \sup } \int_{B^{c}}\left(u_{\lambda}(y)\right)_{-} J(x, d y) \\
& \leq C \frac{\mu(B)}{R^{\beta}}\left(1+\frac{R^{\beta}}{\lambda} T_{B}\left(\left(u_{\lambda}\right)_{-}\right)\right) . \tag{7.5}
\end{align*}
$$

Combining (7.4) and (7.5), we obtain (7.3).
Note that Lemma 7.2 is the only place in the entire proof where we use directly the Poincaré inequality (PI) (except for Lemma 5.2, where we derive the Nash inequality from $(P I))$. Through Lemma $7.2,(P I)$ is used in the derivation of the weak Harnack inequality in the next section.

## 8. Weak Harnack inequality

Lemma 8.1. Assume that $(V),(T J)$ and (PI) are satisfied. Then, for any ball $B$ of radius $R \in(0, \sigma \bar{R})$, for any function $u \in \mathcal{F}^{\prime} \cap L^{\infty}$ that is superharmonic and non-negative in $B$, and for any $a>0$, such that

$$
\begin{equation*}
\frac{\mu(\kappa B \cap\{u \geq a\})}{\mu(\kappa B)} \geq \frac{1}{2} \tag{8.1}
\end{equation*}
$$

and

$$
\begin{equation*}
R^{\beta} T_{B}\left(u_{-}\right) \leq \varepsilon a, \tag{8.2}
\end{equation*}
$$

we have

$$
\begin{equation*}
\underset{\kappa B}{\operatorname{ess} \inf } u \geq \varepsilon a \tag{8.3}
\end{equation*}
$$

(see Fig. 3). Here $\varepsilon \in(0,1)$ is a constant that depends only on the constants in the hypotheses.


Figure 3. Level sets $\{u \geq a\}$ and $\{u \geq \varepsilon a\}$
If $u \geq 0$ on $M$ then the condition (8.2) is trivially satisfied. A (strong) Harnack inequality for non-negative harmonic functions (should it be true) would say that

$$
\underset{\kappa B}{\operatorname{ess} \inf } u \geq \varepsilon \underset{\kappa B}{\operatorname{ess} \sup } u
$$

In particular, for any $a<\operatorname{esssup}_{\kappa B} u$, we would have (8.3). Thus, the hypothesis (8.1) could have been relaxed in this case to $\mu(\kappa B \cap\{u \geq a\})>0$. Hence, Lemma 8.1 can be regarded as a weak version of the Harnack inequality.

However, in the literature the term "weak Harnack inequality" is frequently used for a stronger statement containing a lower bound of $\operatorname{ess}^{\inf }{ }_{\kappa B} u$ via some $L^{p}$-norm of $u$ (see [15, Theorem 8.18], [13, Section 1.3]). Our "weak Harnack inequality" is really "very weak".

Proof of Lemma 8.1. Let $\lambda, b$ be two positive parameters to be determined later. Consider in $B$ the function

$$
v:=\left(\ln \frac{a+\lambda}{u_{\lambda}}\right)_{+} \wedge b,
$$

where $u_{\lambda}=u+\lambda$. Note that $0 \leq v \leq b$ and

$$
\begin{aligned}
& v=0 \Leftrightarrow \quad \frac{a+\lambda}{u_{\lambda}} \leq 1 \quad \Leftrightarrow \quad u \geq a \\
& v=b \quad \Leftrightarrow \quad \frac{a+\lambda}{u_{\lambda}} \geq e^{b} \quad \Leftrightarrow \quad u_{\lambda} \leq(a+\lambda) e^{-b}=: q .
\end{aligned}
$$

We will apply Lemma 6.4 to $u_{\lambda}$ instead of $u$. For that, set

$$
\begin{equation*}
\omega:=\frac{\mu(\kappa B \cap\{u \geq a\})}{\mu(\kappa B)}=\frac{\mu(\kappa B \cap\{v=0\})}{\mu(\kappa B)} \tag{8.4}
\end{equation*}
$$

and

$$
\begin{equation*}
m:=\frac{\mu\left(\kappa B \cap\left\{u_{\lambda} \leq q\right\}\right)}{\mu(\kappa B)}=\frac{\mu(\kappa B \cap\{v=b\})}{\mu(\kappa B)} . \tag{8.5}
\end{equation*}
$$

By Lemma 6.4, if

$$
\begin{equation*}
m \leq \varepsilon_{0}\left(1+\frac{(\kappa R)^{\beta} T_{\kappa B}\left(\left(u_{\lambda}\right)_{-}\right)}{q}\right)^{-\alpha / \beta} \tag{8.6}
\end{equation*}
$$

then

$$
\begin{equation*}
\underset{\kappa B}{\operatorname{essinf}} u_{\lambda} \geq \frac{q}{2} . \tag{8.7}
\end{equation*}
$$

Since $u \geq 0$ in $B$, we have

$$
A:=R^{\beta} T_{B}\left(u_{-}\right) \geq(\kappa R)^{\beta} T_{\kappa B}\left(\left(u_{\lambda}\right)_{-}\right) .
$$

Hence, in order to have (8.6), it suffices to ensure that

$$
\begin{equation*}
m \leq \varepsilon_{0}\left(1+\frac{A}{q}\right)^{-\alpha / \beta} \tag{8.8}
\end{equation*}
$$

Using (8.4), (8.5), and Lemma 7.2, we obtain

$$
\begin{aligned}
b^{2} m \omega & =\frac{1}{\mu(\kappa B)^{2}} \int_{\kappa B \cap\{v=0\}} \int_{\kappa B \cap\{v=b\}} b^{2} d \mu(x) d \mu(y) \\
& =\frac{1}{\mu(\kappa B)^{2}} \int_{\kappa B \cap\{v=0\}} \int_{\kappa B \cap\{v=b\}}(v(x)-v(y))^{2} d \mu(x) d \mu(y) \\
& \leq f_{\kappa B} f_{\kappa B}(v(x)-v(y))^{2} d \mu(x) d \mu(y) \\
& \leq C\left(1+\frac{R^{\beta} T_{B}\left(\left(u_{\lambda}\right)_{-}\right)}{\lambda}\right) \leq C\left(1+\frac{A}{\lambda}\right)
\end{aligned}
$$

It follows that

$$
m \leq \frac{C}{b^{2} \omega}\left(1+\frac{A}{\lambda}\right) \leq \frac{2 C}{b^{2}}\left(1+\frac{A}{\lambda}\right)
$$

where we have used that $\omega \geq 1 / 2$, which is true by (8.1). Hence, the condition (8.8) will be satisfied provided

$$
\frac{2 C}{b^{2}}\left(1+\frac{A}{\lambda}\right) \leq \varepsilon_{0}\left(1+\frac{A}{q}\right)^{-\alpha / \beta}
$$

that is equivalent to

$$
\begin{equation*}
b^{2} \geq \frac{2 C}{\varepsilon_{0}}\left(1+\frac{A}{\lambda}\right)\left(1+\frac{A}{q}\right)^{\alpha / \beta} \tag{8.9}
\end{equation*}
$$

Fix $\varepsilon>0$ to be determined later, and specify the parameters $\lambda, b$ as follows:

$$
\lambda:=\varepsilon a, \quad b:=\ln \frac{1+\varepsilon}{4 \varepsilon} .
$$

Then we have

$$
q=(a+\lambda) e^{-b}=4 \varepsilon a
$$

and the inequality (8.9) is equivalent to

$$
\begin{equation*}
\left(\ln \frac{1+\varepsilon}{4 \varepsilon}\right)^{2} \geq \frac{2 C}{\varepsilon_{0}}\left(1+\frac{A}{\varepsilon a}\right)\left(1+\frac{A}{4 \varepsilon a}\right)^{\alpha / \beta} \tag{8.10}
\end{equation*}
$$

Since $A \leq \varepsilon a$ by (8.2), the inequality (8.10) will follow from

$$
\left(\ln \frac{1+\varepsilon}{4 \varepsilon}\right)^{2} \geq \frac{4 C}{\varepsilon_{0}}\left(\frac{5}{4}\right)^{\alpha / \beta}
$$

that can be achieved by choosing $\varepsilon$ small enough. With this choice of $\varepsilon$ we conclude that (8.7) holds, which implies

$$
\underset{\kappa B}{\operatorname{essinf}} u \geq \frac{q}{2}-\lambda=2 \varepsilon a-\varepsilon a=\varepsilon a
$$

thus finishing the proof.

## 9. OsCILLATION PROPERTIES FOR HARMONIC FUNCTIONS

Here we use the weak Harnack inequality of Lemma 8.1 in order to obtain Hölder estimates for harmonic functions in Lemmas 9.3 and 9.4. In the case of local Dirichlet forms (and for solutions of second order elliptic PDEs) this is quite simple as was demonstrated in [27, Theorem 7.2]. The non-local case is much more involved because of the tail condition (8.2). We use an enhanced version of the argument that originated from [12] and that was also used in [19]. Earlier versions of this argument were used in [30] and [24]. The fact that a stronger version of a weak Harnack inequality implies the Hölder continuity in the framework of non-local operators in $\mathbb{R}^{n}$ was first observed in [13].

Given a ball $B \subset M$ and a function $u \in \mathcal{F}^{\prime} \cap L^{\infty}(M)$, set

$$
\begin{equation*}
m_{*}=\underset{B}{\operatorname{ess} \inf } u, \quad m^{*}=\underset{B}{\operatorname{ess} \sup } u \tag{9.1}
\end{equation*}
$$

and define the following notations:

$$
\underset{B}{\operatorname{osc}} u:=m^{*}-m_{*}
$$

and

$$
T_{B}^{*}(u):=T_{B}\left(\left(u-m_{*}\right)_{-}+\left(m^{*}-u\right)_{-}\right)=\operatorname{ess~sup}_{x \in B} \int_{B^{c}}\left(\left(u-m_{*}\right)_{-}+\left(m^{*}-u\right)_{-}\right) J(x, d y)
$$

It is easy to see that $T_{B}^{*}(u)$ is monotone decreasing with respect to $B$.
Lemma 9.1 (Oscillation inequality). Assume that $(V),(T J)$ and $(P I)$ are satisfied. Let $u \in \mathcal{F}^{\prime} \cap L^{\infty}$ be harmonic in a ball $B$ of radius $R \in(0, \sigma \bar{R})$. Then we have either

$$
\begin{equation*}
\underset{\kappa B}{\operatorname{osc}} u \leq(1-\varepsilon) \underset{B}{\operatorname{osc}} u \tag{9.2}
\end{equation*}
$$

or

$$
\begin{equation*}
\underset{B}{\operatorname{osc}} u \leq \varepsilon^{-1} R^{\beta} T_{B}^{*}(u), \tag{9.3}
\end{equation*}
$$

where $\varepsilon \in(0,1)$ is a constant depending only on the constants from the hypotheses.
Proof. Let us use the notations (9.1). By adding to $u$ a constant, we can assume without loss of generality that $m_{*}+m^{*}=0$, that is,

$$
a:=m^{*}=-m_{*} .
$$

Clearly, one of the sets $\kappa B \cap\{u \geq 0\}$ and $\kappa B \cap\{u \leq 0\}$ takes at least $\frac{1}{2}$ of the measure of $\kappa B$. Without loss of generality, we can assume that this is the first one (otherwise change $u$ to $-u$ ), which is equivalent to

$$
\begin{equation*}
\frac{\mu(\kappa B \cap\{u+a \geq a\})}{\mu(\kappa B)} \geq \frac{1}{2} . \tag{9.4}
\end{equation*}
$$

Since the function $u+a$ belongs to $\mathcal{F}^{\prime} \cap L^{\infty}$ and is non-negative and harmonic in $B$, we conclude by Lemma 8.1 that if

$$
\begin{equation*}
R^{\beta} T_{B}\left((u+a)_{-}\right) \leq \varepsilon a \tag{9.5}
\end{equation*}
$$

then

$$
\underset{\kappa B}{\operatorname{essinf}}(u+a) \geq \varepsilon a .
$$

In this case we obtain

$$
\underset{\kappa B}{\operatorname{osc}} u=\underset{\kappa B}{\operatorname{ess} \sup } u-\underset{\kappa B}{\operatorname{ess} \inf } u \leq a-(\varepsilon a-a)=\left(1-\frac{\varepsilon}{2}\right) 2 a=\left(1-\frac{\varepsilon}{2}\right) \underset{B}{\operatorname{osc}} u .
$$

On the other hand, if (9.5) fails then

$$
R^{\beta} T_{B}^{*}(u)=R^{\beta} T_{B}\left((u+a)_{-}+(a-u)_{-}\right) \geq R^{\beta} T_{B}\left((u+a)_{-}\right) \geq \varepsilon a=\frac{\varepsilon}{2} \operatorname{osc} u
$$

Renaming $\varepsilon / 2$ to $\varepsilon$, we obtain that one of the inequalities (9.2), (9.3) is satisfied.

Lemma 9.2. Let $\left\{B_{j}\right\}_{j=0}^{k}$ be a sequence of $k+1$ balls such that $B_{j+1} \subset B_{j}$ for all $j=$ $0,1, \ldots, k-1$. For any function $u \in \mathcal{F}^{\prime} \cap L^{\infty}$, the following inequality holds:

$$
\begin{equation*}
T_{B_{k}}^{*}(u) \leq \sum_{j=0}^{k-1} T_{B_{j}}(1)\left(\underset{B_{j}}{\operatorname{osc}} u-\underset{B_{k}}{\operatorname{osc}} u\right)+T_{B_{0}}(u)+T_{B_{0}}(1)\|u\|_{L^{\infty}\left(B_{0}\right)} \tag{9.6}
\end{equation*}
$$

Proof. Denote

$$
m_{j}=\underset{B_{j}}{\operatorname{essinf}} u, \quad M_{j}=\underset{B_{j}}{\operatorname{esssup}} u, \quad Q_{j}=\underset{B_{j}}{\operatorname{osc}} u=M_{j}-m_{j}
$$

Set

$$
v=\left(u-m_{k}\right)_{-}+\left(M_{k}-u\right)_{-}=\left(m_{k}-u\right)_{+}+\left(u-M_{k}\right)_{+}
$$

so that $T_{B_{k}}^{*}(u)=T_{B_{k}}(v)$. Let us first prove that, for any $j=0, \ldots, k-1$,

$$
\begin{equation*}
T_{B_{j+1}}(v) \leq\left(Q_{j}-Q_{k}\right) T_{B_{j+1}}(1)+T_{B_{j}}(v) \tag{9.7}
\end{equation*}
$$

(Fig. 4). Since $B_{j+1}^{c}$ is the union of $B_{j} \backslash B_{j+1}$ and $B_{j}^{c}$, we have

$$
\begin{equation*}
T_{B_{j+1}}(v) \leq \underset{x \in B_{j+1}}{\operatorname{ess} \sup } \int_{B_{j} \backslash B_{j+1}} v(y) J(x, d y)+\underset{x \in B_{j}}{\operatorname{esssup}} \int_{B_{j}^{c}} v(y) J(x, d y) \tag{9.8}
\end{equation*}
$$



Figure 4.

Let us verify that

$$
\begin{equation*}
v \leq Q_{j}-Q_{k} \quad \mu \text {-a.e. in } B_{j} . \tag{9.9}
\end{equation*}
$$

Indeed, in the set $\left\{m_{k} \leq u \leq M_{k}\right\}$ we have $v=0$ and (9.9) is trivial. In the set $\left\{u<m_{k}\right\} \cap B_{j}$ we have

$$
v=m_{k}-u \leq m_{k}-m_{j} \leq\left(m_{k}-m_{j}\right)+\left(M_{j}-M_{k}\right)=Q_{j}-Q_{k}
$$

The same argument works in the set $\left\{u>M_{k}\right\} \cap B_{j}$ as in this case

$$
v=u-M_{k} \leq M_{j}-M_{k} \leq Q_{j}-Q_{k}
$$

Using (9.9) and (4.3) we obtain, for $\mu$-a.a. $x \in B_{j+1}$,

$$
\begin{equation*}
\int_{B_{j} \backslash B_{j+1}} v(y) J(x, d y) \leq\left(Q_{j}-Q_{k}\right) \int_{B_{j+1}^{c}} J(x, d y) \leq\left(Q_{j}-Q_{k}\right) T_{B_{j+1}}(1) \tag{9.10}
\end{equation*}
$$

Substituting this into (9.8), we obtain (9.7).

Iterating (9.7), we obtain

$$
T_{B_{k}}^{*}(u)=T_{B_{k}}(v) \leq \sum_{j=0}^{k-1}\left(Q_{j}-Q_{k}\right) T_{B_{j+1}}(1)+T_{B_{0}}(v)
$$

Observing that

$$
v \leq|u|+\max \left\{\left|m_{k}\right|,\left|M_{k}\right|\right\} \leq|u|+\|u\|_{L^{\infty}\left(B_{0}\right)}
$$

and, hence,

$$
T_{B_{0}}(v) \leq T_{B_{0}}(u)+T_{B_{0}}(1)\|u\|_{L^{\infty}\left(B_{0}\right)}
$$

we obtain (9.6).
In the rest of this section we use the notation $B_{r}:=B\left(x_{0}, r\right)$ assuming that $x_{0}$ is a fixed point on $M$.

Lemma 9.3 (Iterated Oscillation Inequality). Assume that ( $V$ ), (TJ) and (PI) are satisfied. For any function $u \in \mathcal{F}^{\prime} \cap L^{\infty}$ that is harmonic in a ball $B_{R}$ of radius $R \in(0, \sigma \bar{R})$, the following inequality holds for any non-negative integer $k$ :

$$
\begin{equation*}
\underset{B_{q^{-k}}}{\operatorname{osc}} u \leq C_{0} q^{-\gamma k} A \tag{9.11}
\end{equation*}
$$

where $q>1, C_{0}>1$ and $0<\gamma<1$ are constants depending on the hypotheses and

$$
\begin{equation*}
A:=R^{\beta} T_{B_{R}}(u)+\|u\|_{L^{\infty}\left(B_{R}\right)} \tag{9.12}
\end{equation*}
$$

Proof. In this proof all constants are important and will be denoted by designated letters. The letter $\varepsilon$ denotes the constant from Lemma 9.1, $C$ is reserved for the constant from $(T J)$, and $C_{0}$ is the constant from (9.11).

Fix a large number $q>1$ to be specified below and set, for any non-negative integer $k$,

$$
R_{k}=q^{-k} R \quad \text { and } \quad Q_{k}=\underset{B_{R_{k}}}{\operatorname{osc}} u
$$

The inequality (9.11) is equivalent to

$$
\begin{equation*}
Q_{k} \leq C_{0} q^{-\gamma k} A \tag{9.13}
\end{equation*}
$$

that will be proved by induction in $k$, where $\gamma>0$ is a small number and $C_{0}$ is a large number, to be chosen below.

For $k=0$ and $k=1$ we have

$$
Q_{1} \leq Q_{0}=\underset{B_{R}}{\operatorname{osc}} u \leq 2\|u\|_{L^{\infty}\left(B_{R}\right)} \leq 2 A=2 q^{\gamma}\left(q^{-\gamma} A\right)
$$

so that (9.13) holds provided $C_{0} \geq 2 q^{\gamma}$. Let us make the inductive step from $\leq k$ to $k+1$, assuming $k \geq 1$.

Taking $q$ so big that $q^{-1} \leq \kappa$, we obtain by Lemma 9.1, that

$$
\text { either } \quad Q_{k+1} \leq(1-\varepsilon) Q_{k} \quad \text { or } \quad Q_{k} \leq \varepsilon^{-1} R_{k}^{\beta} T_{B_{R_{k}}}^{*}(u)
$$

Assuming first that $Q_{k+1} \leq(1-\varepsilon) Q_{k}$, we obtain by the inductive hypothesis

$$
Q_{k+1} \leq(1-\varepsilon) C_{0} q^{-\gamma k} A=(1-\varepsilon) q^{\gamma} C_{0} q^{-\gamma(k+1)} A \leq C_{0} q^{-\gamma(k+1)} A
$$

provided

$$
\begin{equation*}
(1-\varepsilon) q^{\gamma} \leq 1 \tag{9.14}
\end{equation*}
$$

After we specify below a large enough $q$, we can always choose $\gamma>0$ so small that (9.14) is satisfied. Thus, we complete the inductive step in this case.

Consider now the second case, that is, let

$$
\begin{equation*}
Q_{k} \leq \varepsilon^{-1} R_{k}^{\beta} T_{B_{k}}^{*}(u) \tag{9.15}
\end{equation*}
$$

By Lemma 9.2, we have

$$
T_{B_{R_{k}}}^{*}(u) \leq \sum_{j=0}^{k-1}\left(Q_{j}-Q_{k}\right) T_{B_{R_{j+1}}}(1)+T_{B_{R}}(u)+T_{B_{R}}(1)\|u\|_{L^{\infty}\left(B_{R}\right)}
$$

Clearly,

$$
T_{B_{R}}(u)+T_{B_{R}}(1)\|u\|_{L^{\infty}\left(B_{R}\right)} \leq T_{B_{R}}(u)+C R^{-\beta}\|u\|_{L^{\infty}\left(B_{R}\right)}=C A R^{-\beta}
$$

and, by $(T J)$, we have

$$
T_{B_{R_{j}}}(1) \leq C R_{j}^{-\beta}=C q^{\beta j} R^{-\beta}
$$

It follows that

$$
T_{B_{R_{k}}}^{*}(u) \leq C \sum_{j=0}^{k-1}\left(Q_{j}-Q_{k}\right) q^{\beta(j+1)} R^{-\beta}+C A R^{-\beta}
$$

whence

$$
\begin{aligned}
R_{k}^{\beta} T_{B_{R_{k}}}^{*}(u) & \leq C \sum_{j=0}^{k-1}\left(Q_{j}-Q_{k}\right) q^{\beta(j-k+1)}+C A q^{-\beta k} \\
& \leq C\left(\sum_{j=0}^{k-1} Q_{j} q^{\beta(j-k+1)}-Q_{k}+A q^{-\beta k}\right)
\end{aligned}
$$

where we have used that $\sum_{j=0}^{k-1} q^{\beta(j-k+1)} \geq 1$. By the inductive hypothesis we have

$$
\begin{equation*}
Q_{j} \leq C_{0} q^{-\gamma j} A, \quad j=0,1, \ldots, k \tag{9.16}
\end{equation*}
$$

Substituting into the previous estimate and assuming $\gamma<\beta$, we obtain

$$
\begin{aligned}
R_{k}^{\beta} T_{B_{R_{k}}}^{*}(u) & \leq C\left(C_{0} q^{-\beta(k-1)} \sum_{j=0}^{k-1} q^{(\beta-\gamma) j} A-Q_{k}+A q^{-\beta k}\right) \\
& \leq C\left(C_{0} q^{-\beta(k-1)} \frac{q^{(\beta-\gamma) k}}{q^{\beta-\gamma}-1} A-Q_{k}+A q^{-\beta k}\right) \\
& =C\left(\frac{C_{0} q^{\beta} q^{-\gamma k} A}{q^{\beta-\gamma}-1}-Q_{k}+A q^{-\beta k}\right)
\end{aligned}
$$

Combining with (9.15), we obtain

$$
Q_{k} \leq \varepsilon^{-1} C\left(\frac{C_{0} q^{\beta} q^{-\gamma k} A}{q^{\beta-\gamma}-1}-Q_{k}+A q^{-\beta k}\right)
$$

whence

$$
\begin{align*}
Q_{k} & \leq \frac{C}{C+\varepsilon}\left(\frac{C_{0} q^{\beta} q^{-\gamma k}}{q^{\beta-\gamma}-1}+q^{-\beta k}\right) A \\
& \leq \frac{C}{C+\varepsilon}\left(\frac{q^{\gamma}}{1-q^{-(\beta-\gamma)}}+\frac{1}{C_{0}}\right) C_{0} q^{-\gamma k} A \tag{9.17}
\end{align*}
$$

In order to complete the inductive step, it suffices to verify that

$$
Q_{k} \leq C_{0} q^{-(k+1) \gamma} A
$$

because $Q_{k+1} \leq Q_{k}$. Clearly, this will follow from (9.17) provided

$$
\begin{equation*}
\frac{C}{C+\varepsilon}\left(\frac{q^{\gamma}}{1-q^{-(\beta-\gamma)}}+\frac{1}{C_{0}}\right) q^{\gamma} \leq 1 \tag{9.18}
\end{equation*}
$$

Assuming that $\gamma<\beta / 2$, (9.18) will follow from

$$
\begin{equation*}
\frac{q^{2 \gamma}}{1-q^{-\beta / 2}}+\frac{q^{\gamma}}{C_{0}} \leq 1+\frac{\varepsilon}{C} \tag{9.19}
\end{equation*}
$$

Clearly, by choosing first $q$ large enough, then $\gamma>0$ small enough, and then $C_{0}$ large enough, we achieve both (9.14) and (9.19), thus finishing the proof.
Lemma 9.4 (Oscillation Lemma). Assume that $(V),(T J)$ and (PI) are satisfied. Let $u \in$ $\mathcal{F}^{\prime} \cap L^{\infty}$ be harmonic in a ball $B_{R}=B\left(x_{0}, R\right)$ with $R<\sigma \bar{R}$. Then, for any $\rho \in(0, R]$,

$$
\begin{equation*}
\underset{B_{\rho}}{\operatorname{osc}} u \leq C\left(\frac{\rho}{R}\right)^{\gamma}\left(R^{\beta} T_{B_{R}}(|u|)+\|u\|_{L^{\infty}\left(B_{R}\right)}\right) \tag{9.20}
\end{equation*}
$$

where $\gamma>0$ is the constant from Lemma 9.3 and $C$ depends only on the constants from the hypotheses.
Proof. We use the notation from Lemma 9.3. Since $\rho \in(0, R]$, there exists an integer $k \geq 0$ such that

$$
q^{-(k+1)}<\frac{\rho}{R} \leq q^{-k}
$$

Hence, by Lemma 9.3,

$$
\underset{B_{\rho}}{\operatorname{Osc}} u \leq \underset{B_{R / q^{k}}^{\operatorname{OSC}} u \leq C_{0} q^{-k \gamma} A=C_{0} q^{\gamma}\left(q^{-(k+1)}\right)^{\gamma} A \leq C_{0} q^{\gamma}\left(\frac{\rho}{R}\right)^{\gamma} A, ~}{\text {, }} \text {, }
$$

which is exactly (9.20) with $C=C_{0} q^{\gamma}$.

## 10. Conditions $(E)$ And $(S)$

Recall that, for any open set $\Omega \subset M,(\mathcal{E}, \mathcal{F}(\Omega))$ is a regular Dirichlet form in $L^{2}(\Omega)$, $\mathcal{L}^{\Omega}$ is its generator, and $P_{t}^{\Omega}=e^{-t \mathcal{L}^{\Omega}}$ is the corresponding heat semigroup acting in $L^{2}(\Omega)$ (see Section 7). By the functional calculus, for any $f \in L^{2}(\Omega)$, the function $t \mapsto P_{t}^{\Omega} f$ is a continuous mapping from $[0, \infty)$ to $L^{2}(\Omega)$. Hence, it can be integrated in $t$ on any bounded time interval $[0, T]$ as an $L^{2}$-valued function. Assuming further that $f \geq 0$, we can let $T \rightarrow \infty$ and define the Green operator $G^{\Omega}$ by

$$
G^{\Omega} f=\int_{0}^{\infty} P_{t}^{\Omega} f d t:=\lim _{T \rightarrow \infty} \int_{0}^{T} P_{t}^{\Omega} f d t
$$

where the limit is understood a.e.. Note that the function $G^{\Omega} f$ takes values in $[0,+\infty]$. By the monotonicity of $G^{\Omega} f$ in $f$, we can extend the operator $G^{\Omega}$ to all non-negative measurable functions $f$, in particular, to $f \equiv 1$.
Definition 10.1. We say that the condition $\left(E_{\leq}\right)$holds if there exist $\sigma \in(0,1)$ and $C>0$ such that, for any ball $B$ of radius $r \in(0, \sigma \bar{R})$,

$$
\underset{B}{\operatorname{ess} \sup } G^{B} 1 \leq C r^{\beta}
$$

We say that the condition $\left(E_{\geq}\right)$holds ${ }^{1}$ if, for any ball $B$ of radius $r \in(0, \bar{R})$,

$$
\underset{B}{\operatorname{ess} \inf } G^{B} 1 \geq C^{-1} r^{\beta}
$$

We say that the condition $(E)$ holds if both $\left(E_{\leq}\right)$and $\left(E_{\geq}\right)$are satisfied.
In what follows, the parameter $\sigma$ in the above definition will coincide with the parameter $\sigma$ in the Faber-Krahn inequality (cf. Lemma 5.3).

[^1]where $\varepsilon>0$ is small enough, to ensure that the points where we estimate $G^{B} 1$ from below are far enough from $B^{c}$. However, in ultra-metric space, the distance from any point of $B$ to $B^{c}$ is at least $r$, so we can take $\varepsilon=1$.

Lemma 10.2. We have

$$
\left(V_{\leq}\right)+(N a s h) \Rightarrow\left(E_{\leq}\right)
$$

where $\nu$ and $\sigma$ are the same as in Lemma 5.3.
Proof. Let $B$ be a ball of radius $r \in(0, \sigma \bar{R})$. Let us first prove that, for all $t \geq \frac{1}{3} r^{\beta}$,

$$
\left\|P_{t}^{B}\right\|_{L^{2} \rightarrow L^{\infty}} \leq \frac{C}{r^{\alpha / 2}}
$$

Indeed, if $t<\bar{R}^{\beta}$ then, by the inequality (5.5) of Lemma 5.5,

$$
\left\|P_{t}^{B}\right\|_{L^{2} \rightarrow L^{\infty}} \leq\left\|P_{t}\right\|_{L^{2} \rightarrow L^{\infty}} \leq \frac{C}{t^{\alpha /(2 \beta)}} \leq \frac{C^{\prime}}{r^{\alpha / 2}} .
$$

The same inequality holds also for $t \geq \bar{R}^{\beta}$ as $\left\|P_{t}^{B}\right\|_{L^{2} \rightarrow L^{\infty}}$ is monotone decreasing in $t$.
Next, we have by (5.4) and ( $V_{\leq}$)

$$
\lambda_{1}(B) \geq c \mu(B)^{-\beta / \alpha} \geq c r^{-\beta} .
$$

Hence, by the spectral theory of self-adjoint operators, we obtain, for all $t>0$,

$$
\left\|P_{t}^{B}\right\|_{L^{2} \rightarrow L^{2}} \leq e^{-\lambda_{1}(B) t} \leq e^{-c r^{-\beta} t} .
$$

It follows that, for all $t \geq r^{\beta}$,

$$
\begin{aligned}
\left\|P_{t}^{B}\right\|_{L^{1} \rightarrow L^{\infty}} & \leq\left\|P_{t / 3}^{B}\right\|_{L^{1} \rightarrow L^{2}}\left\|P_{t / 3}^{B}\right\|_{L^{2} \rightarrow L^{2}}\left\|P_{t / 3}^{B}\right\|_{L^{2} \rightarrow L^{\infty}} \\
& =\left\|P_{t / 3}^{B}\right\|_{L^{2} \rightarrow L^{\infty}}^{2}\left\|P_{t / 3}^{B}\right\|_{L^{2} \rightarrow L^{2}} \\
& \leq \frac{C}{r^{\alpha}} e^{-c r^{-\beta}} .
\end{aligned}
$$

Consequently, we have, for all $t \geq r^{\beta}$,

$$
\left\|P_{t}^{B} \mathbf{1}_{B}\right\|_{L^{\infty}} \leq \frac{C}{r^{\alpha}} e^{-c r^{-\beta} t}\left\|\mathbf{1}_{B}\right\|_{L^{1}}=\frac{C}{r^{\alpha}} e^{-c r^{-\beta} t} \mu(B) \leq C e^{-c r^{-\beta} t}
$$

For any nonnegative $f \in L^{1}(B)$, we obtain

$$
\begin{aligned}
\left(G^{B} \mathbf{1}_{B}, f\right) & =\int_{0}^{\infty}\left(P_{t}^{B} \mathbf{1}_{B}, f\right) d t \leq \int_{0}^{r^{\beta}}\left(\mathbf{1}_{B}, f\right) d t+\int_{r^{\beta}}^{\infty}\left(P_{t}^{B} \mathbf{1}_{B}, f\right) d t \\
& \leq \int_{0}^{r^{\beta}}\|f\|_{L^{1}} d t+\int_{r^{\beta}}^{\infty} C e^{-c r^{-\beta}}\|f\|_{L^{1}} d t \\
& \leq C^{\prime} r^{\beta}\|f\|_{L^{1}}
\end{aligned}
$$

where $C^{\prime}=1+C \int_{1}^{\infty} e^{-c s} d s$. Since $0 \leq f \in L^{1}(B)$ is arbitrary, we obtain $\left(E_{\leq}\right)$.
Lemma 10.3 ([19, Lemma 5.1]). If $G^{\Omega} 1 \in L^{\infty}(\Omega)$ then, for any $f \in L^{2}(\Omega)$, the function $G^{\Omega} f$ belongs to $\mathcal{F}(\Omega)$ and satisfies the identity

$$
\mathcal{E}\left(G^{\Omega} f, \varphi\right)=(f, \varphi) \quad \forall \varphi \in \mathcal{F}(\Omega) .
$$

If in addition $f \geq 0$ then $G^{\Omega} f$ is superharmonic in $\Omega$.
Lemma 10.4. We have

$$
(V)+(T J)+(P I) \Rightarrow\left(E_{\geq}\right) .
$$

Proof. By Lemmas 5.2 and 10.2 , we have $\left(E_{\leq}\right)$. Let $B$ be a ball of radius $r \in(0, \bar{R})$. We need to prove that

$$
\begin{equation*}
\underset{B}{\operatorname{essinf}} G^{B} 1 \geq c r^{\beta} \tag{10.1}
\end{equation*}
$$

Assume first that $r \in(0, \sigma \bar{R})$. By $\left(E_{\leq}\right)$we have $G^{B} 1 \in L^{\infty}$. Hence, by Lemma 10.3 , the function $u:=G^{B} 1$ is superharmonic in $B$. Since $u \geq 0$ in $M$, we obtain by Lemma 6.6 that

$$
\begin{equation*}
\underset{B}{\operatorname{ess} \inf } u \geq c\left(f_{B} \frac{1}{u} d \mu\right)^{-1} \tag{10.2}
\end{equation*}
$$

Recall that the function $\phi:=\mathbf{1}_{B}$ belongs to $\mathcal{F}(B)$ (cf. Lemma 4.1). For any $\lambda>0$, set $u_{\lambda}=u+\lambda$. Since $\frac{\phi^{2}}{u_{\lambda}} \in \mathcal{F}(B)(c f .[19$, Propostion $6.5(\mathrm{iii})])$, we obtain by Lemma 10.3

$$
\int_{B} \frac{1}{u_{\lambda}} d \mu=\left(\mathbf{1}_{B}, \frac{\phi^{2}}{u_{\lambda}}\right)=\mathcal{E}\left(G^{B} 1, \frac{\phi^{2}}{u_{\lambda}}\right)=\mathcal{E}\left(u, \frac{\phi^{2}}{u_{\lambda}}\right)
$$

Since $u_{\lambda} \geq 0$ on $M$, we obtain by Lemma 7.1 and (4.2)

$$
\mathcal{E}\left(u, \frac{\phi^{2}}{u_{\lambda}}\right) \leq 3 \mathcal{E}(\phi, \phi) \leq C \frac{\mu(B)}{r^{\beta}}
$$

Combining the two previous lines, dividing by $\mu(B)$ and letting $\lambda \rightarrow 0$, we obtain

$$
f_{B} \frac{1}{u} d \mu \leq C r^{-\beta}
$$

which together with (10.2) proves (10.1).
Now let $r \in\left[\sigma \bar{R}, \bar{R}\right.$ ) (in the case $\bar{R}<\infty$ ). For any ball $B^{\prime} \subset B$ of radius $r^{\prime}=\frac{1}{2} \sigma \bar{R}$, we have by the first part of the proof that

$$
G^{B} 1 \geq G^{B^{\prime}} 1 \geq c\left(r^{\prime}\right)^{\beta} \geq c^{\prime} r^{\beta} \text { a.e. in } B^{\prime}
$$

Since $B$ can be covered by a countable family of balls of radii $r^{\prime}$, we obtain (10.1), which was to be proved.
Definition 10.5. We say that a survival condition $(S)$ is satisfied if there exist constants $\varepsilon, \delta>0$ such that, for any ball $B \subset M$ of radius $r \in(0, \bar{R})$, the following inequality holds:

$$
\begin{equation*}
\underset{B}{\operatorname{essinf}} P_{t}^{B} 1 \geq \varepsilon \tag{S}
\end{equation*}
$$

provided $t^{1 / \beta} \leq \delta r$.
Lemma 10.6. We have $(E) \Rightarrow(S)$.
Proof. Let us first prove that, for any ball $B$ with $\left\|G^{B} 1\right\|_{L^{\infty}}<\infty$ and for any $t>0$,

$$
\begin{equation*}
P_{t}^{B} 1(x) \geq \frac{G^{B} 1(x)-t}{\left\|G^{B} 1\right\|_{L^{\infty}}} \text { for } \mu \text {-a.a. } x \in B \tag{10.3}
\end{equation*}
$$

Indeed, we have

$$
\begin{aligned}
G^{B} 1 & =\left(\int_{0}^{t}+\int_{t}^{\infty}\right) P_{s}^{B} 1 d s \\
& =\int_{0}^{t} P_{s}^{B} 1 d s+\int_{0}^{\infty} P_{t}^{B} P_{\tau}^{B} 1 d \tau \\
& \leq t+P_{t}^{B}\left(G^{B} 1\right) \leq t+\left\|G^{B} 1\right\|_{L^{\infty}} P_{t}^{B} 1
\end{aligned}
$$

whence (10.3) follows.
Let now $B$ be a ball of radius $r \in(0, \bar{R})$. If $r<\sigma \bar{R}$ then by $(E)$ we have $G^{B} 1 \simeq r^{\beta}$ a.e. in $B$. Substituting into (10.3), we obtain $P_{t}^{B} 1 \geq \varepsilon$ a.e. in $B$ for all $t \leq(\delta r)^{\beta}$ with small enough $\varepsilon, \delta>0$. If $r \in[\sigma \bar{R}, \bar{R})$ then we obtain $(S)$ by covering of $B$ by smaller balls as in the proof of Lemma 10.4.

A version of Lemma 10.6 for general metric spaces was proved in [19, Lemma 5.6], but the present proof is simpler.

## 11. Oscillation inequality for $\mathcal{L} u=f$

We apply the oscillation inequalities for harmonic functions in Section 9 to prove the Hölder continuity of the solutions to the equation $\mathcal{L} u=f$ for $f \in L^{2}$.

Definition 11.1. For a non-empty open set $\Omega \subset M$ and $f \in L^{2}(\Omega)$, we say that a function $u \in \mathcal{F}$ solves weakly the equation

$$
\mathcal{L} u=f \text { in } \Omega,
$$

if, for any $\phi \in \mathcal{F}(\Omega)$,

$$
\mathcal{E}(u, \phi)=(f, \phi)
$$

We continue using the notation $B_{r}=B\left(x_{0}, r\right)$ where $x_{0} \in M$ is fixed.
Lemma 11.2. Assume that $(V),(T J)$ and $(P I)$ are satisfied. Let $\Omega$ be any open subset of $M$. Let $f \in L^{2} \cap L^{\infty}(\Omega)$ and assume that a function $u \in \mathcal{F} \cap L^{\infty}$ solves the equation $\mathcal{L} u=f$ weakly in $\Omega$. Then, for any ball $B_{r}=B\left(x_{0}, r\right) \subset \Omega$ of radius $r \in(0, \sigma \bar{R})$ and for any $0<\rho \leq r$, we have

$$
\begin{equation*}
\underset{B_{\rho}}{\operatorname{osc}} u \leq C\left(\frac{\rho}{r}\right)^{\gamma}\|u\|_{L^{\infty}(M)}+C r^{\beta}\|f\|_{L^{\infty}\left(B_{r}\right)} \tag{11.1}
\end{equation*}
$$

where positive constants $\sigma, \gamma, C$ depend only on the constants in the hypotheses.
Proof. By $\left(E_{\leq}\right)$and $r<\sigma \bar{R}$ we have $\left\|G^{B} 1\right\|_{L^{\infty}}<\infty$. By Lemma 10.3, the function $w=$ $G^{B} f$ belongs to $\mathcal{F}(B)$ and solves the equation $\mathcal{L} w=f$ weakly in $B$. Clearly, the function $v:=u-G^{B} f$ belongs $\mathcal{F} \cap L^{\infty}$ and is harmonic in $B$ (cf. [19, Prop. 5.8]). Hence, by Lemma 9.4,

$$
\begin{equation*}
\underset{B_{\rho}}{\operatorname{Osc}} v \leq C\left(\frac{\rho}{r}\right)^{\gamma}\left(r^{\beta} T_{B_{r}}(v)+\|v\|_{L^{\infty}\left(B_{r}\right)}\right) \tag{11.2}
\end{equation*}
$$

Using (TJ) and (4.3), we obtain

$$
\begin{equation*}
r^{\beta} T_{B_{r}}(v)=r^{\beta} \underset{x \in B_{r}}{\operatorname{esssup}} \int_{B_{r}^{c}}|v| J(x, d y) \leq C\|v\|_{L^{\infty}(M)} \tag{11.3}
\end{equation*}
$$

Clearly, we have

$$
\|v\|_{L^{\infty}(M)} \leq\|u\|_{L^{\infty}(M)}+\left\|G^{B_{r}} f\right\|_{L^{\infty}(M)}=\|u\|_{L^{\infty}(M)}+\left\|G^{B_{r}} f\right\|_{L^{\infty}\left(B_{r}\right)}
$$

Combining the above three lines, we obtain

$$
\begin{equation*}
\underset{B_{\rho}}{\operatorname{osc} v} \leq C\left(\frac{\rho}{r}\right)^{\gamma}\left(\|u\|_{L^{\infty}(M)}+\left\|G^{B_{r}} f\right\|_{L^{\infty}\left(B_{r}\right)}\right) \tag{11.4}
\end{equation*}
$$

By $\left(E_{\leq}\right)$, we have

$$
\left\|G^{B_{r}} f\right\|_{L^{\infty}\left(B_{r}\right)} \leq\left\|G^{B} 1\right\|_{L^{\infty}}\|f\|_{L^{\infty}\left(B_{r}\right)} \leq C r^{\beta}\|f\|_{L^{\infty}\left(B_{r}\right)}
$$

Combining this with (11.4), we obtain

$$
\begin{aligned}
\underset{B_{\rho}}{\operatorname{OSc}} u & \leq \underset{B_{\rho}}{\operatorname{osc}} v+\underset{B_{\rho}}{\operatorname{osc}} G^{B_{r}} f \\
& \leq C\left(\frac{\rho}{r}\right)^{\gamma}\left(\|u\|_{L^{\infty}(M)}+\left\|G^{B_{r}} f\right\|_{L^{\infty}\left(B_{r}\right)}\right)+2\left\|G^{B_{r}} f\right\|_{L^{\infty}\left(B_{r}\right)} \\
& \leq C\left(\frac{\rho}{r}\right)^{\gamma}\|u\|_{L^{\infty}(M)}+C r^{\beta}\|f\|_{L^{\infty}\left(B_{r}\right)}
\end{aligned}
$$

which proves (11.1).

## 12. Heat kernel

12.1. Existence and the Hölder continuity of the heat kernel. Let the hypotheses $(V),(T J)$ and $(P I)$ be satisfied. By the results of Section 5 , the heat kernel $p_{t}(x, y)$ exists and satisfies the diagonal upper bound $(D U E)$. The same argument applies to any open set $\Omega \subset M$ so that the heat kernel $p_{t}^{\Omega}(x, y)$ exists and satisfies the same upper bound.

For any $f \in L^{1} \cap L^{2}(\Omega)$, the function $u_{t}=P_{t}^{\Omega} f$ satisfies for any $t>0$ the equation $\mathcal{L} u_{t}=-\partial_{t} u$ in $\Omega$ understood weakly as above. Lemma 5.5 and the duality argument yield an upper bound of $\left\|u_{t}\right\|_{L^{\infty}}$ via $\|f\|_{L^{1}(\Omega)}$, which implies by the standard argument of the spectral theory also an upper bound for $\left\|\partial_{t} u\right\|_{L^{\infty}}$ (see [19, Lemma 5.10]). Combining with Lemma 11.2 , one obtains an oscillation inequality for $u_{t}$, which implies the same for the heat kernel. In particular, one obtains the Hölder continuity of the heat kernel. This argument has been carried out in details in [19, Lemmas 5.10, 5.11, 5.12, 5.13] and results in the following statement.

Lemma 12.1. Assume that $(V),(T J)$ and $(P I)$ are satisfied.
For any non-empty open set $\Omega \subset M$, there exists the heat kernel $p_{t}^{\Omega}(x, y)$ that is jointly continuous in $(x, y, t) \in \Omega \times \Omega \times(0, \infty)$ and locally Hölder continuous in $(x, y)$. Besides, it satisfies the following upper bound for all $x, y \in \Omega$ and $t \in\left(0, \bar{R}^{\beta}\right)$

$$
\begin{equation*}
p_{t}^{\Omega}(x, y) \leq \frac{C}{t^{\alpha / \beta}} \tag{12.1}
\end{equation*}
$$

In the case $\Omega=M$, the heat kernel $p_{t}(x, y)$ satisfies the following estimate, for all $x, y, y^{\prime} \in M$ and $t \in\left(0, \bar{R}^{\beta}\right)$

$$
\begin{equation*}
\left|p_{t}(x, y)-p_{t}\left(x, y^{\prime}\right)\right| \leq \frac{C}{t^{\alpha / \beta}}\left(\frac{d\left(y, y^{\prime}\right)}{t^{1 / \beta}}\right)^{\theta} \tag{12.2}
\end{equation*}
$$

where $\theta=\frac{\beta \gamma}{\beta+\gamma}, \gamma$ is the constant from Lemma 11.2, and $C$ depends only on the constants in the hypotheses.

### 12.2. Near-diagonal lower estimate.

Lemma 12.2. We have $(V)+(T J)+(P I) \Rightarrow(n L E)$.
Proof. By Lemma 12.1, there is a continuous heat kernel $p_{t}(x, y)$. Fix $t<(\delta \bar{R})^{\beta}$ and set $r=\delta^{-1} t^{1 / \beta}$ where $\delta$ is the constant from $(S)$. Using the semigroup identity and $(S)$, we obtain, for any $x \in M$,

$$
\begin{aligned}
p_{2 t}(x, x) & =\int_{M} p_{t}(x, y)^{2} d \mu(y) \geq \int_{B} p_{t}(x, y)^{2} d \mu(y) \\
& \geq \frac{1}{\mu(B)}\left(\int_{B} p_{t}(x, y) d \mu(x)\right)^{2} \geq \frac{\left(P_{t}^{B} 1(x)\right)^{2}}{\mu(B)} \\
& \geq \frac{\varepsilon^{2}}{\mu(B)} \simeq r^{-\alpha} \simeq t^{-\alpha / \beta} .
\end{aligned}
$$

It follows that

$$
\begin{equation*}
p_{t}(x, x) \geq c t^{-\alpha / \beta} \tag{12.3}
\end{equation*}
$$

for all $x \in M$ and for all $t<\delta^{\prime} \bar{R}^{\beta}$, for some $c, \delta^{\prime}>0$.
By (12.2), we have, for all $t<\bar{R}^{\beta}$ and $x, y \in M$,

$$
\left|p_{t}(x, x)-p_{t}(x, y)\right| \leq C t^{-\alpha / \beta}\left(\frac{d(x, y)}{t^{1 / \beta}}\right)^{\theta}
$$

In particular, if $d(x, y) \leq \delta t^{1 / \beta}$ with small enough $\delta$, then

$$
\left|p_{t}(x, x)-p_{t}(x, y)\right| \leq \frac{c}{2} t^{-\alpha / \beta}
$$

whence

$$
\begin{equation*}
p_{t}(x, y) \geq c^{\prime} t^{-\alpha / \beta} \tag{12.4}
\end{equation*}
$$

where $c^{\prime}=c / 2$. Hence, we have proved this inequality provided $t<\delta^{\prime} \bar{R}^{\beta}$ and $d(x, y) \leq \delta t^{1 / \beta}$.
In order to complete the proof of $(n L E)$, we need to extend (12.4) to all $t<\bar{R}^{\beta}$ that is, to achieve $\delta^{\prime}=1$. We have, for any $t<\delta^{\prime} \bar{R}^{\beta}$,

$$
p_{2 t}(x, x) \geq \int_{B\left(x, \delta t^{1 / \beta}\right)} p_{t}^{2}(x, y) d \mu(y) \geq\left(c^{\prime} t^{-\alpha / \beta}\right)^{2} c\left(\delta t^{1 / \beta}\right)^{\alpha}=c^{\prime \prime}(2 t)^{-\alpha / \beta}
$$

Hence, renaming $2 t$ to $t$, we see that (12.3) holds for all $t<2 \delta^{\prime} \bar{R}^{\beta}$. Setting $\delta^{\prime \prime}=\min \left(1,2 \delta^{\prime}\right)$ and repeating the above argument with (12.2), we obtain that (12.4) holds for all $t<\delta^{\prime \prime} \bar{R}^{\beta}$. Iterating this argument, we obtain (12.4) for all $t<\bar{R}^{\beta}$.

A similar argument was carried out in [19, Sect. 5.6] in the setting of general metric spaces.
12.3. Weak upper estimate. In this section we prove the implication

$$
\begin{equation*}
(V)+(T J)+(P I) \Rightarrow(w U E) \tag{12.5}
\end{equation*}
$$

of Theorem 2.8. Let us fix an arbitrary $\rho \in(0, \infty)$ and define the following truncated bilinear form:

$$
\mathcal{E}^{(\rho)}(f, g):=\int_{M \times M \backslash \operatorname{diag}} \int(f(x)-f(y))(g(x)-g(y)) d j^{(\rho)}(x, y),
$$

where

$$
d j^{(\rho)}(x, y):=\mathbf{1}_{\{d(x, y) \leq \rho\}} d j(x, y)
$$

As always, we assume that $d j(x, y)=J(x, d y) d \mu(x)$ where $J$ satisfies $(j .1)$ and ( $j .2$ ). Using the same argument as in [23, Propositions 4.1 and 4.2], we conclude that the form $\left(\mathcal{E}^{(\rho)}, \mathcal{F}\right)$ is closable and its closure $\left(\mathcal{E}^{(\rho)}, \mathcal{F}^{(\rho)}\right)$ is a regular Dirichlet form on $L^{2}(M)$. Moreover, $\mathcal{F} \cap C_{0}(M)$ is the core of the Dirichlet form $\left(\mathcal{E}^{(\rho)}, \mathcal{F}^{(\rho)}\right)$.

By [23, Proposition 4.6], we have the following estimate: for any nonnegative $f \in L^{\infty}(M)$ and for all $t>0$,

$$
\begin{equation*}
\left\|P_{t} f-Q_{t} f\right\|_{L^{\infty}} \leq 2 t\|f\|_{L^{\infty}} \sup _{x \in M} J\left(x, B(x, \rho)^{c}\right) \tag{12.6}
\end{equation*}
$$

Lemma 12.3. For any ball $B=B(x, \rho)$ of radius $\rho$ and any $t>0$, we have

$$
\begin{equation*}
Q_{t} \mathbf{1}_{B}=\mathbf{1}_{B} \tag{12.7}
\end{equation*}
$$

and

$$
Q_{t} \mathbf{1}_{B^{c}}=\mathbf{1}_{B^{c}}
$$

Proof. Consider the killed heat semigroup $Q_{t}^{B}$. It is generated by the $\operatorname{Dirichlet}$ form $\left(\mathcal{E}^{(\rho)}, \mathcal{F}^{(\rho)}(B)\right)$. In particular, for $f \in \mathcal{F} \cap C_{0}(B)$ we have

$$
\begin{aligned}
\mathcal{E}^{(\rho)}(f, f) & =\int_{M \times M}(f(x)-f(y))^{2} d j^{(\rho)}(x, y) \\
& =\int_{B \times B}(f(x)-f(y))^{2} \mathbf{1}_{\{d(x, y) \leq \rho\}} d j(x, y),
\end{aligned}
$$

where we can replace $M \times M$ by $B \times B$ because of the following observation: if both $x, y \in B^{c}$ then $f(x)=f(y)=0$ while if one of $x, y$ is in $B$ and the other is in $B^{c}$ then $d(x, y)>\rho$ and, hence, $\mathbf{1}_{\{d(x, y) \leq \rho\}}=0$. Hence, the Dirichlet form $\left(\mathcal{E}^{(\rho)}, \mathcal{F}^{(\rho)}(B)\right)$ has no killing part. Since $B$ is compact, we conclude that $\left(\mathcal{E}^{(\rho)}, \mathcal{F}^{(\rho)}(B)\right)$ is conservative, that is, for all $t>0$,

$$
Q_{t}^{B} \mathbf{1}_{B}=\mathbf{1}_{B}
$$

It follows that

$$
\begin{equation*}
Q_{t} \mathbf{1}_{B} \geq \mathbf{1}_{B} \tag{12.8}
\end{equation*}
$$

whence

$$
\begin{equation*}
\left(Q_{t} \mathbf{1}_{B}, \mathbf{1}\right) \geq\left(\mathbf{1}_{B}, \mathbf{1}\right)=\mu(B) \tag{12.9}
\end{equation*}
$$

Since also

$$
\left(Q_{t} \mathbf{1}_{B}, \mathbf{1}\right)=\left(\mathbf{1}_{B}, Q_{t} \mathbf{1}\right) \leq\left(\mathbf{1}_{B}, \mathbf{1}\right)=\mu(B)
$$

we see that, in fact, equality is attained in (12.9) and, hence, in (12.8), which proves (12.7).
Since $M$ is a disjoint union of all distinct balls of radius $\rho$, it follows from (12.7) that $Q_{t} \mathbf{1}=1$. Finally, we have

$$
Q_{t} \mathbf{1}_{B^{c}}=Q_{t} \mathbf{1}-Q_{t} \mathbf{1}_{B}=\mathbf{1}-\mathbf{1}_{B}=\mathbf{1}_{B^{c}}
$$

Corollary 12.4. If (TJ) is satisfied then, for any ball $B$ of radius $r \in(0, \bar{R})$ and for any $t>0$,

$$
\begin{equation*}
P_{t} \mathbf{1}_{B^{c}} \leq C \frac{t}{r^{\beta}} \text { in } B \tag{12.10}
\end{equation*}
$$

Proof. Choose $\rho=r$. Setting $f=\mathbf{1}_{B^{c}}$ in (12.6), using that by Lemma $12.3 Q_{t} \mathbf{1}_{B^{c}}=0$ in $B$, and applying $(T J)$, we obtain

$$
P_{t} \mathbf{1}_{B^{c}} \leq 2 t \sup _{x \in M} J\left(x, B(x, r)^{c}\right) \leq C \frac{t}{r^{\beta}} \text { in } B
$$

which was to be proved.
Remark 12.5. In fact, we have (12.10) $\Leftrightarrow(T J)$, since $(T J)$ follows from (12.10) by dividing by $t$ and letting $t \rightarrow 0$.

Now we can prove the implication (12.5).
Lemma 12.6. $(V)+(T J)+(P I) \Rightarrow(w U E)$.
Proof. Under the conditions $(V),(T J)$ and $(P I)$, by Lemma 12.1, the heat kernel $p_{t}(x, y)$ exists, is continuous and satisfies the estimate

$$
\begin{equation*}
p_{t}(x, y) \leq \frac{C}{t^{\alpha / \beta}} \tag{12.11}
\end{equation*}
$$

for all $x, y \in M$ and $t \in\left(0, \bar{R}^{\beta}\right)$. It suffices to prove that the heat kernel satisfies also

$$
\begin{equation*}
p_{t}(x, y) \leq \frac{C}{t^{\alpha / \beta}} \frac{t}{(d(x, y) \wedge \bar{R})^{\beta}} \tag{12.12}
\end{equation*}
$$

which together with (12.11) will imply $(w U E)$.
By Corollary 12.4, we have (12.10). Since $P_{t} \mathbf{1}_{B(x, r)^{c}}$ is monotone decreasing in $r$, it follows from (12.10) that, for all $r>0$ and $t>0$,

$$
\begin{equation*}
P_{t} \mathbf{1}_{B(x, r)^{c}} \leq \frac{C t}{(r \wedge \bar{R})^{\beta}} \text { in } B(x, r) \tag{12.13}
\end{equation*}
$$

Now fix $t \in\left(0, \bar{R}^{\beta}\right), x, y \in M$ and set $r:=\frac{1}{2} d(x, y)$. It suffices to prove (12.12) in the case $r>t^{1 / \beta}$. By semigroup property of $p_{t}(x, y),(12.11)$ and (12.13), we have

$$
\begin{aligned}
p_{t}(x, y) & =\int_{M} p_{t / 2}(x, z) p_{t / 2}(z, y) d \mu(z) \\
& \leq\left(\int_{B(x, r)^{c}}+\int_{B(y, r)^{c}}\right) p_{t / 2}(x, z) p_{t / 2}(z, y) d \mu(z) \\
& \leq \sup _{y, z \in M} p_{t / 2}(z, y) \cdot P_{t / 2} \mathbf{1}_{B(x, r)^{c}}(x)+\sup _{x, z \in M} p_{t / 2}(x, z) \cdot P_{t / 2} \mathbf{1}_{B(y, r)^{c}}(y) \\
& \leq \frac{C}{t^{\alpha / \beta}} \cdot \frac{t}{(r \wedge \bar{R})^{\beta}}
\end{aligned}
$$

which finishes the proof.

## 13. Derivation of $(P I)$ from heat kernel estimates

Definition 13.1. We say that the localized lower estimate ( $L L E$ ) is satisfied if there exist $c>0$ and $\varepsilon \in(0,1)$ such that, for any ball $B$ of radius $r \in(0, \bar{R})$, the heat kernel $p_{t}^{B}(x, y)$ exists and satisfies for any $t^{1 / \beta} \leq \varepsilon r$ the following inequality:

$$
\begin{equation*}
p_{t}^{B}(x, y) \geq c t^{-\alpha / \beta} \text { for } \mu \text {-a.a. } x, y \in B \text { such that } d(x, y) \leq \varepsilon t^{1 / \beta} \tag{LLE}
\end{equation*}
$$

Lemma 13.2. We have $(w U E)+(n L E) \Rightarrow(L L E)$.
Proof. Since (wUE) implies (DUE) and, hence, (Nash), applying (Nash) in any open set $\Omega \subset M$, we obtain by Lemma 5.5 that $p_{t}^{\Omega}$ exists for any $\Omega$.

Let $\varepsilon \in(0,1)$ be a small enough number to be determined later. By [22, Thm. 5.1] with $\rho=\infty$, we have, for any $t>0$ and for $\mu$-a.a. $x, y \in B$,

$$
\begin{equation*}
p_{t}(x, y) \leq p_{t}^{B}(x, y)+\sup _{t / 2<s \leq t} \operatorname{ess} \sup p_{z \in K^{c}}(x, z)+\sup _{t / 2<s \leq t} \operatorname{ess} \sup p_{z}(y, z) \tag{13.1}
\end{equation*}
$$

where $K$ is any compact subset of $B$. Since $B$ is compact, we can take here $K=B$. Note that, for any $t^{1 / \beta} \leq \varepsilon r$ and for all $x \in B, z \in B^{c}$, we have

$$
d(x, z) \wedge \bar{R} \geq r \wedge \bar{R}=r \geq \varepsilon^{-1} t^{1 / \beta}
$$

By $(w U E)$, we have, for any $s \in[t / 2, t]$ and $\mu$-a.a. $x \in B, z \in B^{c}$ that

$$
\begin{aligned}
p_{s}(x, z) & \leq \frac{C}{s^{\alpha / \beta}}\left(1+\frac{d(x, z) \wedge \bar{R}}{s^{1 / \beta}}\right)^{-\beta} \\
& \leq \frac{C}{(t / 2)^{\alpha / \beta}}\left(1+\frac{\varepsilon^{-1} t^{1 / \beta}}{t^{1 / \beta}}\right)^{-\beta} \\
& \leq C^{\prime} \varepsilon^{\beta} t^{-\alpha / \beta}
\end{aligned}
$$

Estimating in the same way $p_{s}(y, z)$ in (13.1), we obtain, for any $t^{1 / \beta} \leq \varepsilon r$ and $\mu$-a.a. $x, y \in B$ that

$$
\begin{equation*}
p_{t}^{B}(x, y) \geq p_{t}(x, y)-C \varepsilon^{\beta} t^{-\alpha / \beta} \tag{13.2}
\end{equation*}
$$

Let $\delta$ be the constant from $(n L E)$. Assuming that $\varepsilon \leq \delta$ and applying ( $n L E$ ), we obtain that, for all $t^{1 / \beta} \leq \varepsilon r$ and for $\mu$-a.a. $x, y \in B$ such that $d(x, y) \leq \varepsilon t^{1 / \beta}$,

$$
p_{t}(x, y) \geq c t^{-\alpha / \beta}
$$

Substituting into (13.2), we obtain

$$
p_{t}^{B}(x, y) \geq c t^{-\alpha / \beta}-C \varepsilon^{\beta} t^{-\alpha / \beta}=\left(c-C \varepsilon^{\beta}\right) t^{-\alpha / \beta}
$$

Finally, choosing $\varepsilon$ small enough, we obtain (LLE).
Proposition 13.3. Let $B$ be a ball such that

$$
\begin{equation*}
\underset{x \in B}{\operatorname{ess} \sup } J\left(x, B^{c}\right)<\infty \tag{13.3}
\end{equation*}
$$

Set

$$
\left\{\begin{array}{l}
\overline{\mathcal{E}}(u, v)=\iint_{B \times B \backslash \operatorname{diag}}(u(x)-u(y))(v(x)-v(y)) d j(x, y) \\
\overline{\mathcal{F}}=\mathcal{F}(B)
\end{array}\right.
$$

Then, for all $u \in \overline{\mathcal{F}}$,

$$
\begin{equation*}
\overline{\mathcal{E}}_{1}(u, u):=\overline{\mathcal{E}}(u, v)+(u, v)_{L^{2}} \simeq \mathcal{E}_{1}(u, u) \tag{13.4}
\end{equation*}
$$

Consequently, $(\overline{\mathcal{E}}, \overline{\mathcal{F}})$ is a regular Dirichlet form in $L^{2}(B)$.

Proof. Clearly, if $J$ satisfies $(j .1)$ and $(j .2)$, then any kernel of the form

$$
\varphi(x, y) J(x, d y)
$$

with a bounded non-negative symmetric Borel function $\varphi$ also satisfies ( $j .1$ ) and ( $j .2$ ). In particular, this is the case for $\varphi(x, y)=\mathbf{1}_{B \times B}$. Consequently, $\overline{\mathcal{E}}$ is well-defined on $\mathcal{F}_{\text {max }}$ (cf. (2.2)).

It is easy to see that the form $(\overline{\mathcal{E}}, \overline{\mathcal{F}})$ is bilinear, symmetric, non-negative and Markovian. By definition, $\overline{\mathcal{F}}$ is dense in $L^{2}(B)$. Hence, the fact that $(\overline{\mathcal{E}}, \overline{\mathcal{F}})$ is closed and regular will follow from (13.4).

For all $u, v \in \overline{\mathcal{F}}$, we compute $\mathcal{E}(u, v)-\overline{\mathcal{E}}(u, v)$ by splitting the domain of integration $M \times M$ into the union of $B \times B, B \times B^{c}, B^{c} \times B, B^{c} \times B^{c}$ and using symmetry of the jump measure, as follows:

$$
\begin{align*}
\mathcal{E}(u, v)-\overline{\mathcal{E}}(u, v) & =\left(\int_{B \times B^{c}}+\int_{B^{c} \times B}+\int_{B^{c} \times B^{c}}\right)(u(x)-u(y))(v(x)-v(y)) J(x, d y) d \mu(x) \\
& =2 \int_{x \in B} \int_{y \in B^{c}} u(x) v(x) J(x, d y) d \mu(x) \\
& =2 \int_{B} u(x) v(x) J\left(x, B^{c}\right) d \mu(x)  \tag{13.5}\\
& \leq C\|u\|_{L^{2}}\|v\|_{L^{2}},
\end{align*}
$$

where $C=2 \operatorname{esssup}_{x \in B} J\left(x, B^{c}\right)<\infty$. It follows that, for any $u \in \overline{\mathcal{F}}$,

$$
\begin{equation*}
\overline{\mathcal{E}}(u, u) \leq \mathcal{E}(u, u) \leq \overline{\mathcal{E}}(u, u)+C\|u\|_{L^{2}}^{2} \tag{13.6}
\end{equation*}
$$

and, hence,

$$
\overline{\mathcal{E}}_{1}(u, u) \leq \mathcal{E}_{1}(u, u) \leq(C+1) \overline{\mathcal{E}}_{1}(u, u)
$$

whence (13.4) follows.
Lemma 13.4. (Comparison principle) Let $(\mathcal{E}, \mathcal{F})$ be a Dirichlet form, $\lambda>0$ and $u \in \mathcal{F}$. Suppose that

$$
\mathcal{E}_{\lambda}(u, v):=\mathcal{E}(u, v)+(u, v)_{L^{2}} \geq 0 \quad \text { for all } 0 \leq v \in \mathcal{F}
$$

Then $u \geq 0$.
Proof. Indeed, take $v=G_{\lambda} f$ with $0 \leq f \in L^{2}$. Then we have $0 \leq v \in \mathcal{F}$ and then

$$
(u, f)=\mathcal{E}_{\lambda}\left(u, G_{\lambda} f\right)=\mathcal{E}_{\lambda}(u, v) \geq 0
$$

Since $f$ is arbitrary, we can conclude that $u \geq 0$.
Proposition 13.5. Let $B \subset M$ be a ball. Let $(\overline{\mathcal{E}}, \overline{\mathcal{F}})$ be the regular Dirichlet form from Proposition 13.3 and let $\left\{\bar{P}_{t}\right\}_{t \geq 0}$ be its heat semigroup. Then, for all non-negative functions $f \in L^{2}(B)$ and for all $t>0$, we have

$$
\bar{P}_{t} f \geq P_{t}^{B} f \quad \text { in } B
$$

Proof. We denote the resolvents of $(\mathcal{E}, \mathcal{F}(B))$ and $(\overline{\mathcal{E}}, \overline{\mathcal{F}})$ by $G_{\lambda}^{B}$ and $\bar{G}_{\lambda}$, respectively. Fix $0 \leq f \in L^{2}(B)$ and $\lambda>0$. Since $\overline{\mathcal{F}}=\mathcal{F}(B)$, both functions $u=G_{\lambda}^{B} f$ and $\bar{u}=\bar{G}_{\lambda} f$ belong to $\overline{\mathcal{F}}$. For any $v \in \overline{\mathcal{F}}$, we have

$$
\mathcal{E}_{\lambda}(u, v)=(f, v)_{L^{2}(B)}=\overline{\mathcal{E}}_{\lambda}(\bar{u}, v)
$$

which together with (13.5) yields

$$
\begin{aligned}
\overline{\mathcal{E}}_{\lambda}(\bar{u}-u, v) & =\overline{\mathcal{E}}_{\lambda}(\bar{u}, v)-\overline{\mathcal{E}}_{\lambda}(u, v) \\
& =\mathcal{E}_{\lambda}(u, v)-\overline{\mathcal{E}}_{\lambda}(u, v) \\
& =\mathcal{E}(u, v)-\overline{\mathcal{E}}(u, v) \\
& =2 \int_{B} u(x) v(x) J\left(x, B^{c}\right) d \mu(x) \geq 0
\end{aligned}
$$

Hence, by Lemma 13.4, we conclude that $\bar{u}-u \geq 0$ in $B$, that is,

$$
\bar{G}_{\lambda} f \geq G_{\lambda}^{B} f \text { in } B
$$

Since this is true for all $\lambda>0$, applying the formula [14, (1.3.5)], we obtain

$$
\bar{P}_{t} f=\lim _{\lambda \rightarrow \infty} e^{-t \lambda} \sum_{n=0}^{\infty} \frac{(t \lambda)^{n}}{n!}\left(\lambda \bar{G}_{\lambda}\right)^{n} f \geq \lim _{\lambda \rightarrow \infty} e^{-t \lambda} \sum_{n=0}^{\infty} \frac{(t \lambda)^{n}}{n!}\left(\lambda G_{\lambda}^{B}\right)^{n} f=P_{t}^{B} f
$$

Lemma 13.6. We have $(V)+(w U E)+(n L E) \Rightarrow(P I)$.
Proof. Let $B=B\left(x_{0}, r\right) \subset M$ be a ball of radius $r \in(0, \bar{R})$. Consider the heat semigroup $\left\{\bar{P}_{t}\right\}$ in $B$ defined as above. Let us show that it has a heat kernel $\bar{p}_{t}(x, y)$. Indeed, by $(w U E)$, we have, for all $t<\bar{R}^{\beta}$ and $\mu$-a.a. $x, y \in M$,

$$
p_{t}(x, y) \leq C t^{-\alpha / \beta}
$$

By [4, Thm. 2.1], we have the Nash inequality

$$
\|f\|_{L^{2}}^{2(1+\nu)} \leq C\left(\mathcal{E}(f, f)+\bar{R}^{-\beta}\|f\|_{L^{2}}^{2}\right)\|f\|_{L^{1}}^{2 \nu}
$$

for all $f \in \mathcal{F} \cap L^{1}$, where $\nu=\beta / \alpha$. By (13.6), we obtain, for all $f \in \overline{\mathcal{F}} \cap L^{1}$,

$$
\|f\|_{L^{2}}^{2(1+\nu)} \leq C\left(\overline{\mathcal{E}}(f, f)+\left(1+\bar{R}^{-\beta}\right)\|f\|_{L^{2}}^{2}\right)\|f\|_{L^{1}}^{2 \nu}
$$

Applying again [4, Thm. 2.1] and [20, Cor. 3.8], we conclude that the heat semigroup $\left\{\bar{P}_{t}\right\}$ has a heat kernel that we denote by $\bar{p}_{t}(x, y)$. It follows from Proposition 13.5 that, for all $t>0$ and $\mu$-a.a. $x, y \in B$,

$$
\bar{p}_{t}(x, y) \geq p_{t}^{B}(x, y)
$$

By Lemma 13.2, we have the lower bound $(L L E)$ for $p_{t}^{B}$, which implies the same lower bound for $\bar{p}_{t}(x, y)$, that is,

$$
\begin{equation*}
\bar{p}_{t}(x, y) \geq c t^{-\alpha / \beta} \tag{13.7}
\end{equation*}
$$

for all $t^{1 / \beta} \leq \varepsilon r$ and $\mu$-a.a. $x, y \in B$ such that $d(x, y) \leq \varepsilon t^{1 / \beta}$. Choose here

$$
t=(\varepsilon r)^{\beta}
$$

It follows from (13.7) that, for this $t$,

$$
\begin{equation*}
\bar{p}_{t}(x, y) \geq c r^{-\alpha} \tag{13.8}
\end{equation*}
$$

for $\mu$-a.a. $x, y \in B\left(x_{0}, \varepsilon^{2} r\right)$.
For any $f \in \overline{\mathcal{F}}$, we have by [14, eq. (1.3.17)]

$$
\overline{\mathcal{E}}(f, f) \geq \frac{1}{t}\left(f-\bar{P}_{t} f, f\right) \geq \frac{1}{2 t} \int_{B} \int_{B} \bar{p}_{t}(x, y)(f(x)-f(y))^{2} d \mu(x) d \mu(y)
$$

which together with (13.8) implies that

$$
\overline{\mathcal{E}}(f, f) \geq \frac{c}{r^{\alpha+\beta}} \int_{B\left(x_{0}, \varepsilon^{2} r\right)} \int_{B\left(x_{0}, \varepsilon^{2} r\right)}(f(x)-f(y))^{2} d \mu(x) d \mu(y)
$$

Using the definition of $\overline{\mathcal{E}}$, we rewrite this inequality in the form

$$
\begin{equation*}
\int_{B\left(x_{0}, \varepsilon^{2} r\right)} \int_{B\left(x_{0}, \varepsilon^{2} r\right)}(f(x)-f(y))^{2} d \mu(x) d \mu(y) \leq C r^{\alpha+\beta} \int_{B} \int_{B}(f(x)-f(y))^{2} d j(x, y) \tag{13.9}
\end{equation*}
$$

where $f$ is any function from $\overline{\mathcal{F}}=\mathcal{F}(B)$. Let now $f$ be any function from $\mathcal{F} \cap L^{\infty}(M)$. Applying (13.9) to the function $f \mathbf{1}_{B} \in \mathcal{F}(B)$ (cf. Lemma 4.1), we conclude that (13.9) holds also for all $f \in \mathcal{F} \cap L^{\infty}(M)$. By a standard approximation argument, it follows that (13.9) holds also for all $f \in \mathcal{F}$, which proves $(P I)$ with $\kappa=\varepsilon^{2}$.

## 14. Completion of proof of the main results

Proof of Theorem 2.8. Assume that $(V),(T J)$ and $(P I)$ are satisfied. By Lemma 12.1, $(\mathcal{E}, \mathcal{F})$ has a Hölder continuous heat kernel $p_{t}(x, y)$. The heat kernel satisfies the upper bound $(w U E)$ by Lemma 12.6, and the lower bound $(n L E)$ by Lemma 12.2.

Conversely, if $(V),(w U E)$ and $(n L E)$ are satisfied, then we obtain (PI) by Lemma 13.6, which completes the proof.

Proof of Corollary 2.13. By Lemmas $5.2,10.2,10.4,10.6$, we obtain condition $(S)$. By [18, Lemma 4.6], conditions $(V)$ and $(S)$ imply that $(\mathcal{E}, \mathcal{F})$ is conservative.
(a) Note that $(w U E)$ implies $(D U E)$. By Theorem 2.8, it suffices to prove the following implications:

$$
\begin{equation*}
\left(V_{\geq}\right)+(D U E)+\left(J_{\leq}\right)+(S) \Rightarrow(U E) \tag{14.1}
\end{equation*}
$$

and

$$
(U E) \Rightarrow\left(J_{\leq}\right)
$$

which follow from [23, Theorem 2.1] and the first implication of [18, Lemma 4.9], respectively. Although the implication (14.1) was derived under the assumption that $\bar{R}=\infty$, its proof also works for $\bar{R}<\infty$ (see also [18, Sect. 4.4, proof of Thm. 2.9]).
(b) By Theorem 2.8, it suffices to prove the following implications:

$$
(n L E)+\left(V_{\geq}\right)+\left(J_{\geq}\right)+(S) \Rightarrow(L E)
$$

and

$$
(L E) \Rightarrow\left(J_{\geq}\right)
$$

which follow from [18, Theorem 2.8] and the first implication of [18, Lemma 4.9], respectively.

## 15. Optimality of heat kernel bounds under $(T J)$ and ( $P I$ )

In this section we give examples to show that, under the conditions $(V),(P I)$ and $(T J)$, the heat kernel estimates $(w U E)$ and $(n L E)$ are sharp in certain sense.

Fix a positive integer $n$, a sequence of positive reals $\left\{\alpha_{i}\right\}_{i=1}^{n}$ and a positive real $\beta$. Let $\left(M_{i}, d_{i}, \mu_{i}\right), 1 \leq i \leq n$, be $n$ ultrametric spaces satisfying the conditions

$$
\mu\left(B_{i}(x, r)\right) \simeq r^{\alpha_{i}}, \quad \text { for all } x \in M_{i}, r>0
$$

For example, $M_{i}$ can be taken to be $\mathbb{Q}_{p}$ with the distance $d_{i}(x, y)=\|x-y\|_{p}^{1 / \alpha_{i}}$ and the Haar measure $\mu_{i}$.

For each $1 \leq i \leq n$, consider on $M_{i}$ the jump kernel

$$
J_{i}(x, y)=\frac{1}{d_{i}(x, y)^{\alpha_{i}+\beta}}
$$

Since this jump kernel satisfies $(T J)$ (cf. (3.13)), it determines by Corollary 4.2 a regular Dirichlet form $\left(\mathcal{E}_{i}, \mathcal{F}_{i}\right)$ with the jump kernel $J_{i}$. By Theorem 2.8 , the heat kernel $p_{t}^{(i)}(x, y)$ of $\left(\mathcal{E}_{i}, \mathcal{F}_{i}\right)$ satisfies $(U E)$ and $(L E)$ :

$$
p_{t}^{(i)}(x, y) \simeq \frac{1}{t^{\alpha_{i} / \beta}}\left(1+\frac{d(x, y)}{t^{1 / \beta}}\right)^{-\left(\alpha_{i}+\beta\right)}
$$

Now let us consider the product space $M:=M_{1} \times M_{2} \times \ldots \times M_{n}$ equipped with the metric $d$ and the product measure $\mu$ as follows:

$$
d(x, y):=\max _{1 \leq i \leq n}\left\{d_{i}\left(x_{i}, y_{i}\right)\right\}, \quad \mu:=\mu_{1} \times \mu_{2} \times \cdots \times \mu_{n}
$$

where $x=\left(x_{1}, x_{2}, \cdots, x_{n}\right)$ and $y=\left(y_{1}, y_{2}, \cdots, y_{n}\right)$. Clearly, $(M, d)$ is an ultrametric space and $\mu$ satisfies

$$
\mu(x, r) \simeq r^{\alpha}, \quad \text { for all } x \in M, r>0
$$

where

$$
\begin{equation*}
\alpha=\alpha_{1}+\alpha_{2}+\cdots+\alpha_{n} \tag{15.1}
\end{equation*}
$$

Consider the jump measure $J(x, d y)$ on $M$ that is defined on non-negative continuous functions $f$ on $M$ by

$$
\begin{equation*}
\int_{M} f(y) J(x, d y)=\sum_{i=1}^{n} \int_{M_{i}} f\left(x_{1}, \ldots, x_{i-1}, y_{i}, x_{i+1}, \ldots, x_{n}\right) J_{i}\left(x_{i}, y_{i}\right) d \mu_{i}\left(y_{i}\right) \tag{15.2}
\end{equation*}
$$

Let us verify that the jump measure $J$ satisfies $(T J)$. Indeed, since each $J_{i}$ satisfies $(T J)$, we obtain using (15.2) and

$$
\begin{equation*}
B(x, r)=B_{1}\left(x_{1}, r\right) \times B_{2}\left(x_{2}, r\right) \times \cdots \times B_{n}\left(x_{n}, r\right) \tag{15.3}
\end{equation*}
$$

that

$$
\begin{aligned}
J\left(x, B(x, r)^{c}\right) & =\int_{M} \mathbf{1}_{B(x, r)^{c}}(y) J(x, d y) \\
& =\sum_{i=1}^{n} \int_{M_{i}} \mathbf{1}_{B(x, r)^{c}}\left(x_{1}, \ldots, x_{i-1}, y_{i}, x_{i+1}, \ldots, x_{n}\right) J_{i}\left(x_{i}, y_{i}\right) d \mu_{i}\left(y_{i}\right) \\
& =\sum_{i=1}^{n} \int_{M_{i}} \mathbf{1}_{B_{i}\left(x_{i}, r\right)^{c}}\left(y_{i}\right) J_{i}\left(x_{i}, y_{i}\right) d \mu_{i}\left(y_{i}\right) \\
& =\sum_{i=1}^{n} \int_{B_{i}\left(x_{i}, r\right)^{c}} J_{i}\left(x_{i}, y_{i}\right) d \mu_{i}\left(y_{i}\right) \leq \sum_{i=1}^{n} \frac{C_{i}}{r^{\beta}}=\frac{C}{r^{\beta}} .
\end{aligned}
$$

Hence, by Theorem 2.2, the jump measure $J$ determines a regular Dirichlet form $(\mathcal{E}, \mathcal{F})$ with the jump measure $J$. Clearly, we have

$$
\begin{aligned}
\mathcal{E}(f, f):=\sum_{i=1}^{n} \int_{M} \int_{M_{i}}( & \left.f\left(x_{1}, \cdots, x_{i-1}, x_{i}, x_{i+1}, \cdots, x_{n}\right)-f\left(x_{1}, \cdots, x_{i-1}, y_{i}, x_{i+1}, \cdots, x_{n}\right)\right)^{2} \\
& \times J_{i}\left(x_{i}, y_{i}\right) d \mu_{i}\left(y_{i}\right) d \mu(x)
\end{aligned}
$$

for any $f \in L^{2}(M, \mu)$. The generator of $(\mathcal{E}, \mathcal{F})$ is given by

$$
\begin{aligned}
\mathcal{L} f(x)= & \int_{M}(f(x)-f(y)) J(x, d y) \\
= & \sum_{i=1}^{n} \int_{M_{i}}\left(f\left(x_{1}, \cdots, x_{i-1}, x_{i}, x_{i+1}, \cdots, x_{n}\right)-f\left(x_{1}, \cdots, x_{i-1}, y_{i}, x_{i+1}, \cdots, x_{n}\right)\right) \\
& \quad \times J_{i}\left(x_{i}, y_{i}\right) d \mu_{i}\left(y_{i}\right) \\
= & \sum_{i=1}^{n} \mathcal{L}_{i} f(x)
\end{aligned}
$$

where $\mathcal{L}_{i}$ is the generator of $\left(\mathcal{E}_{i}, \mathcal{F}_{i}\right)$ acting on the component $x_{i}$ of $x$. It follows that

$$
e^{-t \mathcal{L}}=\prod_{i=1}^{n} e^{-t \mathcal{L}_{i}}
$$

and, consequently, the heat kernel $p_{t}(x, y)$ of $(\mathcal{E}, \mathcal{F})$ satisfies:

$$
\begin{equation*}
p_{t}(x, y)=\prod_{i=1}^{n} p_{t}^{(i)}\left(x_{i}, y_{i}\right) \simeq \frac{1}{t^{\alpha / \beta}} \prod_{i=1}^{n}\left(1+\frac{d_{i}\left(x_{i}, y_{i}\right)}{t^{1 / \beta}}\right)^{-\left(\alpha_{i}+\beta\right)} \tag{15.4}
\end{equation*}
$$

By a direct computation, we see the following.
(i) $p_{t}(x, y)$ satisfies $(w U E)$, since by (15.4)

$$
p_{t}(x, y) \leq \frac{C}{t^{\alpha / \beta}}\left(1+\frac{\max _{i} d_{i}\left(x_{i}, y_{i}\right)}{t^{1 / \beta}}\right)^{-\beta}=\frac{C}{t^{\alpha / \beta}}\left(1+\frac{d(x, y)}{t^{1 / \beta}}\right)^{-\beta}
$$

(ii) $p_{t}(x, y)$ satisfies $(n L E)$. Indeed, for any $x, y \in M$ and $t>0$ with $d(x, y) \leq t^{1 / \beta}$, we have also $d_{i}\left(x_{i}, y_{i}\right) \leq t^{1 / \beta}$ and, hence,

$$
p_{t}(x, y) \geq \frac{c}{t^{\alpha / \beta}} \prod_{i=1}^{n}\left(1+\frac{d_{i}\left(x_{i}, y_{i}\right)}{t^{1 / \beta}}\right)^{-\left(\alpha_{i}+\beta\right)} \geq \frac{c}{t^{\alpha / \beta}} \prod_{i=1}^{n}(1+1)^{-\left(\alpha_{i}+\beta\right)}=\frac{c^{\prime}}{t^{\alpha / \beta}}
$$

By Theorem 2.8, we conclude that $(\mathcal{E}, \mathcal{F})$ satisfies also $(P I)$.
Hence, the ultrametric space $M$ with the reference measure $\mu$ and the jump measure $J$ satisfies $(V),(P I),(T J)$ with parameters $\alpha, \beta$ and $\bar{R}=\infty$. Note that $\alpha$ and $\beta$ can take arbitrary positive values. Even if we fix $\alpha$ and $\beta$, there are still "hidden" parameters $n, \alpha_{1}, \ldots, \alpha_{n}$ with the only constraint (15.1), and they can be varied to obtain desired properties of $M$.

Let us show that $(w U E)$ is optimal in the sense that the exponent $\beta$ cannot be replaced by any larger number. More precisely, let us show that, for any $\varepsilon>0$, there is a choice of "hidden" parameters such that, in some range of the variables $(t, x, y)$,

$$
p_{t}(x, y) \geq \frac{c}{t^{\alpha / \beta}}\left(1+\frac{d(x, y)}{t^{1 / \beta}}\right)^{-(\beta+\varepsilon)}
$$

while $\frac{d(x, y)}{t^{1 / \beta}}$ can take arbitrarily large values. Indeed, we can assume that $\varepsilon$ is small enough and set $\alpha_{1}=\varepsilon$, while $\alpha_{2}, \ldots, \alpha_{n}$ should only satisfy (15.1). Set

$$
E:=\left\{(t, x, y) \in \mathbb{R}_{+} \times M \times M: d_{i}\left(x_{i}, y_{i}\right) \leq t^{1 / \beta}<d_{1}\left(x_{1}, x_{1}\right), 2 \leq i \leq n\right\}
$$

Then, for any $(t, x, y) \in E$, we have

$$
d(x, y)=\max _{1 \leq i \leq n}\left\{d_{i}\left(x_{i}, y_{i}\right)\right\}=d_{1}\left(x_{1}, y_{1}\right)
$$

and hence, by (15.4),

$$
\begin{aligned}
p_{t}(x, y) & \geq \frac{c}{t^{\alpha / \beta}} \prod_{i=1}^{n}\left(1+\frac{d_{i}\left(x_{i}, y_{i}\right)}{t^{1 / \beta}}\right)^{-\left(\alpha_{i}+\beta\right)} \\
& \geq \frac{c}{t^{\alpha / \beta}}\left(1+\frac{d(x, y)}{t^{1 / \beta}}\right)^{-\left(\alpha_{1}+\beta\right)} \prod_{i=2}^{n}(1+1)^{-\left(\alpha_{i}+\beta\right)} \\
& =\frac{c^{\prime}}{t^{\alpha / \beta}}\left(1+\frac{d(x, y)}{t^{1 / \beta}}\right)^{-(\beta+\varepsilon)}
\end{aligned}
$$

which was to be proved.
Now let us show that $(n L E)$ is optimal in the following sense: for any large number $N>0$, there is a choice of "hidden" parameters such that, in some range of the variables $(t, x, y)$,

$$
\begin{equation*}
p_{t}(x, y) \leq \frac{C}{t^{\alpha / \beta}}\left(1+\frac{d(x, y)}{t^{1 / \beta}}\right)^{-N} \tag{15.5}
\end{equation*}
$$

while $\frac{d(x, y)}{t^{1 / \beta}}$ can be arbitrarily large. Indeed, set

$$
F:=\left\{(x, y) \in M \times M: \frac{1}{2} d_{1}\left(x_{1}, y_{1}\right) \leq d_{i}\left(x_{i}, y_{i}\right) \leq d_{1}\left(x_{1}, y_{1}\right), 2 \leq i \leq n\right\}
$$

Then, for all $t>0$ and $(x, y) \in F$,

$$
d(x, y)=d_{1}\left(x_{1}, y_{1}\right) \text { and } d_{i}\left(x_{i}, y_{i}\right) \geq \frac{d(x, y)}{2}, \quad 2 \leq i \leq n
$$

Hence, we obtain by (15.4) that, for all $t>0$ and $(x, y) \in F$,

$$
\begin{aligned}
p_{t}(x, y) & \leq \frac{C}{t^{\alpha / \beta}} \prod_{i=1}^{n}\left(1+\frac{d_{i}\left(x_{i}, y_{i}\right)}{t^{1 / \beta}}\right)^{-\left(\alpha_{i}+\beta\right)} \leq \frac{C}{t^{\alpha / \beta}} \prod_{i=1}^{n}\left(1+\frac{d(x, y)}{2 t^{1 / \beta}}\right)^{-\left(\alpha_{i}+\beta\right)} \\
& =\frac{C}{t^{\alpha / \beta}}\left(1+\frac{d(x, y)}{2 t^{1 / \beta}}\right)^{-(\alpha+n \beta)} \leq \frac{C^{\prime}}{t^{\alpha / \beta}}\left(1+\frac{d(x, y)}{t^{1 / \beta}}\right)^{-(\alpha+n \beta)}
\end{aligned}
$$

Choosing $n$ large enough such that $\alpha+n \beta>N$ we obtain (15.5).

## References

[1] Albeverio, S., and Karwowski, W. A random walk on $p$-adics - the generator and its spectrum. Stochastic Process. Appl. 53, 1 (1994), 1-22.
[2] Barlow, M. T. Which values of the volume growth and escape time exponent are possible for a graph? Rev. Mat. Iberoamericana 20, 1 (2004), 1-31.
[3] Bendikov, A., Grigor’yan, A., Pittet, C., and Woess, W. Isotropic Markov semigroups on ultrametric spaces. Russian Math. Surveys 69, 4 (2014), 589-680.
[4] Carlen, E. A., Kusuoka, S., and Stroock, D. W. Upper bounds for symmetric Markov transition functions. Ann. Inst. H. Poincaré Probab. Statist. 23, 2, suppl. (1987), 245-287.
[5] Chen, Z.-Q., Kim, P., and Kumagai, T. Weighted Poincaré inequality and heat kernel estimates for finite range jump processes. Math. Ann. 342, 4 (2008), 833-883.
[6] Chen, Z.-Q., and Kumagai, T. Heat kernel estimates for stable-like processes on $d$-sets. Stochastic Process. Appl. 108, 1 (2003), 27-62.
[7] Chen, Z.-Q., Kumagai, T., and Wang, J. Stability of heat kernel estimates for symmetric jump processes on metric measure spaces. To appear in Memoirs of the AMS. (Apr. 2016).
[8] Chen, Z.-Q., Kumagai, T., and Wang, J. Heat kernel estimates and parabolic Harnack inequalities for symmetric Dirichlet forms. arXiv e-prints (Aug 2019), arXiv:1908.07650.
[9] Chen, Z.-Q., Kumagai, T., and Wang, J. Heat kernel estimates for general symmetric pure jump Dirichlet forms. arXiv e-prints (Aug 2019), arXiv:1908.07655.
[10] Coulhon, T. Ultracontractivity and Nash type inequalities. J. Funct. Anal. 141, 2 (1996), 510-539.
[11] De Giorgi, E. Sulla differenziabilità e l'analiticità delle estremali degli integrali multipli regolari. Mem. Accad. Sci. Torino. Cl. Sci. Fis. Mat. Nat. (3) 3 (1957), 25-43.
[12] Di Castro, A., Kuusi, T., and Palatucci, G. Local behavior of fractional p-minimizers. Ann. Inst. H. Poincaré Anal. Non Linéaire 33, 5 (2016), 1279-1299.
[13] Dyda, B., and Kassmann, M. Regularity estimates for elliptic nonlocal operators. To appear in Analysis and Partial Differential Equations (Sep 2015), arXiv:1509.08320.
[14] Fukushima, M., Oshima, Y., and Takeda, M. Dirichlet forms and symmetric Markov processes. De Gruyter Studies in Mathematics. Walter de Gruyter \& Co., Berlin, 2011.
[15] Gilbarg, D., Trudinger, N. Elliptic partial differential equations of second order. Springer, 1983.
[16] Grigor'yan, A. The heat equation on noncompact Riemannian manifolds. Mat. Sb. 182, 1 (1991), 55-87.
[17] Grigor'yan, A. Heat kernels and function theory on metric measure spaces, in: Heat kernels and analysis on manifolds, graphs, and metric spaces (Paris, 2002). Contemp. Math. 338 (2003), 143-172.
[18] Grigor’yan, A., Hu, E., and Hu, J. Lower estimates of heat kernels for non-local Dirichlet forms on metric measure spaces. J. Funct. Anal. 272, 8 (2017), 3311-3346.
[19] Grigor'yan, A., Hu, E., and Hu, J. Two-sided estimates of heat kernels of jump type Dirichlet forms. Adv. Math. 330 (2018), 433-515.
[20] Grigor'yan, A., and Hu, J. Upper bounds of heat kernels on doubling spaces. Mosc. Math. J. 14, 3 (2014), 505-563.
[21] Grigor'yan, A., Hu, J., and Lau, K.-S. Heat kernels on metric measure spaces and an application to semilinear elliptic equations. Trans. Amer. Math. Soc. 355, 5 (2003), 2065-2095.
[22] Grigor'yan, A., Hu, J., and Lau, K.-S. Comparison inequalities for heat semigroups and heat kernels on metric measure spaces. J. Funct. Anal. 259, 10 (2010), 2613-2641.
[23] Grigor'yan, A., Hu, J., and Lau, K.-S. Estimates of heat kernels for non-local regular Dirichlet forms. Trans. Amer. Math. Soc. 366, 12 (2014), 6397-6441.
[24] Kassmann, M. A new formulation of Harnack's inequality for nonlocal operators. C. R. Math. Acad. Sci. Paris 349, 11-12 (2011), 637-640.
[25] Krylov, N. V., and Safonov, M. V. A property of the solutions of parabolic equations with measurable coefficients. Izv. Akad. Nauk SSSR Ser. Mat. 44, 1 (1980), 161-175, 239.
[26] Landis, E. M. Some questions in the qualitative theory of second-order elliptic equations (case of several independent variables). Uspehi Mat. Nauk 18, 1 (109) (1963), 3-62.
[27] Landis, E. M. Second order equations of elliptic and parabolic type, vol. 171 of Translations of Mathematical Monographs. American Mathematical Society, Providence, RI, 1998. Translated from the 1971 Russian original by Tamara Rozhkovskaya, with a preface by Nina Ural'tseva.
[28] Saloff-Coste, L. A note on Poincaré, Sobolev, and Harnack inequalities. Internat. Math. Res. Notices 2 (1992), 27-38.
[29] Saloff-Coste, L. Aspects of Sobolev-type inequalities. London Mathematical Society Lecture Note Series. Cambridge University Press, Cambridge, 2002.
[30] Silvestre, L. Hölder estimates for solutions of integro-differential equations like the fractional Laplace. Indiana Univ. Math. J. 55, 3 (2006), 1155-1174.
[31] Taibleson, M. H. Fourier analysis on local fields. Princeton University Press, Princeton, N.J.; University of Tokyo Press, Tokyo, 1975.
[32] Vladimirov, V. S. Generalized functions over the field of p-adic numbers. Russian Math. Surveys 43,5 (1988), 19-64.
[33] Vladimirov, V. S., Volovich, I., and Zelenov, E. I. p-adic analysis and mathematical physics. Series on Soviet and East European Mathematics. World Scientific Publishing Co., Inc., River Edge, NJ, 1994.

Institute of Mathematics, Wroclaw University, WrocŁaw, Poland
E-mail address: bendikov@math.uni.wroc.pl
School of Mathematical Sciences and LPMC, Nankai University, Tianjin, China, and Department of Mathematics, University of Bielefeld, Bielefeld, Germany

E-mail address: grigor@math.uni-bielefeld.de
Center for Applied Mathematics, Tianjin University, Tianjin, China
E-mail address: eryan.hu@tju.edu.cn
Department of Mathematical Sciences, Tsinghua University, Beijing, China
E-mail address: hujiaxin@mail.tsinghua.edu.cn


[^0]:    Date: November 2019.
    2010 Mathematics Subject Classification. Primary: 35K08 Secondary: 28A80, $60 J 35$.
    AB was supported by the Polish National Science Center, grant 2015/17/B/ST 1/00062. AG was supported by SFB1283 of the German Research Council and by the Nankai University, China. EH was supported by the National Natural Science Foundation of China (No. 11801403) and SFB1283. JH was supported by NSFC No. 11871296 and SFB 1283, and by Tsinghua University Initiative Scientific Research Program.

[^1]:    ${ }^{1}$ On an arbitrary metric space, the condition $\left(E_{\geq}\right)$should look as follows:

    $$
    \underset{\varepsilon B}{\operatorname{ess} \inf } G^{B} 1 \geq C^{-1} r^{\beta},
    $$

