Bedingte Wahrscheinlichkeiten kann man wie folgt mithilfe von Wahrscheinlichkeitsbaumen visualisieren:

Einschub 7.8.3. ...

Fiir das Rechnen mit bedingten Wahrscheinlichkeiten gelten die folgenden Séitze:

Satz 7.8.4. (Multiplikations- oder Pfadregel)
Sei (2, A, P) ein Wahrscheinlichkeitsraum und Ay, ..., A, € A mit P(A; N ...N A,_1) > 0. Dann gilt:

P(AiN..NA,) =P(A)) - P(A3|Ay) - P(A3]A1 N As) - ... - P(A,|A1 N N ALq).
Einschub 7.8.5. ...

Einschub 7.8.6. ...



Beispiele 7.8.7. (Mehrstufiges Experiment und Pfadregel) Wir werfen zweimal hintereinander einen fairen
3-seitigen Wiirfel. Dazu sei
Q=1{1,2,3} x{1,2,3}

die Ergebnismenge und p(wq,ws) = % das zugehorige Laplace-Experiment. Das Ereignis A C 2 im ersten
Wurf eine gerade Zahl zu werfen lautet

A={(2,s)|se€{1,2,3}} C Q.
Das Ereignis B C () im zweiten Wurf eine gerade Zahl zu werfen lautet
B=1{(s,2)]|se{1,2,3}} C Q.
Das Ereignis im zweiten Wurf eine gerade und im ersten eine ungerade Zahl zu werfen lautet
{(1,2),(3,2)} = Bn A°.

Also

2= P(BNAY) = P(B|A®) - P(A°) = P(B|AY) - §

und somit

P(B|A%) =1

3
Der zugehdrige Wahrscheinlichkeitbaum sieht so aus

Umgekehrt kann man die Wahrscheinlichkeitsfunktion p bestimmen (eventuell kein Laplace-Experiment),
falls man ausreichend viele bedingte Wahrscheinlichkeiten kennt (siche Beispiel unten).

Satz 7.8.8. (von der totalen Wahrscheinlichkeit)
Sei (2, A, P) ein W.raum, A € A und B; € A, i > 1, eine Partition von 2, d.h. es gelten:

(Z) BiﬂBj = Q) fur alle i 7&],
(i) Uiy Bi = .
Ist weiterhin P(B;) > 0 fir alle 1 > 1, so gilt:

P(A) =) P(A|B:)- P(By).

i>1

Einschub 7.8.9. ...

Beispiele 7.8.10. Satz von der totalen W keit und Pfadregel im Spezialfall Q = B U B°.



Beispiele 7.8.11. In einer Urne befinden sich zwei blaue und zwei rote Kugeln. Es wird zweimal aus
gezogen. Wird im ersten Zug eine rote Kugel gezogen, so wird sie wieder zuriickgelegt. Dann wird ein
zweites Mal gezogen. Wird im ersten Zug eine blaue Kugel gezogen, so wird sie nicht zuriickgelegt und
dann ein zweites Mal gezogen.



Satz 7.8.12. (von Bayes) Sei (2, A, P) ein W.raum und B; € A, i > 1 eine Partition von 2 mit P(B;) > 0
fiir alle i > 1. Dann gilt fir alle j = 1,2, .... und alle A € A:

P(A|B;) - P(Bj)

PO = palBy - P(B)

Bemerkung 7.8.13. Speziell fiir die Partition (B, BY) bedeutet der Satz von Bayes:

P(A|B) - P(B)
(A[B) - P(B) + P(A|BY) - P(B)

P(BJA) = -

Einschub 7.8.14. ...

Beispiele 7.8.15. In Deutschland sei eine Person von 1000 an einer bestimmten Krankheit erkrankt. Zur
Diagnose der Krankheit wird ein Test verwendet, der in 99% der Félle, in denen die Krankheit vorliegt,
ein positives Testergebnis liefert. Bei einer nicht-erkrankten Person gibt der Test allerdings in 2% der Félle
falschlicherweise ein positives Testergebnis aus.

Mit welcher Wahrscheinlichkeit ist eine Person, die ein positives Testergebnis erhalten hat, tatsdchlich
krank?



Definition 7.8.16. Sei (2,.A, P) ein Wahrscheinlichkeitsraum. Zwei Ereignisse A und B aus A heiflen
((P-)stochastisch))-unabhangig, falls gilt:

P(ANB) = P(A) - P(B).

Andernfalls heifen A und B nicht unabhéingig. Allgemein heifst eine Familie (A;);cr, I eine beliebige Index-
menge, ((P-)stochastisch))-unab-hangig, falls fiir jede endliche Teilfamilie (A;);cs mit J = {iy,...,i,} C I
gilt:
P([(JAi) = P(Ai, N...NA;) = P(A;) .- P(A;,) = [[ P(4).
ieJ ieJ
Drei Ereignisse A;, Ay, A3 sind gemif der Definition also unabhéngig (hier I = {1, 2, 3}), falls gilt:
Einschub 7.8.17. ...

Beispiele 7.8.18.
(i) im Beispiel 7.8.7 gelten
P(A)=3%, P(B)=35 PANB)=P{(22)}) =75
Also sind A und B unabhéngig.

(ii) Falls P(B) > 0 gilt, sind die Ereignisse A und B genau dann unabhingig, wenn P(A|B) = P(A)
gilt.

(iii) Falls A und B unabhingig sind, so auch A“ und B.

(iv) Hat A die Wahrscheinlichkeit 0 oder 1, so sind A und B fiir jede Wahl von B unabhéngig.



(v) Aus der Unabhéngigkeit der Ereignisse Ay, ..., A, folgt die paarweise Unabhéngigkeit (d.h. je zwei
der Ereignisse A, ..., A, sind unabhéngig), aber nicht umgekehrt.

(vi) (Un-)Abhéngigkeit meint hier stets stochastische (Un-) Abhéngigkeit und nicht zwingend eine kausale
(un-)Abhéangigkeit (d.h. (Nicht-)Existenz eines Ursache-Wirkungszusammenhang).

Beispiele 7.8.19. Ein zentrales Beispiel fiir Unabhéngigkeit ist der n-fache unabhéngige Wurf einer Miin-
ze, die mit Wahrscheinlichkeit p € [0, 1] auf 'Kopf’” und Wahrscheinlichkeit 1 — p auf "Zahl’ fallt.

Wir betrachten den Spezialfall n = 3:

Einschub 7.8.20. ...

Die Anzahl der Pfade mit genau k Einsen kann man zédhlen, diesen Wert wollen wir vorerst oy, nennen.
Daraus ergibt sich

P(Es fallen genau k Einsen) = ay., - p*(1 — p)" % =: b, (k)

Durch b, , ist eine Wahrscheinlichkeitsfunktion auf Q := {0,1,...,n} definiert, die sogenannte Binomial-
verteilung zu den Parametern n und p.



