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Introduction

Parallel translation in Rn

• γ : [0, 1]→ Rn arbitrary (smooth) curve

• v : [0, 1]→ Rn vector field along γ

Then v is parallel, if v̇ = dv
dt ≡ 0.
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Parallel translation on curved spaces

• S ⊂ Rn oriented hypersurface (e.g. S2 ⊂ R3)

• n unit normal vector along S

• γ : [0, 1]→ S curve

• v : [0, 1]→ Rn vector field along γ s.t.

v(t) ∈ Tγ(t)S ⇔
〈
v(t), n(γ(t))

〉
= 0 ∀t (1)

(1) ⇒ v can not be constant in t. The eqn v̇ = 0 is replaced by

projTS v̇ = 0 ⇔ v̇ − 〈v̇, n(γ)〉n(γ) = 0.

Differentiating (1) we obtain a first order ODE for parallel v:

v̇ + 〈v, ddtn(γ)〉n(γ) = 0
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Parallel transport

Parallel transport is a linear isomorphism

Pγ : Tγ(0)S → Tγ(1)S, v0 7→ v(1)

where v is the solution of the problem

v̇ + 〈v, ddtn(γ)〉n(γ) = 0, v(0) = v0.

Pγ is an isometry, since

v, w are parallel ⇒ 〈v(t), w(t)〉 is constant in t
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Holonomy group

• s ∈ S basepoint

• Hols := {Pγ | γ(0) = s = γ(1)} ⊂ SO(TsS) based holonomy
group

• Hols′ is conjugated to Hols (“Holonomy group does not
depend on the choice of the basepoint”)

• Holonomy group is intrinsic to S, i.e. depends on the
Riemannian metric on S but not on the embedding S ⊂ Rn

• Ex: Hol(S2) = SO(2)

Properties:

� definition generalises to any Riemannian manifold (M, g)

� encodes both local and global features of the metric

� “knows” about additional structures compatible with metric
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Classification of holonomy groups

Berger’s list, 1955

Assume M is a simply–connected irreducible nonsymmetric Rie-
mannian mfld of dimension n. Then Hol(M) is one of the following:

Holonomy Geometry Extra structure

• SO(n)
• U(n/2) Kähler complex
• SU(n/2) Calabi–Yau complex + hol. vol.
• Sp(n/4) hyperKähler quaternionic
• Sp(1)Sp(n/4) quaternionic Kähler “twisted” quaternionic
• G2 (n=7) exceptional “octonionic”
• Spin(7) (n=8) exceptional “octonionic”
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Plan

• General theory (torsion, Levi–Civita connection, Riemannian
curvature, holonomy)

• Proof of Berger’s theorem (Olmos 2005)

• Properties of manifolds with non–generic holonomies (some
constructions, examples, curvature tensors. . . )
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Smooth manifold comes equipped with a collection of charts
(Uα, ϕα), where {Uα} is an open covering and the maps
ϕβ ◦ ϕ−1

α : Rn → Rn are smooth.

A Lie group G is a group which has a structure of a smooth mfld
such that the structure maps, i.e. m : G×G→ G, ·−1 : G→ G,
are smooth.

g := TeG is a Lie algebra, i.e. a vector space endowed with a map
[·, ·] : Λ2g→ g satisfying the Jacobi identity:[

ξ, [η, ζ]
]

+
[
η, [ζ, ξ]

]
+
[
ζ, [ξ, η]

]
= 0.

Ex.
G GLn(R) GLn(C) SO(n) U(n)

g EndRn EndCn {At = −A} {Āt = −A}
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Identification: g ∼= {left-invariant vector fields on G}

• ξ1, . . . , ξn a basis of g

• ω1, . . . , ωn dual basis

ω :=
∑
ωi ⊗ ξi ∈ Ω1(G; g) canonical 1-form with values in g,

which satisfies the Maurer–Cartan equation

dω +
1

2
[ω ∧ ω] =

∑
i

dωi ⊗ ξi +
1

2

∑
i,j

ωi ∧ ωj ⊗ [ξi, ξj ] = 0.
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Vector bundles

A vector bundle E over M satisfies:

• E is a manifold endowed with a submersion π : E →M

• ∀m ∈M Em := π−1(m) has the structure of a vector space

• ∀m ∈M ∃U 3 m s.t. π−1(U) ∼= U × Em

Γ(E) = {s : M → E | π ◦ s = idM} space of sections of E

Ex.
E Γ(E)

TM X(M) vector fields
ΛkT ∗M Ωk(M) differential k-forms

T pq (M) :=
⊗p TM ⊗

⊗q T ∗M ? tensors of type (p, q)
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de Rham complex

Exterior derivative d : Ωk → Ωk+1 is the unique map with the
properties:

• df is the differential of f for f ∈ Ω0(M) = C∞(M)

• d(α ∧ β) = dα ∧ β + (−1)pα ∧ dβ, if α ∈ Ωp

• d2 = 0

Thus, we have the de Rham complex:

0→ Ω0 → Ω1 → · · · → Ωn → 0, n = dimM.

Betti numbers:

bk = dimHk(M ;R) = dim
Ker d : Ωk → Ωk+1

im d : Ωk−1 → Ωk
.
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Lie bracket of vector fields

A vector field can be viewed as an R–linear derivation of the
algebra C∞(M). Then X(M) is a Lie algebra:

[v, w] · f = v · (w · f)− w · (v · f).

The exterior derivative and the Lie bracket are related by

2dω(v, w) = v · ω(w)− w · ω(v)− ω([v, w])

Rem. “2” is optional in the above formula.



Lie groups Vector bundles Principal bundles Connections on G–bundles Holonomy Torsion

Lie derivative

For v ∈ X(M) let ϕt be the corresponding 1-parameter
(semi)group of diffeomorphisms of M , i.e.

d

dt
ϕt(m) = v(ϕt(m)), ϕ0 = idM .

The Lie derivative of a tensor S is defined by

LvS =
d

dt

∣∣∣
t=0

ϕ∗tS

In particular, this means:

Lvf(m) =
d

dt

∣∣∣
t=0

f(ϕt(m)) = dfm
(
v(m)

)
, if f ∈ C∞(M),

Lvw(m) =
d

dt

∣∣∣
t=0

(
dϕt
)−1

m
w(ϕt(m)), if w ∈ X(M)
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Properties of the Lie derivative

• Lv(S ⊗ T ) = (LvS)⊗ T + S ⊗ (LvT )

• Lvw = [v, w] for w ∈ X(M)

• [Lv,Lw] = L[v,w]

• Cartan formula

Lvω = ıvdω + d(ıvω) where ω ∈ Ω(M).

• [Lv, d] = 0 on Ω(M)
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Connections on vector bundles

Def. A connection on E is a linear map
∇ : Γ(E)→ Γ(T ∗M ⊗ E) satisfying the Leibnitz rule:

∇(fs) = df ⊗ s+ f∇s, ∀f ∈ C∞(M) and ∀s ∈ Γ(E)

For v ∈ X(M) we write

∇vs = v · ∇s, where ” · ”is a contraction.

Then
∇αv(βs) = α∇v(βs) = α(v · β)∇vs+ αβ∇vs.
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Curvature

Prop. For v, w ∈ X(M) and s ∈ Γ(E) the expression

∇v(∇ws)−∇w(∇vs)−∇[v,w]s

is C∞(M)–linear in v, w, and s.

Def. The unique section R = R(∇) of Λ2T ∗M ⊗ End(E)
satisfying

R(∇)(v ∧ w ⊗ s) = ∇v(∇ws)−∇w(∇vs)−∇[v,w]s

is called the curvature of the connection ∇.



Lie groups Vector bundles Principal bundles Connections on G–bundles Holonomy Torsion

Choose local coordinates (x1, . . . , xn) on M

vi := ∂
∂xi

⇒ [vi, vj ] = 0

Then R(vi, vj)s = ∇v(∇ws)−∇w(∇vs)

Think of ∇vis as “partial derivative” of s

Curvature measures how much “partial derivatives” of sections of E
fail to commute.
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Twisted differential forms

Denote Ωk(E) := Γ(ΛkT ∗M ⊗ E)

Then ∇ : Ω0(E)→ Ω1(E) extends uniquely to
d∇ : Ωk(E)→ Ωk+1(E) via the rule

d∇(ω ⊗ s) = dω ⊗ s+ (−1)kω ∧∇s

We obtain the sequence

Ω0(E)
∇=d∇−−−−−→ Ω1(E)

d∇−−−→ Ω2(E)
d∇−−−→ . . .

d∇−−−→ Ωn(E) (1)

Then
(
d∇ ◦ d∇

)
σ = R(∇) · σ

Curvature measures the extend to which sequence (1) fails to be a
complex.
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Principal bundles

Let G be a Lie group

A principal bundle P over M satisfies:

• P is a manifold endowed with a submersion π : P →M

• G acts on P on the right and π(p · g) = π(p)

• ∀m ∈M the group G acts freely and transitively on
Pm := π−1(m). Hence Pm ∼= G

• Local triviality: ∀m ∈M ∃U 3 m s.t. π−1(U) ∼= U ×G
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Example: Frame bundle

Let E →M be a vector bundle. A frame at a point m is a linear
isomorphism p : Rk → Em.

Fr(E) :=
⋃
m,p

{
(m, p) | p is a frame at m

}
(i) GL(k;R) = Aut(Rk) acts freely and transitively on Frm(E):

p · g = p ◦ g.

(ii) A moving frame on U ⊂M is a set {s1, . . . , sk} of pointwise
linearly independent sections of E over U . This gives rise to a
section s of Fr(E) over U :

s(m)x =
∑

xisi(m), x ∈ Rk.

By (i) this defines a trivialization of Fr(E) over U .
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Frame bundle: variations

If in addition E is

• oriented, i.e. ΛtopE is trivial, Fr+(E) is a principal
GL+(k;R)–bundle

• Euclidean FrO is a principal O(k)–bundle

• Hermitian FrU is a principal U(k)–bundle

• quaternion–Hermitian is a principal Sp(k)–bundle

• . . . . . .

Def. Let G be a subgroup of GL(n;R), n = dimM . A
G–structure on M is a principal G–subbundle of FrM = Fr(TM).

• orientation ⇔ GL+(n;R)–structure

• Riemannian metric ⇔ O(n)–structure

• . . . . . .
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Associated bundle

P →M principal G–bundle
V G–representation, i.e. a homomorphism ρ : G→ GL(V ) is given

P ×G V :=
(
P × V

)
/G, action: (p, v) · g = (pg, ρ(g−1)v)

is called the bundle associated to P with fibre V .

Ex. For P = FrM , G = GL(n;R), and E = P ×G V we have

• E = TM for V = Rn (tautological representation)

• E = T ∗M for V =
(
Rn
)∗

• E = ΛkT ∗M for V = Λk
(
Rn
)∗

Sections of associated bundles correspond to equivariant maps:{
f : P → V | f(pg) = ρ(g−1)f(p)

}
≡ Γ(E)

f 7→ sf , sf (m) = [p, f(p)], p ∈ Pm
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Connection as horizontal distribution

For ξ ∈ g the Killing vector at p ∈ P is given by

Kξ(p) :=
d

dt

∣∣∣
t=0

(
p · exp tξ

)
Vp =

{
Kξ(p) | ξ ∈ g

} ∼= g is called vertical space at p

Def. A connection on P is a subbundle H of TP satisfying

(i) H is G–invariant, i.e. Hpg = (Rg)∗Hp
(ii) TP = V ⊕H

H is called a horizontal bundle.
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Connection as a 1–form

Given a connection on P , define ω ∈ Ω1(P ; g) as follows

TpP → Vp ∼= g

ω is called the connection form and satisfies:

(a) ω(Kξ) = ξ

(b) R∗gω = adg−1 ω, where ad denotes the adjoint representation

Prop. Every ω ∈ Ω1(P ; g) satisfying (a) and (b) defines a connec-
tion via

H = Kerω.
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Horizontal lift

Ker
(
π∗
)
p

= Vp. Hence
(
π∗
)
p
: Hp → Tπ(p)M is an isomorphism.

In particular, H ∼= π∗TM . Hence, we have

Prop. For any w ∈ X(M) there exists w̃ ∈ X(P ) s.t.

(i) w̃ is G–invariant and horizontal

(ii)
(
π∗
)
p
w̃ = w(π(p))

Vice versa, if w̃ ∈ X(P ) is G–invariant and horizontal, then ∃! w ∈
X(M) s.t. π∗w̃ = w.
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Invariant and equivariant forms

α̃ ∈ Ωk(P ) is called basic if ıvα̃ = 0 for any vertical vector field v.

Then ∀α ∈ Ωk(M) the form α̃ = π∗α is G–invariant and basic.
On the other hand, any G–invariant and basic k–form α̃ on P
induces a k–form on M . Notice: no connection required here.

V is a representation of G
α̃ ∈ Ωk(P ;V ) is G–equivariant if R∗gα̃ = ρ(g−1)α̃.

Ex. Connection 1-form is an equivariant form for V = g.

For basic and equivariant forms we have the identification

Ωk
G,bas(P, V ) ∼= Ωk(M ;E), π∗α←[ α
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Curvature tensor

Prop. Let ω be a connection form. The 2–form F̃ω = dω+ 1
2 [ω∧ω]

is basic and G–equivariant, i.e. R∗gF̃ = adg−1 F̃ .

Cor. Denote adP := P ×G,ad g. Then there exists F ∈
Ω2(M ; adP ) s.t. π∗F = F̃ .

The 2-form F is called the curvature form of the connection ω.
The defining equation for F is often written as

dω = −1
2 [ω ∧ ω] + F

and is called the structural equation.
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Covariant differentiation

P →M G–bundle, ρ : G→ GL(V ), E := P ×G V ,
f : P → V equivariant map, i.e. section of E.

Def. ∇f = dhf = df
∣∣
H is called the covariant derivative of f .

Rem. Denote τ = dρe : g→ gl(V ) = EndV . Then for a vertical
vector Kξ(p) we have: df(Kξ(p)) = −τ(ξ)f(p), that is all
information about df is contained in dhf .

Prop.

∇f = df + ω · f

Here “·” means the action of g on V via the map τ .
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Prop. ∇f ∈ Ω1(P ;V ) is G–equivariant and basic form.

Thus ∇f can be interpreted as an element of Ω1(M ;E) and we
have a diagram

MapG(P ;V )
∇

- Ω1
G,bas(P ;V )

Γ(E)

|||
|||
|||
|||
||| ∇E

- Ω1(M ;E)

|||
|||
|||
|||

f - ∇f

sf
?

- ∇Esf
?

Prop. ∇E is a connection on E.
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Bianchi identity

ω connection on P , F curvature
adP has an induced connection ∇

Theorem (Bianchi identity)

d∇F = 0

Proof. For ϕ̃ ∈ Ωk(P ; g) denote Dϕ̃ = dϕ̃+ [ω ∧ ϕ̃]

Step 1. For any ϕ ∈ Ωk(M ; adP ) we have d̃∇ϕ = Dϕ̃.

Can assume ϕ = s · ϕ0, where ϕ0 ∈ Ωk(M) and

Γ(adP ) 3 s! f ∈MapG(P ; g).

Then
d̃∇ϕ = ∇̃s ∧ ϕ̃0 + s̃ · dϕ̃0

= (df + [ω, f ]) ∧ ϕ̃0 + f dϕ̃0

= d(fϕ̃0) + [ω ∧ fϕ̃0]

= Dϕ
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Proof of the Bianchi identity (continued)

Step 2. DF̃ = 0, where F̃ = dω + 1
2 [ω ∧ ω].

dF̃ = 1
2

(
[dω ∧ ω]− [ω ∧ dω]

)
= [dω ∧ ω]

= [F̃ ∧ ω]− 1
2 [[ω ∧ ω] ∧ ω]

Jacobi identity =⇒ [[ω ∧ ω] ∧ ω] = 0

Thus, DF̃ = 0 ⇐⇒ d∇F = 0.
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Horizontal lift of a curve

γ : [0, 1]→M (piecewise) smooth curve, p0 ∈ Pγ(0).

Prop. [KN, Prop. II.3.1] For any γ there exists a unique horizontal
lift of γ through p0, i.e. a curve Γ: [0, 1] → P with the following
properties:

(i) Γ̇(t) ∈ HΓ(t) for any t ∈ [0, 1] (“ Γ is horizontal”)

(ii) Γ(0) = p0

(iii) π ◦ Γ = γ

Sketch of the proof. Let Γ0 be an arbitrary lift of γ, Γ0(0) = p0.
Then Γ = Γ0 · g for some curve g : [0, 1]→ G. Hence,

Γ̇ = Γ̇0 · g + Γ0 · ġ =⇒ ω(Γ̇) = adg−1ω(Γ̇0) + g−1ġ.

Then there exists a unique curve g, g(0) = e, such that
g−1ġ + adg−1ω(Γ̇0) = 0 ⇐⇒ ω(Γ̇) = 0.
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Parallel transport

γ : [0, 1]→M, γ(0) = m, γ(1) = n
Parallel transport Πγ : Pm → Pn is defined by

Πγ(p) = Γ(1),

where Γ is the horizontal lift of γ satisfying Γ(0) = p.

Prop.

(i) Πγ commutes with the action of G for any curve γ

(ii) Πγ is bijective

(iii) Πγ1∗γ2 = Πγ1 ◦Πγ2 , Πγ−1 = Π−1
γ
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Holonomy group

Denote Ωm :=
{

piecewise smooth loops in M based at m
}

Holp(ω) :=
{
g ∈ G | ∃γ ∈ Ωm s.t. Πγ(p) = pg

}
Prop.

(i) Holp is a Lie group

(ii) Holpg = Adg−1

(
Holp

)
Proof. Group structure follows from (iii) of the previous Prop.
For the structure of Lie group see [Kobayashi–Nomizu, Thm 4.2].
Statement (ii) follows from the observation

Γ is horizontal =⇒ Rg ◦ Γ is also horizontal.
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Reduction of connections

Let H ⊂ G be a Lie subgroup and Q ⊂ P be a principal H–bundle
(“structure group reduces to H”).

Def. A connection H on P reduces to Q if Hq ⊂ TqQ ∀q ∈ Q.

Prop. A connection reduces to Q ⇐⇒ ı∗ω takes values in h,
where ı : Q ↪→ P .

Proof. (⇒): TqQ ∼= Hq ⊕ h
(0, id)

- h

TqP
?

∩

ω
- g

?

∩

(⇐): ı∗ω is a connection on Q, hence TQ = HQ ⊕ h. Since
HQ ⊂ HP and rkHP = dimM = rkHQ, we obtain
HQ = HP .
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Reduction theorem

For p0 ∈ P define the holonomy bundle through p0 as follows:

Q(p0) := {p ∈ P | ∃ a horizontal curve Γ s.t. Γ(0) = p0, Γ(1) = p}.

Theorem (“Reduction theorem”)

Put H = Holp0(P, ω). Then the following holds:

(i) Q is a principal H–bundle

(ii) connection ω reduces to Q

Proof. (i): p ∈ Q, g ∈ H ⇒ pg ∈ Q (by the def of H).

Exercise: Show that Holp(ω) = H ∀p ∈ Q.

From the def of Q follows, that H acts transitively on fibres.
Local triviality: Use parallel transport over coordinate chart U wrt
segments to obtain a local section of Q (see [KN, Thm II.7.1] for
details).

(ii): Follows immediately from the def of Q.
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Parallel transport and covariant derivative

Let Γ: [0, 1]→ P be a horizontal lift of γ
ΓE(t) := [Γ(t), v], v ∈ V, E = P ×G V
ΓE : [0, 1]→ E is called the horizontal lift of γ to E
Πt : Eγ(t) → Em parallel transport in E, m = γ(0)

Lem. ∇ws = lim
t→0

1
t

(
Πts
(
γ(t)

)
− s(m)

)
, where w = γ̇(0).

Proof. Let s! f , i.e. [p, f(p)] = s(π(p)). First observe that

ΠE
γ [p, v] = [Πγp, v].

Since
[
Γ(t), f(Γ(t))

]
= s(γ(t)), we obtain

Πts =
[
p, f(Γ(t))

]
.

⇓ to be continued ⇓
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Lem. ∇ws = lim
t→0

1
t

(
Πts
(
γ(t)

)
− s(m)

)
, where w = γ̇(0).

Proof. Let s! f , i.e. [p, f(p)] = s(π(p)). First observe that

ΠE
γ [p, v] = [Πγp, v].

Since
[
Γ(t), f(Γ(t))

]
= s(γ(t)), we obtain

Πts =
[
p, f(Γ(t))

]
.

Then

∇ws = [p, df(w̃)]

=
[
p, ddt

∣∣
t=0

f ◦ Γ(t)]

= lim
t→0

1
t

([
p, f(Γ(t))

]
− [p, f(p)]

)
= lim

t→0

1
t

(
Πts
(
γ(t)

)
− s(m)

)
.
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Rem. Let w ∈ X(M). If s ! f , then ∇ws ! df(w̃).

Lem. Let s ∈ Γ(E), s0 = s(m). Assume ∇s = 0. Then for any
loop γ based at m we have ΠE

γ s0 = s0.

Proof. Let Γ be a horizontal lift of γ. Then f ◦ Γ = const.
Hence Πts(γ(t)) = [p, f ◦ Γ] does not depend on t.
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V is a G–representation, H = Stabη, where η ∈ V .
Q ⊂ P is a principal H–subbundle
The constant function q 7→ η can be extended to an equivariant
function η on P

Theorem

ω reduces to Q ⇐⇒ ∇Eη = 0.

Proof. (⇒): ∀q ∈ Q dη
∣∣
Hq

= 0, since η is constant on Q and

H ⊂ TQ.

(⇐): For any q ∈ Q we have

[q, η] = ΠE
γ [q, η] =

[
Πγq, η

]
= [qg, η] = [q, ρ(g−1)η].

Hence Holq(ω) ⊂ H. Then the holonomy bundle through q is
contained in Q. Therefore, ω reduces to Q.
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Ambrose–Singer theorem

Theorem (Ambrose–Singer)

Let Q be the holonomy bundle through p0, F̃ ∈ Ω2(P ; g) curvature
of ω. Then

holp0 = span
{
F̃q(w1, w2) | q ∈ Q, w1, w2 ∈ Hq

}
.

Sketch of the proof. Can assume Q = P . Denote

g′ = span
{
F̃q(w1, w2) | q ∈ Q, w1, w2 ∈ Hq

}
⊂ g.

Further, Sp := Hp ⊕ {Kξ(p) | ξ ∈ g′}. Then the distribution S is
integrable. If P0 3 p0 is a maximal integral submanifold, then
P0 = P , since each horizontal curve must lie in P0. Then
dim g = dimP − dimM = dimP0 − dimM = dim g′. Hence
g = g′.
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From now on P = Fr(M) is the principal G = GLn(R)–bundle of
linear frames

Def. A canonical 1–form θ ∈ Ω1(P ;Rn) is given by

θ(v) = p−1(dπ(v)), v ∈ TpP.

Rem. θ is defined for bundles of linear frames only.

θ is G–equivariant in the following sense: R∗gθ = g−1θ. Indeed, for
any v ∈ TpP we have

R∗gθ(v) = (pg)−1
(
dπ(Rgv)

)
= g−1p−1

(
dπ(v)

)
= g−1θ(v).
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Torsion

ω is a connection on Fr(M). In particular, ω is gln(R)–valued.
Thus, we have induced connections on TM, T ∗M, ΛkT ∗M . . .

Def. Θ = dθ + 1
2 [ω, θ] ∈ Ω2(Fr(M);Rn) is called the torsion

form of ω.

Rem. [ω, θ](v, w) = ω(v)θ(w)− ω(w)θ(v).

Prop. Θ is horizontal and equivariant. Hence there exists T ∈
Ω2(M ;TM) s.t. 2Θ = π∗T .

T can be viewed as a skew–symmetric linear map
TM ⊗ TM → TM and is called the torsion tensor.

Lie groups Vector bundles Principal bundles Connections on G–bundles Holonomy Torsion

Theorem

For v, w ∈ X(M) we have

T (v, w) = ∇vw −∇wv − [v, w]

Proof. Represent v, w by equivariant functions
fv, fw : Fr → Rn. Then ∇vw is represented by dfw(ṽ).

For the bundle of frames, fw = θ(w̃). Hence ∇vw = p
(
ṽ · θ(w̃)

)
.

Therefore we obtain

T (v, w) = p
(
2Θ(ṽ, w̃)

)
= p
(
ṽ · θ(w̃)− w̃ · θ(ṽ)− θ([ṽ, w̃])

)
= ∇vw −∇wv − [v, w].

The last equality follows from [ṽ, w̃]h = [̃v, w] (exercise).
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Denote
Γ(T ∗M)

∇−−→ Γ(T ∗M ⊗ T ∗M)
Alt−−→ Ω2(M), α 7→ Alt(∇α).

Theorem

Alt(∇α) = dα− α ◦ T

In particular, for torsion–free connections Alt(∇α) = dα.

Proof. This follows from the previous Thm with the help of the
formulae v · α(w) = ∇v(α(w)) = (∇vα)(w) + α(∇vw).
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Holonomy groups
in Riemannian geometry
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Recap of the previous lecture

Fr(M) :=
⋃
m,p

{
(m, p) | p : Rn

∼=−−→ TmM
}

frame bundle;

θ(v) = p−1(dπ(v)), v ∈ TpFr(M) canonical 1–form

Θ = dθ + 1
2 [ω, θ] ∈ Ω2(Fr(M);Rn), torsion form

∃T ∈ Ω2(M ;TM), s.t. 2Θ = π∗T, torsion tensor

T (v, w) = ∇vw −∇wv − [v, w], v, w ∈ X(M)

Alt(∇α) = dα− α ◦ T, α ∈ Ω1(M)
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Curvature tensor

For P = Fr(M) we have adP = End(TM). Then the curvature
can be viewed as a skew–symmetric map

TM ⊗ TM → End(TM), (v, w) 7→ R(v, w).

R is called the curvature tensor.

Theorem (KN, Thm. II.5.1)

For v, w, x ∈ X(M) we have

R(v, w)x = [∇v,∇w]x−∇[v,w]x.
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Theorem

For any G–bundle P the space A(P ) of all connections is an affine
space modelled on Ω1(M ; adP ).

Proof. Pick an arbitrary connection ω on P . Then for any
ω′ ∈ A(P ), the 1-form ξ = ω − ω′ is basic and ad–equivariant.
Vice versa, for any basic and equivariant 1–form ξ, the form
ω′ = ω − ξ is a connection. Hence, the statement of the thm.
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Assume G ⊂ GLn(R) and therefore g ⊂ gln(R) ∼= (Rn)∗ ⊗ Rn.
Fr(M) ⊃ P is a G–bundle, ω, ω′ ∈ A(P ), ξ = ω − ω′.
For any p ∈ P , the map θp : Hp → Rn is an isomorphism.
Therefore we can write

ξp ∈ (Rn)∗ ⊗ g, Tp : Λ2Rn ∼= Λ2Hp
Θp−−−→ Rn.

Then

Θ′ −Θ = 1
2 [ξ, θ] ⇐⇒

(
T ′p − Tp

)
x ∧ y = 1

2

(
ξp(x)y − ξp(y)x

)
.

Consider the G–equivariant homomorphism

δ : (Rn)∗ ⊗ g ↪→ (Rn)∗ ⊗ (Rn)∗ ⊗ Rn −→ Λ2(Rn)∗ ⊗ Rn.

Then, T ′ − T = δξ.

Prop. P has a torsion–free connection if and only if Tp ∈ Im δ for
all p ∈ P .

Torsion Levi–Civita con–n Decomposable metrics Symmetric spaces Berger Thm

(M, g) Riemannian manifold (by default, M is oriented)
Fr(M) ⊃ P is the G = SO(n)–bundle of orthonormal oriented
frames

We have the commutative diagram of SO(n)–representations:

so(n) ⊂ - gln(R) = EndRn

Λ2Rn

∼=
?

⊂ - Rn ⊗ Rn

∼=

?

(Rn)∗ ∼= Rn.

Prop. The map δso(n) : Rn⊗Λ2Rn → Λ2Rn⊗Rn is an isomorphism.

Proof. For a =
∑
aijkei ⊗ ej ∧ ek we have (exercise):

δa =
1

2

∑
(aijk − ajik)ei ∧ ej ⊗ ek.

Hence, if a ∈ Ker δ, then aijk = ajik = −ajki = −akji = akij =
aikj = −aijk =⇒ a = 0.
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The Levi–Civita connection

Theorem (“Fundamental theorem of Riemannian geometry”)

Any SO(n)–subbundle of Fr(M) admits a unique torsion–free con-
nection.

Theorem (“Fundamental theorem”, reformulation)

For any Riemannian metric g there exists a unique torsion–free con-
nection on Fr(M) such that ∇g = 0.

The unique connection in the “Fundamental thm” is called the
Levi–Civita (or Riemannian) connection. The corresponding
curvature tensor is called Riemannian curvature tensor.
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For any p ∈ P we have

Rp : Λ2Rn ∼= Λ2Hp −→ so(n) ∼= Λ2Rn.

Theorem (“algebraic Bianchi identity”)

Rp(x, y)z +Rp(y, z)x+Rp(z, x)y = 0 for all x, y, z ∈ Rn.

Proof. dθ + 1
2 [ω, θ] = Θ = 0 ⇒ [dω, θ]− [ω, dθ] = 0. This

implies the first Bianchi identity:

[R, θ] = [dω, θ] + 1
2

[
[ω ∧ ω], θ

]
= [ω, dθ] + 1

2

[
[ω ∧ ω], θ

]
= −1

2

[
ω, [ω, θ]

]
+ 1

2

[
[ω ∧ ω], θ

]
= 0.

[R, θ](px, py, pz) = 0 ⇐⇒ algebraic Bianchi identity.

Cor. 〈Rp(x, y)z, t〉 = 〈Rp(z, t)x, y〉, i.e. Rp ∈ S2(Λ2Rn).

Proof. Exercise.



Torsion Levi–Civita con–n Decomposable metrics Symmetric spaces Berger Thm

Observation: If V = V1⊕V2 as G–representation, then E = E1⊕E2,
where Ei := P ×G Vi.

Determine irreducible components of the SO(n)–representation

R =
{
R ∈ Λ2(Rn)∗ ⊗ so(n) | R satisfies alg. Bianchi id.

}
.

We can decompose

EndRn = so(n)⊕ SymRn = so(n)⊕ Sym0 Rn ⊕ R,

where Sym0 Rn = Ker(tr : SymRn → R). In other words,

Rn ⊗ Rn ∼= Λ2Rn ⊕ S2
0 Rn ⊕ R. (1)

Prop. (1) is decomposition into irreducible components if n 6= 4.
For n = 4 we have in addition Λ2R4 = Λ2

+R4 ⊕ Λ2
−R4.

Here: ∗ : ΛmR2m → ΛmR2m is the Hodge operator, ∗2 = id
Λm±R2m are eigenspaces corresponding to λ = ±1.
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Think of
⊗4 Rn as the space of quadrilinear forms on (Rn)∗.

Consider the map

b(R)(α, β, γ, δ) = 1
3

(
R(α, β, γ, δ) +R(β, γ, α, δ) +R(γ, α, β, δ)

)
(cyclic permutation in the first 3 variables; Bianchi map). Then

• b is SO(n)–invariant

• b2 = b

• b : S2(Λ2Rn)→ S2(Λ2Rn)

Hence, we have

S2(Λ2Rn) = Ker b⊕ Im b = R⊕ Λ4Rn.
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The Ricci contraction is the SO(n)–equivariant map

c : S2(Λ2Rn)→ S2Rn, c(R)(x, y) = trR(x, ·, y, ·)

The Kulkarni–Nomizu product of h, k ∈ S2Rn is the 4–tensor
h? k given by

h? k(α, β, γ, δ) = h(α, γ)k(β, δ) + h(β, δ)k(α, γ)

− h(α, δ)k(β, γ)− h(β, γ)k(α, δ).

Prop.

• h? k = k ? h;

• h? k ∈ Ker b = R;

• q ? q = 2 idΛ2Rn , where q =standard scalar product on Rn.

Lem. If n ≥ 3, the map q ? · : S2Rn → R is injective and its
adjoint is the restriction of the Ricci contraction c : R→ S2Rn.
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Components of the Riemannian curvature tensor

Theorem

We have the following decomposition:

R ∼= R⊕ S2
0Rn ⊕W,

where W = Ker c ∩Ker b. If n ≥ 5, each component is irreducible.

Explicitly:
• 1

ntr c(R) + c(R)0 are the components of R in R⊕ S2
0Rn;

• the inclusions of the first two spaces are given by

R 3 1 7→ q ? q, S2
0Rn 3 h 7→ q ? h. (2)

Def. For the Riemannian curvature tensor R we define:
• Ric(R) = c(R) Ricci curvature;
• s = tr c(R) scalar curvature, Ric0 traceless Ricci curvature;
• W (R) ∈ Ker c ∩Ker b Weyl tensor.
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From (2) follows that R = λ q ? q + µRic0 ? q +W. The
coefficients λ, µ can be determined from the equality
c(q ? h) = (n− 2)h+ (trh)q. Hence, we obtain

R =
s

2n(n− 1)
q ? q +

1

n− 2
Ric0 ? q +W.

Observe: Ric is a symmetric quadratic form on the tangent bundle.

Def. A Riemannian mfld (M, g) is called Einstein, if there exists
λ ∈ R such that

Ric(g) = λg.
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Local expressions

Choose local coordinates (x1, . . . , xn) on M and write:

∇∂/∂xi

∂
∂xj

=
∑
k

Γkij
∂
∂xk

, gij = g( ∂
∂xi
, ∂
∂xj

), (gij) = (gij)
−1

Local functions Γkij are called Chistoffel symbols.

Theorem ([KN, Prop. III.7.6 + Cor. IV.2.4])

Γkij =
1

2

∑
l

gkl
(
∂iglj + ∂jgil − ∂lgij

)
,

T
(
∂
∂xi
, ∂
∂xj

)
=
∑
k

(Γkij − Γkji)
∂
∂xk

,

R
(
∂
∂xi
, ∂
∂xj

)
∂
∂xk

=
∑
l

Rlijk
∂
∂xl
,

Rlijk =
(
∂jΓ

l
ki − ∂kΓlji

)
+
∑
m

(
ΓmkiΓ

l
jm − ΓmjiΓ

l
km

)
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Low dimensions

n = 2. The curvature tensor is determined by the scalar curvature:

S2(Λ2R2) = Rq ? q, R =
s

4
q ? q.

Notice: Einstein ⇔ constant sc. curvature

n = 3. The curvature tensor is determined by the Ricci curvature:

S2(Λ2R3) = Rq ? q ⊕ S2
0(R3) ? q, R =

s

12
q ? q +Ric0 ? q.

n = 4. Recall: Λ2R4 = Λ2
+ ⊕ Λ2

−. Then

S2
0(R4) ∼= Λ2

+ ⊗ Λ2
−, W ∼= S2

0(Λ2
+)⊕ S2

0(Λ2
−).

Hence, the Weyl tensor splits: W = W+ +W−, W± ∈ S2
0(Λ2

±).
If we consider R as a linear symmetric map of Λ2R4 = Λ2

+ ⊕ Λ2
−,

we have

R =

 W+ + s
12 id Ric0

Ric∗0 W− + s
12 id


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Two Riemannian metrics g and g′ are conformally equivalent if
g′ = eϕg for some ϕ ∈ C∞(M). The class [g] is called the
conformal class of g.

conformal class ⇐⇒ CO(n) = O(n)× R+–structure on M

Prop. The Weyl tensor is conformally invariant.

Proof. g′ ∼ g; ω′, ω corresponding LC connections, ω′ = ω + ξ.
Recall: 0 = T ′ − T = δξ, where
δ : (Rn)∗ ⊗ co(n)→ Λ2(Rn)∗ ⊗ Rn, co(n) = so(n)⊕ R. Since
δ : (Rn)∗ ⊗ so(n)→ Λ2(Rn)∗ ⊗ Rn is an isomorphism, we have
ξ ∈ Ker δ ∼= (Rn)∗. Then

F̃ ′ − F̃ = dω′ − dω + 1
2 [ω′ ∧ ω′]− 1

2 [ω ∧ ω]

= dξ + [ω ∧ ξ] + 1
2 [ξ ∧ ξ]

= ∇ξ + 1
2 [ξ ∧ ξ].

Hence, R′ −R takes values in (Rn)∗ ⊗ (Rn)∗ and thus belongs to
R⊕ S2

0(Rn).
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Geodesics

Def. A curve γ : R→M is called geodesic if ∇γ̇(t)γ̇(t) = 0 for all
t, i.e. if the vector field γ̇ is parallel along γ.

Choose local coordinates (x1, · · · , xn) and write γ : xi = xi(t).

∇γ̇(t)γ̇(t) = 0 ⇐⇒ d2xi
dt2

+
∑
j,k

Γijkẋiẋj = 0, i = 1, . . . , n.

Cor. For any m ∈ M and any v ∈ TmM there exists a unique
geodesic γ such that γ(0) = m and γ̇(0) = v.

Rem. γ is not necessarily defined on the whole real line.

Def. (M, g) is called complete, if each geodesic is defined on the
whole R.
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Def (Exponential map). For m ∈M we define

exp: TmM →M exp(tv) = γv(t).

Rem. In general, exp is defined on Bε(0) only.

Since exp∗ = id at m, exp is a diffeomorphism between some
neighbourhoods of 0 ∈ TmM and m ∈M .

Def (Normal coordinates). The map

M
exp−1

−−−−−→ TmM
p−−−→ Rn, p is an isometry,

defined in a neighbourhood of m is called normal coordinate
system.
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Theorem (Gauss Lemma)

gexpm(v)

(
(expm)∗v, (expm)∗v

)
= gm(v, v), for all v ∈ TmM.

Recall: A solution to the equation

J̈ +R(J, γ̇v)γ̇v = 0, J ∈ Γ(γ∗vTM)

is called a Jacobi vector field along γ. If Jv is the unique Jacobi
vector field satisfying Jv(0) = m, J̇v(0) = v, then

(expm)∗v = Jv(1).
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Def. Hol0p =
{
g | Πγ(p) = pg, γ is contractible

}
⊂ Holp is called

the restricted holonomy group at p ∈ P .

Hol0p is the identity component of Holp.

Consider Rn as an H = Holp–representation and write

Rn = V0 ⊕ V1 ⊕ · · · ⊕ Vk. (3)

Here V0 is a trivial representation (may be 0), all Vi, i ≥ 1, are
irreducible. All Vi are pairwise orthogonal.

Prop. Under (3), H0 = Hol0p is isomorphic to a product

{e} ×H1 × · · · ×Hk.
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Prop. Under (3), H0 = Hol0p is isomorphic to a product

{e} ×H1 × · · · ×Hk.

Proof. Let P be the holonomy bundle through p ∈ Fr(M).
Then, ∀q ∈ P and ∀x, y ∈ Rn we have Rq(x, y) ∈ h. Hence

Rq(x, y)(Vi) ⊂ Vi.
Write x =

∑
xi, y =

∑
yi with xi, yi ∈ Vi. Then〈

R(x, y)u, v
〉

=
〈
R(u, v)x, y

〉
=
∑
i

〈
R(u, v)xi, yi

〉
=
∑
i

〈
R(xi, yi)u, v

〉
,

i.e. R(x, y) =
∑

iR(xi, yi). By the Ambrose–Singer thm,

h = 0⊕ h1 ⊕ · · · ⊕ hk, with hi ⊂ EndVi.

This implies the statement of the Proposition.
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Prop. Under (3), M is locally isomorphic to a Riemannian product

M0 ×M1 × · · · ×Mk, where M0 is flat.

Proof. Denote Ei := P ×H Vi, where P is the holonomy bundle.
Then TM =

⊕
iEi. Each distribution Ei is integrable:

v, w ∈ Γ(Ei)⇒ ∇vw ∈ Γ(Ei) ⇒ [v, w] = ∇vw−∇wv−0 ∈ Γ(Ei).

From the Frobenius thm, in a neigbhd of m we may choose
coordinates

x1
1, . . . x

r1
1 ; . . . ;x1

k, . . . x
rk
k

s.t. ∂

∂xji
is belongs to Ei. If v = ∂

∂xji
, w = ∂

∂xts
, i 6= s, then

∇vw = ∇wv belongs to Es ∩ Ei = 0. Hence,

∂
∂xts

g
(

∂

∂x
j1
i

, ∂

∂x
j2
i

)
= g
(
∇wvj1i , v

j2
i

)
+ g
(
vj1i ,∇wv

j2
i

)
= 0

provided s 6= i. Hence, the restriction of g to Ei depends on xji
only.
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Def. Under the circumstances of the previous Proposition, M is
called locally reducible. M is called locally irreducible if the
holonomy representation is irreducible.

Cor. M is locally irreducible iff M is locally a Riemannian product.

Theorem (de Rham decomposition theorem)

Let M be connected, simply connected, and complete. If the holon-
omy representation is reducible, then M is isometric to a Riemannian
product.

Proof. [KN, Thm. IV.6.1]
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Symmetric spaces

Def. (M, g) is called symmetric if ∀m ∈M ∃ an isometry s = sm
with the following properties:

s(m) = m, (s∗)m = −id on TmM.

Prop. Let M be symmetric. Then

(i) sm is a local geodesic symmetry, i.e.
sm(expm(v)) = expm(−v) whenever expm is defined on ±v;

(ii) (M, g) is complete;

(iii) s2
m = idM .

Proof. (i): sm is isometry ⇒
sm(expm(v)) = expm(s∗v) = expm(−v). (ii): If
γ : (−ε, ε)→M, γ(0) = m is a geodesic, then sm(γ(t)) = γ(−t)
⇒ sγ(τ/2)(γ(t)) = γ(τ − t) ⇒ sγ(τ/2) ◦ sm(γ(t)) = γ(τ + t)
whenever τ/2, t, τ + t ∈ (−ε, ε). Since sγ(τ/2) ◦ sm is globally
defined, γ extends to (0,+∞).
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Prop. A Riemannian symmetric space M is homogeneous, i.e. the
group of isometries acts transitively on M .

Proof. If γ is a geodesic, then γ(t1) is mapped to γ(t2) by sm
with m = γ( t1+t2

2 ).
For any (p, q) ∈M ×M there exists a sequence of geodesic
segments put end to end which joins p and q (in fact, there is a
single geodesic). Then the composition of reflections in the
corresponding middle points maps p to q.

Rem. In fact, we have shown, that the identity component G of
the isometry group acts transitively.

Pick m ∈M and denote K = Stabm ⊂ G. Then M ∼= G/K.
Observe, that G is endowed with the involution

σ : G→ G, f 7→ sm ◦ f ◦ sm
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Theorem ([Helgason. Diff geom and symm spaces, IV.4])

(i) Let G be a connected Lie group with an involution σ and a
left invariant metric which is also right–invariant under
K̂ = {σ(g) = g}. Let K be a closed subgroup of G s.t.
K̂0 ⊂ K ⊂ K̂. Then M = G/K is a symmetric space with its
induced metric.

(ii) Every symmetric space arises as in (i).

(iii) We have the Cartan decomposition: g = k + m with

[k, k] ⊂ k, [k,m] ⊂ m, [m,m] ⊂ k.

Moreover, TmM ∼= m.

(iv) Holm ⊂ K.

Rem. Holonomy groups of Riemannian symmetric spaces were
classified by Cartan (see [Besse. Einstein mflds, 7.H, 10.K])
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Theorem

For a Riemannian mfld M the following conditions are equivalent:

(i) ∇R = 0;

(ii) the local geodesic symmetry sm is an isometry for any
m ∈M .

Def. (M, g) is called locally symmetric, if (i) ⇔ (ii) holds.

Proof. (ii)⇒(i):
sm isometry ⇒ sm preserves ∇R. On the other hand, since ∇R is
of order 5, we must have s∗m(∇R)m = −(∇R)m. Hence,
(∇R)m = 0 ∀m.
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∇R = 0 ⇒ sm is isometry:

γ = γw geodesic through m, (e1, . . . , en) orthonormal frame of
TmM . Define Ei ∈ Γ(γ∗TM) : ∇γ̇Ei = 0, Ei(0) = ei.

∇R = 0 ⇒ R(Ei, γ̇)γ̇ is parallel along γ ⇒
R(Ei, γ̇)γ̇ =

∑
j rijEj with rij = 〈R(Ei, γ̇)γ̇, Ej〉, which is

constant in t.

Write Jv(t) =
∑
aiv(t)Ei(t). Then av satisfies ODE with

constant coefficients äv + rav = 0.

Similarly, for γ̄ = γ−w put Ēi : ∇˙̄γĒi = 0, Ēi(0) = −ei;
J̄v =

∑
āivĒi. Then ¨̄av + rāv = 0 (with the same matrix r!).

Moreover, āv(0) = 0 = av(0) and ˙̄av(0) = ȧv(0). Hence
J̄v(1) = Jv(1). Then

〈Jv(1), Jv(1)〉 = 〈v, v〉 = 〈J̄v(1), J̄v(1)〉
= 〈(sm)∗Jv(1), (sm)∗Jv(1)〉.
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Berger theorem revisited

Theorem (Berger thm)

Assume M is a simply–connected irreducible not locally symmetric
Riemannian mfld of dimension n. Then Hol is one of the following:

Holonomy Geometry Extra structure

• SO(n)
• U(n/2) Kähler complex
• SU(n/2) Calabi–Yau complex + hol. vol.
• Sp(n/4) hyperKähler quaternionic
• Sp(1)Sp(n/4) quaternionic Kähler “twisted” quaternionic
• G2 (n=7) exceptional “octonionic”
• Spin(7) (n=8) exceptional “octonionic”

Torsion Levi–Civita con–n Decomposable metrics Symmetric spaces Berger Thm

Comments to the Berger theorem

• The assumption π1(M) = 0 could be dropped by restricting
attention to Hol0.

• M is locally symmetric ⇒ M is locally isometric to a
symmetric space. Holonomies of simply connected symmetric
spaces are known.

• Irreducibility could be dropped by taking all possible products
of the entries of the Berger list.

• In the theorem, Hol is not just an abstract group, but rather a
subgroup of SO(n), or, equivalently, comes together with an
irreducible n–dimensional representation.

Ex. For instance,

SO(m) =

{(
A 0

0 A

)}
⊂ SO(2m)

is never a holonomy representation of an irreducible manifold (in
fact, this is never a holonomy representation of any Riemannian
manifold).
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Equivalent formulation of the Berger theorem

By inspection, each group in Berger’s list acts transitively on the
unit sphere. On the other hand, all groups acting transitively on
spheres were classified by Montgomery and Samelson in 1943. The
list consists of

U(1) · Sp(m), Spin(9),

and the groups from Berger’s list. The first group never occurs as
a holonomy group (follows from the Bianchi identity). Alekseevsky
proved in 1968 that Spin(9) can occur as holonomy group of a
symmetric space only. Hence, the following theorem is equivalent
to Berger’s classification theorem.

Theorem (Berger)

Assume that the holonomy group of an irreducible Riemannian man-
ifold does not act transitively on spheres. Then M is locally sym-
metric.
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Second fundamental form

Let M̄ be a Riemannian mfld, M ⊂ M̄ .
Write TM̄ = TM ⊕ νM along M .

∇̄vw =
(
∇̄vw

)T
+
(
∇̄vw

)⊥
= ∇vw+α(v, w), where v, w ∈ X(M).

Prop.

• ∇ is the Levi–Civita connection on M wrt the induced metric;

• α ∈ Γ
(
S2(TM)⊗ νM

)
.

α is called the second fundamental form of M .

M is called totally geodesic, if geodesic in M ⇒ geodesic in M̄ .

Let γ be a geodesic in M . Then ∇̄γ̇ γ̇ = 0 + α(γ̇, γ̇). Hence,

M is totally geodesic ⇐⇒ α = 0.

Submanifolds G-actions Berger Thm Holonomy and cohomology

Shape operator

Similarly, if v ∈ X(M), ξ ∈ Γ(νM), then

∇̄vξ =
(
∇̄vξ

)T
+
(
∇̄vξ

)⊥
= −Aξv +∇⊥v ξ.

Aξ is called the shape operator.

Let w ∈ X(M). Then, differentiating equality ḡ(w, ξ) = 0 in the
direction of v, we obtain

ḡ
(
α(v, w), ξ

)
= ḡ(Aξv, w).
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M ⊂ M̄ , Π̄γ parallel transport of M̄ .

Prop. M is totally geodesic if and only if ∀γ : [0, 1] → M and
∀v ∈ Tγ(0)M Π̄γv ∈ Tγ(1)M.

Proof. (⇐) Let γ = γv be a geodesic in M through m. Denote
by Π̄t

γ the parallel transport in M̄ along γ(τ), τ ∈ [0, t]. Then

Π̄t
γv = projTM Π̄t

γv = Πt
γv = γ̇(t),

i.e. γ is a geodesic in M̄ .

(⇒) [KN, Thm VII.8.4]

Submanifolds G-actions Berger Thm Holonomy and cohomology

Let M be a smooth G-mfld, where G is a Lie gp acting properly.
Gm := {g | gm = m} isotropy subgroup.

Theorem

Let G be cmpt. For m ∈M and H = Gm there exist a unique H–
representation V and a G–equivariant diffeomorphism ϕ : G×HV →
M onto an open neighbourhood of Gm s.t. ϕ([g, 0]) = gm.

V is called the slice representation of M at m.

Observe: G→ G/H is a principal H–bundle. Moreover,
G/H = G/Gm ∼= Gm. Since the zero–section of G×H V → G/H
is identified with the orbit Gm, we obtain ν(Gm) ∼= G×H V . In
particular, νm(Gm) ∼= V .

On the other hand, H preserves Gm. The induced representation
of H on Tm(Gm) is called the isotropy representation.
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For subgroups H,K ⊂ G we write H ∼ K if H is conjugate to K.
(H) conjugacy class of H.
(H) ≤ (K) if H is conjugate to a subgroup of K.
M(H) = {m | Gm ∼ H}.

Theorem

Let G be a compact group. Assume M/G is connected. Then there
exists a unique isotropy type (H) of M such that M(H) is open and
dense in M . Each other isotropy type (K) satisfies (H) ≤ (K).

Proof. [tom Dieck. Transformation groups. Thm. 5.14]

Submanifolds G-actions Berger Thm Holonomy and cohomology

Strategy of the proof of the Berger thm

Step 1. H = Holm is not transitive on the sphere ⇒ for any
principal v there exists a family Fv of normal subspaces to
non–trivial orbits of H, which generates TmM .

Step 2. For any v ∈ TmM, v 6= 0, the submfld
Nv = expm

(
νv(Hv)

)
is totally geodesic.

Step 3. The normal holonomy group H⊥ of Hv ⊂ TmM acts by
isometries on Nv. Moreover, H⊥ ⊃ Hol(Nv).

Step 4. Hol(Nv) acts by isometries on Nv ⇒ Nv is locally
symmetric.

Step 5. Almost all geodesics through m are contained in a family
of loc. symmetric and totally geodesic submflds ⇒ M is locally
symmetric at m.
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Strategy of the proof of the Berger thm

Step 1. H = Holm is not transitive on the sphere ⇒ for any
principal v there exists a family Fv of normal subspaces to
non–trivial orbits of H, which generates TmM .

Step 2. For any v ∈ TmM, v 6= 0, the submfld
Nv = expm

(
νv(Hv)

)
is totally geodesic.

Step 3. The normal holonomy group H⊥ of Hv ⊂ TmM acts by
isometries on Nv. Moreover, H⊥ ⊃ Hol(Nv).

Step 4. Hol(Nv) acts by isometries on Nv ⇒ Nv is locally
symmetric.

Step 5. Almost all geodesics through m are contained in a family
of loc. symmetric and totally geodesic submflds ⇒ M is locally
symmetric at m.

Submanifolds G-actions Berger Thm Holonomy and cohomology

Let M be a Riemannian mfld, m ∈M , ρ injectivity radius at m.

Gluing Lemma

∀v ∈ TmM let Fv be a family of subspaces of TmM s.t.

(i) v ∈W for any W ∈ Fv;

(ii) expm(Wρ) is a totally geodesic and (intrinsically) loc. symm.

Assume that for any v in some dense Ω ⊂ Bρ(0) the family Fv
spans TmM , where Bρ(0) ⊂ TmM is the ball of radius ρ. Then the
local geodesic symmetry sm is an isometry.

Proof. Let v ∈ Ω, γ = γv is the geodesic through m. Choose a
frame (e1, . . . , en) of TmM s.t. ei belongs to some Wi ∈ Fv. Let
(E1, . . . , En) be parallel vector fields along γ with Ei(0) = ei.

Then rij = 〈R(Ei, γ̇)γ̇, Ej〉 is constant in t. Indeed, ∃W ∈ Fv s.t.
ei ∈W . Hence, Ei is tangent to expm(W ) and γ(t) ∈ expm(W ).
expm(W ) is loc. symmetric ⇒ (∇γ̇R)(Ei, γ̇) = 0⇒ ṙij = 0.

Thus, in the frame Ei, Jacobi fields correspond to solutions of
ä+ ra = 0, where r = const. Hence the statement.
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Strategy of the proof of the Berger thm

Step 1. H = Holm is not transitive on the sphere ⇒ for any
principal v there exists a family Fv of normal subspaces to
non–trivial orbits of H, which generates TmM .

Step 2. For any v ∈ TmM, v 6= 0, the submfld
Nv = expm

(
νv(Hv)

)
is totally geodesic.

Step 3. The normal holonomy group H⊥ of Hv ⊂ TmM acts by
isometries on Nv. Moreover, H⊥ ⊃ Hol(Nv).

Step 4. Hol(Nv) acts by isometries on Nv ⇒ Nv is locally
symmetric.

Step 5. Almost all geodesics through m are contained in a family
of loc. symmetric and totally geodesic submflds ⇒ M is locally
symmetric at m.

Submanifolds G-actions Berger Thm Holonomy and cohomology

Lemma A

Assume a compact subgroup G ⊂ SO(n) does not act transitively
on Sn−1. Let v be a principal vector of G. Then there exists
ξ ∈ νv(Gv), ξ 6= λv, s.t. the family of normal spaces νγ(t)

(
Gγ(t)

)
spans Rn, where γ(t) = v + tξ, t ∈ R.

Proof. [Olmos, A geometric proof..., Lemma 2.2]

Lemma B

(i) Nv is a totally geodesic submanifold of M ;

(ii) Nv is (intrinsically) locally symmetric.

Proof. Will be sketched below.
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Theorem (Berger)

Assume that the holonomy group of an irreducible Riemannian man-
ifold does not act transitively on spheres. Then M is locally sym-
metric.

Proof. Pick m ∈M . Let O ⊂ TmM be subset of principal
vectors. Then O is open and dense. Pick v ∈ O.

Lemma A ⇒ ∃γ(t) = v + tξ s.t. the family
Fv =

{
νγ(t)

(
Gγ(t)

)
| t ∈ R

}
spans TmM .

Observe: ξ ∈ νv
(
Gv
)
⇒ v ∈ νv+ξ

(
G(v + ξ)

)
. Indeed,

G ⊂ SO(TmM)⇒ g ⊂ so(TmM). Hence, for any A ∈ g we have

0 = 〈Av, v + ξ〉 = −〈v,A(v + ξ)〉.
The first equality follows from Tv(Gv) = {Av | A ∈ g}.
Therefore, v ∈ νγ(t)

(
Gγ(t)

)
for any t. Lemma B ⇒ assumptions

of the Gluing Lemma are satisfied. Then Gluing Lemma implies
that M is locally symmetric.
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Strategy of the proof of the Berger thm

Step 1. H = Holm is not transitive on the sphere ⇒ for any
principal v there exists a family Fv of normal subspaces to
non–trivial orbits of H, which generates TmM .

Step 2. For any v ∈ TmM, v 6= 0, the submfld
Nv = expm

(
νv(Hv)

)
is totally geodesic.

Step 3. The normal holonomy group H⊥ of Hv ⊂ TmM acts by
isometries on Nv. Moreover, H⊥ ⊃ Hol(Nv).

Step 4. Hol(Nv) acts by isometries on Nv ⇒ Nv is locally
symmetric.

Step 5. Almost all geodesics through m are contained in a family
of loc. symmetric and totally geodesic submflds ⇒ M is locally
symmetric at m.
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Theorem (Cartan)

Let V ⊂ TmM . Then expm(Vρ) is totally geodesic submanifold if
and only if the curvature tensor of M preserves the parallel transport
of V along geodesics γv with γv(0) = m, v ∈ V .

U := ΠγV . Then “R preserves U” means: Rγ(1)(U,U)U ⊂ U.

Proof. [Berndt–Olmos–Console, Submflds and hol., Thm 8.3.1]
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Nv := expm
(
νv(Hv) ∩Bρ(0)

)
, where v ∈ TmM \ {0}.

Lemma B

(i) Nv is a totally geodesic submanifold of M .

Proof. Denote

R = span
{
R̄(x, y) = Π−1γ R

(
Πγx,Πγy

)
Πγ

}
.

Then the Ambrose–Singer thm states that R = h ⊂ so(TmM).

ξ ∈ νv(Hv) ⇐⇒ 0 = 〈R̄(x, y)v, ξ〉 = 〈R̄(v, ξ)x, y〉,

where x, y ∈ TmM, and R̄ ∈ R are arbitrary. Hence, R̄(v, ξ) = 0.
Then, for any η ∈ νv(Hv), the Bianchi identity yields:
R̄(ξ, η)v = −R̄(η, v)ξ− R̄(v, ξ)η = 0. Thus R̄(ξ, η) belongs to the
isotropy subalgebra and R̄(ξ, η)νv(Hv) ⊂ νv(Hv) ⇒

R̄
(
νv(Hv), νv(Hv)

)
νv(Hv) ⊂ νv(Hv). (1)

Since (1) holds at any pt (after parallel transport), the hypotheses
of the Cartan Thm are satisfied. Hence the statement.
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Strategy of the proof of the Berger thm

Step 1. H = Holm is not transitive on the sphere ⇒ for any
principal v there exists a family Fv of normal subspaces to
non–trivial orbits of H, which generates TmM .

Step 2. For any v ∈ TmM, v 6= 0, the submfld
Nv = expm

(
νv(Hv)

)
is totally geodesic.

Step 3. The normal holonomy group H⊥ of Hv ⊂ TmM acts by
isometries on Nv. Moreover, H⊥ ⊃ Hol(Nv).

Step 4. Hol(Nv) acts by isometries on Nv ⇒ Nv is locally
symmetric.

Step 5. Almost all geodesics through m are contained in a family
of loc. symmetric and totally geodesic submflds ⇒ M is locally
symmetric at m.
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Lem. Let ϕt : S → M be a smooth family of totally geodesic
submanifolds of M . If ξt = ∂tϕt ⊥ ϕt(S), then id : (S, ϕ∗0g) →
(S, ϕ∗t g) is an isometry.

Proof. Put St = ϕt(S) ⊂M with its induced metric. Let γw be a
geodesic of S0 through m, w ∈ TmM . Then

d
dtg
(
(ϕt)∗w, (ϕt)∗w

)
= ∂

∂tg
(
∂
∂s

∣∣
s=0

ϕt(γw(s)), ∂∂s
∣∣
s=0

ϕt(γw(s))
)

= 2g
(
∇t ∂

∂s

∣∣
s=0

ϕt(γw(s)), ∂∂s
∣∣
s=0

ϕt(γw(s))
)

= 2g
(
∇s
∣∣
s=0

∂
∂tϕt(γw(s)), (ϕt)∗w

)
= −2g

(
Aξt(ϕt)∗w, (ϕt)∗w

)
= 0.

Therefore, g
(
(ϕt)∗w, (ϕt)∗w

)
does not depend on t.
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Lem. The normal holonomy group H⊥ of Hv ⊂ TmM acts by
isometries on Nv.

Proof. Let c : [0, 1]→ Hv, c(0) = v. Denote by Π⊥t the normal
parallel transport along c|[0,t]. By Lemma B, (i)

ϕt : νv(Hv)→M, ϕt = expm ◦Π⊥t
is a one–parameter family of totally geodesic submanifolds.

Put ξt = ∂tϕt. Want to show ξt ⊥ Imϕt = expm
(
Π⊥t (νv(Hv))

)
.

It suffices to show that ξ0 ⊥ expm(νv(Hv)) = Nv, since for t > 0
the proof is obtained by replacing v by c(t).

For an arbitrary η ∈ νv(Hv), J(s) = ξ0(sη) = ∂
∂t |t=0 expm(sΠ⊥t η)

is the Jacobi v.f. along γη(s). Initial conditions: 0 and
d
dt |t=0Π

⊥
t η = −Aη ċ(0) +∇⊥Π⊥t η = −Aη ċ(0) ⊥ TmNv = νv(Hv).

Hence, ξ0(sη) ⊥ Nv for all s. Hence, ξ0 ⊥ Nv.

Therefore, ϕt induces an isometry Nv → N c(t). If c is a loop, we
obtain an isometry Nv → Nv.
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Theorem

Assume a connected Lie gp H ⊂ SO(n) acts irreducibly on Rn.
Then the image of the connected component of the isotropy gp
(Hv)0 is contained in H⊥.

Proof. [Berndt–Console–Olmos, Cor. 6.2.6]

Prop. The holonomy gp Hv of Nv is contained in the image of
(Hv)0 under the slice representation.

Proof. The proof is similar to the proof of the fact that Nv is
totally geodesic. For details see [Olmos, p.586]

Cor. Hv ⊂ H⊥.
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Strategy of the proof of the Berger thm

Step 1. H = Holm is not transitive on the sphere ⇒ for any
principal v there exists a family Fv of normal subspaces to
non–trivial orbits of H, which generates TmM .

Step 2. For any v ∈ TmM, v 6= 0, the submfld
Nv = expm

(
νv(Hv)

)
is totally geodesic.

Step 3. The normal holonomy group H⊥ of Hv ⊂ TmM acts by
isometries on Nv. Moreover, H⊥ ⊃ Hol(Nv).

Step 4. Hol(Nv) acts by isometries on Nv ⇒ Nv is locally
symmetric.

Step 5. Almost all geodesics through m are contained in a family
of loc. symmetric and totally geodesic submflds ⇒ M is locally
symmetric at m.
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Lem. Let M be a Riemannian mfld with the following property:
for any m ∈ M each restricted holonomy transformation of TmM
extends via the exponential map to a local isometry. Then M is
locally symmetric.

Sketch of the proof. Can assume that H = Hol(M) acts
irreducibly. Denote K = {K | LKg = 0, K ∈ X(Um)}. Then
Km = {K(m) | K ∈ K} is a non-trivial H–invariant subspace of
TmM . Hence, Km = TmM .

Then, for each v ∈ TmM there exists a unique K ∈ K s.t.
K(m) = v and (∇K)m = 0. For such K, the integral curve
t 7→ ϕKt (m) through m is a geodesic. Moreover, the parallel
transport along this geodesic is given by (ϕKt )∗. This implies the
local symmetry.

Lemma B

(ii) Nv is (intrinsically) locally symmetric.
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Hodge theory in a nutshell

Let V be an oriented Euclidean vector space, dimV = n. Then
the Hodge operator ∗ : ΛkV ∗ → Λn−kV ∗ is defined by the relation

α ∧ ∗β = 〈α, β〉vol, for all α ∈ ΛkV ∗.

∗ is an SO(V )–equivariant isomorphism, ∗−1 = (−1)k(n−k)∗.
Hence, for any oriented Riemannian manifold (M, g) we have a
well defined map ∗ : ΛkT ∗M → Λn−kT ∗M .

Define d∗ : Ωk(M)→ Ωk−1(M) by d∗ = (−1)n(k+1)+1 ∗ d ∗ .
Then, if M is compact, Stokes’ theorem implies that

〈dα, β〉L2 = 〈α, d∗β〉L2 , for any α ∈ Ωk−1, β ∈ Ωk.

∆ = dd∗ + d∗d : Ωk → Ωk is called the Laplace operator. It is
second order elliptic PDO. Denote H k = Ker(∆: Ωk → Ωk).

Theorem (Hodge)

Every de Rham cohomology class contains a unique harmonic rep-
resentative and Hk

dR
∼= H k.
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It is known, that all Λk(Rn)∗ are irreducible as
O(n)–representations. However, if G ⊂ O(n), then Λk(Rn)∗ does
not need to be irreducible as G–representation.

Model example: G = SO(4) ⊂ O(4)

∗2 = id on Λ2(R4)∗ ⇒ Λ2(R4)∗ ∼= Λ2
+ ⊕ Λ2

− as
SO(4)–representation. Hence, for any oriented Riemannian
four–manifold we have ΛnT ∗M ∼= Λn+T

∗M ⊕ Λn−T
∗M . Since

∆∗ = ∗∆, we have H 2 ∼= H 2
+ ⊕H 2

− , b2 = b+ + b−.
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Let H = Hol and P be the holonomy bundle. Consider Λk(Rn)∗

as H–representation. Let

Λk(Rn)∗ ∼=
⊕
i∈Ik

Λki (Rn)∗

be the decomposition into irreducible components. Then

ΛkT ∗M ∼=
⊕
i∈Ik

Λki T
∗M, where Λki T

∗M = P ×H Λki (Rn)∗.

Lem. Denote Ωk
i (M) = Γ(Λki T

∗M). Then ∆(Ωk
i ) ⊂ Ωk

i . Hence,

H k ∼=
⊕

H k
i , bk =

∑
i∈Ik

bik.

This statement follows from the Weitzenböck formula for the
Laplacian [Besse. 1I, Lawson–Michelson. II.8]

Submanifolds G-actions Berger Thm Holonomy and cohomology

The refined Betti numbers bik carry both topological and
geometrical information. They give obstructions to existence of
metrics with non–generic holonomy.

Ex. If M admits a Kähler metric, then odd Betti numbers of M
are even.

Another example of connection between holonomy groups and
cohomology gives the following consideration. If for some i
Λki (Rn)∗ is a trivial H–representation, then bki = dim Λki (Rn)∗.
Indeed, each ξ0 ∈ Λki (Rn)∗ corresponds to a parallel ξ ∈ Ωk

i . Then
∇ξ = 0 ⇒ dξ = 0 = d∗ξ. Hence, ∆ξ = 0. On the other hand,
from the Weitzenböck formula one obtains ∆ξ = 0 ⇒ ∇ξ = 0.
Therefore,

H k
i
∼= {ξ | ∇ξ = 0 }.
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Algebraic preliminaries Complex Mflds Structure Function Kähler metrics

A complex structure on a real vector space V (necessarily of even
dimension) is an endomorphism J s.t. J2 = −1. This establishes
the correspondence

{real vector spaces equipped with J} ∼= {complex vector spaces}
Notice: J∗ is a complex structure on V ∗.

Let V be a real vector space. Then VC = V ⊗ C is a complex
vector space endowed with an antilinear map ·̄ : VC → VC,
v ⊗ z 7→ v ⊗ z̄.

Prop. Let V be a real vector space equpped with a complex struc-
ture. Then

• VC = V 1,0 ⊕ V 0,1, where V 1,0 and V 0,1 are eigenspaces of J
corresponding to eigenvalues +i and −i respectively;

• V 1,0 = {v ⊗ 1− Jv ⊗ i | v ∈ V }, V 0,1 = {v ⊗ 1 + Jv ⊗ i};
• ·̄ : V 1,0 → V 0,1 is an (antilinear) isomorphism.

• V 1,0 ∼= (V, J), V 0,1 ∼= (V,−J).
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Similarly, V ∗C
∼= (V ∗)1,0 ⊕ (V ∗)0,1 and therefore

ΛkV ∗C
∼=
⊕
p+q=k

Λp,qV ∗, where Λp,qV ∗ = Λp(V ∗)1,0⊗Λq(V ∗)0,1.

A Hermitian scalar product on (V, J) is a scalar product h on V
s.t. h(Jv, Jw) = h(v, w). Then ω(v, w) = h(Jv,w) is
skew–symmetric. Since ω(Jv, Jw) = ω(v, w) we obtain ω ∈ Λ1,1.

Consider the case (V, J) = (R2m, J0), where

J0 =

(
0 −1m
1m 0

)
Thus, (R2m, J0) can be identified with Cm. Then the standard
Euclidean scalar product is Hermitian and ω0 = 2

∑m
j=1 dxj ∧ dyj .
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Denote

Sp(2m;R) = {A ∈ GL2m(R) | ω0(A·, A·) = ω0(·, ·) ⇔ AJ0A
T = J0},

GLm(C) = {A ∈ GL2m(R) | A ◦ J0 = J0 ◦A}.

Then we have

U(m) = SO(2m) ∩ Sp(2m;R)

= SO(2m) ∩GLm(C)

= GLm(C) ∩ Sp(2m;R).
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Representations of U(m)

Observe that Λp,p is invariant subspace wrt the conjugation.
Hence, Λp,p is the complexification of some real vector space:

Λp,p ∼= [Λp,p]r ⊗ C.

Namely, [Λp,p]r = {α | ᾱ = α}. Similarly, if p 6= q

Λp,q ⊕ Λq,p = [Λp,q]r ⊗ C.

In particular, we have

(R2m)∗ ∼= [Λ1,0]r, Λ2(R2m)∗ ∼= [Λ1,1]r ⊕ [Λ2,0]r.

Since U(m) ⊂ SO(2m), we also have

Λ2(R2m)∗ ∼= so(2m) = u(m)⊕ u(m)⊥.

Prop. u(m) = [Λ1,1]r, u(m)⊥ ∼= [Λ2,0]r.

Proof. Exercise.
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Let (V, J, h) be a Hermitian vector space, ω = h(J ·, ·). Consider
the map L : ΛV ∗C → ΛV ∗C , L(α) = ω ∧ α, which is
U(V )–equivariant. Denote Λ = L∗, B = [Λ, L]. Then

[B,L] = −2L and [B,Λ] = 2Λ,

i.e. ΛV ∗C is an sl2(C)–representation. This leads to the following
decomposition of Λp,q into irreducible components.
For p+ q ≤ m, denote Λp,q0 = L(Λp−1,q−1)⊥. It is called the space
of primitive (p, q)–forms.

Theorem (Lefschetz decomposition)

For p ≥ q and p+ q ≤ m there is a U(V )–invariant decomposition

Λp,q ∼= Λp,q0 ⊕ Λp−1,q−1
0 ⊕ · · · ⊕ Λp−q+1,1

0 ⊕ Λp−q,0.

See [Wells. Differential analysis on cx mflds. 5.1] for details.
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Complex manifolds

For a real mfld M , a section I of End(TM) s.t. I2 = −id is called
an almost complex structure. If M admits an almost complex
structure, then M is necessarily orientable mfld of even dimension.
To each I, we associate the Nijenhuis tensor:

NI(v, w) = [Iv, Iw]− I[Iv, w]− I[v, Iw]− [v, w], v, w ∈ (M).
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Denote Ωp,q(M) = Γ(Λp,qT ∗M).

Theorem

For an almost complex mfld the following statements are equivalent:

(i) v, w ∈ Γ(T 1,0M) ⇒ [v, w] ∈ Γ(T 1,0M);

(ii) dΩ1,0 ⊂ Ω2,0 + Ω1,1;

(iii) dΩp,q ⊂ Ωp+1,q + Ωp,q+1;

(iv) NI ≡ 0.

Proof. (i)⇔ (ii)⇔ (iii): Exercise.
To prove (i)⇔ (iv) observe that v ∈ Γ(T 1,0M) ⇔ v = v0− iIv0,
v0 ∈ X(M), and similarly for w. Denote x = [v, w]. Then

2(x+ iIx) = −N(v0, w0)− iIN(v0, w0).

Hence, x0,1 = 0 ⇔ N(v0, w0) = 0.

Exercise. Let α ∈ Ω1,0(M). Show that (dα)0,2 can be identified
with α ◦NI .
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Newlander–Nirenberg Theorem

α1, . . . , αm ∈ Ω1,0(U), m = dimRM/2,M ⊃ U is open

Assume αj are closed and pointwise linearly independent. Then
N ≡ 0, since (dαj)

0,2 ∼= 0 for all j. After restricting to a possibly
smaller domain, all αj can be assumed to be exact:
αj = dfj , fj = xj + yji : U → C. Then each fj is I–holomorphic,
i.e.

dfj ◦ I = idfj ⇐⇒ dfj ∈ Ω1,0.

Hence we obtain local holomorphic coordinates on M .

Rem. This reasoning shows that if NI 6= 0 usually there are no
holomorphic functions on M (even locally).

Theorem (Newlander–Nirenberg)

NI ≡ 0 iff M is a complex mfld, i.e. admits an atlas whose transition
functions are holomorphic.
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Write

∂ = d1,0 : Ωp,q → Ωp+1,q, ∂̄ = d0,1 : Ωp,q → Ωp,q+1.

For complex mflds, d = ∂ + ∂̄. Hence,

d2 = 0 ⇐⇒ ∂2 = 0, ∂̄2 = 0, ∂∂̄ + ∂̄∂ = 0. (1)

Any α ∈ Ωp,q can be written locally as a sum of the following
forms: β = fdzj1 ∧ · · · ∧ dzjp ∧ dz̄k1 ∧ · · · ∧ dz̄kq . Then

∂β =

n∑
j=1

∂f
∂zj
dzj ∧ . . . , ∂β =

n∑
j=1

∂f
∂z̄j
dz̄j ∧ . . .

From (1) we obtain that

Ωp,0 ∂̄−−→ Ωp,1 ∂̄−−→ . . .
∂̄−−→ Ωp,n

is a complex for any p. It is called Dolbeault complex.

Hp,q =
Ker

(
∂̄ : Ωp,q → Ωp,q+1

)
Im
(
∂̄ : Ωp,q−1 → Ωp,q

)
are called Dolbeault cohomology groups.
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Structure function of an H–structure

Recall: Let P ⊂ FrM be an H–structure endowed with two
connections ω and ω′ = ω − ξ. Then T ′ − T = δξ. Here
T, T ′ : P → Λ2(Rn)∗ ⊗ Rn, ξ : P → (Rn)∗ ⊗ h are regarded as
H–equivariant maps and

δ : (Rn)∗ ⊗ h ↪→ (Rn)∗ ⊗ (Rn)∗ ⊗ Rn −→ Λ2(Rn)∗ ⊗ Rn.

For H = SO(n) the map δ is an isomorphism.

Consider

T0 : P
T−−→ Λ2(Rn)∗ ⊗ Rn → Coker δ = Λ2(Rn)∗ ⊗ Rn/ Im δ.

By construction, T0 does not depend on the choice of connection
and is called the structure function of P . It is the obstruction to
the existence of a torsion–free connection on P .
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Structure function of a GLm(C)–structure

Theorem

Let P ⊂ Fr be a GLm(C)–structure, i.e. M is an almost cx mfld.
Then P admits a connection, whose torsion is given by T = 1

8N .

Proof. [KN, Thm IX.3.4].

Cor. The structure function of a GLm(C)–structure can be iden-
tified with the Nijenhuis tensor.
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Assume that V is an SO(n)–representation and
H = Stabη, η ∈ V . Then

Λ2(Rn)∗ ∼= so(n) = h⊕ h⊥.

Since δso(n) is an isomorphism, we have

• δ : (Rn)∗ ⊗ h→ Λ2(Rn)∗ ⊗ Rn is injective;

• Coker δ ∼= (Im δ)⊥ ∼= (Rn)∗ ⊗ h⊥.

Recall that η defines an equivariant map η̃ : FrSO → V .

Prop. The obstruction T0(p) to the existence of a torsion–free
H–connection can be identified with (∇η̃)(p), and has values in the
space (Rn)∗ ⊗ h⊥.
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Prop. The obstruction T0(p) to the existence of a torsion–free
H–connection can be identified with (∇η̃)(p), and has values in the
space (Rn)∗ ⊗ h⊥.

Proof. The obstruction T0(p) is a component of the torsion of
any H–connection ω′ on P ⊂ FrSO. Extend ω′ to a connection on
P and denote ξ = ω − ω′ : P → (Rn)∗ ⊗ so(n), where ω is the
Levi–Civita connection. Since T ≡ 0, T ′ is identified with ξ.
Observe

∇′η̃ = 0 ⇒ ∇η̃(p) = −ξ(p)η̃. (2)

Consider the map ν : so(n)→ EndV
evη−−−→ V, where the first

arrow is the infinitesimal SO(n)–action. Then Ker ν = h and
ν : h⊥ → V is an embedding. From (2), ξ(p)η̃ ≡ T0(p) has values
in (Rn)∗ ⊗ h⊥ and can be identified with ∇η̃.
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Recall: U(m) = SO(2m) ∩ Sp(2m;R)

= SO(2m) ∩GLm(C)

= GLm(C) ∩ Sp(2m;R).

Hence, a U(m)–structure on M is given by one of the following
piece of data

(i) A Riemannian metric g and an “almost symplectic form” ω

s.t. TM
ĝ−−→ T ∗M

ω̂−1

−−−−→ TM is an almost cx structure;

(ii) A Riemannian metric g and an orthogonal almost cx str. I;

(iii) An almost complex structure I and an “almost symplectic
form” ω s.t. ω(·, I·) is positive–definite.

Recalling that u(m)⊥ ∼= [Λ0,2]r we obtain

Prop. The structure function T0 of a U(m)–structure can be
identified with ∇ω and takes values in

(R2m)∗ ⊗ [Λ0,2]r ∼= [Λ0,1 ⊗ Λ0,2]r ⊕ [Λ1,2]r.
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Kähler metrics

A manifold M equipped with a U(m)–structure P is called Kähler
if the Levi–Civita connection reduces to P . This is equivalent to
any of the following conditions

(i) ∇ω = 0;

(ii) ∇J = 0;

(iii) Hol(M) ⊂ U(m);

(iv) P admits a torsion–free connection.

Prop. Let (M, g) be a Riemannian mfld equipped with an orthog-
onal integrable complex structure I. Denote ω(I·, ·). Then g is
Kähler iff

dω = 0 ⇔ ∂̄ω = 0.

Cor. Let M be Kähler and Z ⊂ M be a complex submanifold.
Then the induces metric on Z is also Kähler.
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Prop. Let (M, g) be a Riemannian mfld equipped with an orthog-
onal integrable complex structure I. Denote ω(·, ·) = g(I·, ·). Then
g is Kähler iff

dω = 0 ⇔ ∂̄ω = 0.

Proof. First observe that dω = 0 ⇔ ∂̄ω = 0, since ω is a real
(1, 1)–form and (dω)0,3 = 0 = (dω)3,0 by the integrability of the
complex structure.

If g is Kähler, then ∇ω = 0 ⇒ dω = 0.

Assume now dω = 0. First observe that the component of ∇ω
lying in [Λ0,1 ⊗ Λ0,2]r can be identified with the structure function
of the corresponding GLm(C)–structure and therefore vanishes.
dω is the image of ∇ω under the antisymmetrisation map:

[Λ1,2]r ∼= [Λ1,2
0 ]r ⊕ [Λ0,1]r −→ Λ3 ∼= [Λ0,3]r ⊕ [Λ2,1

0 ]⊕ [Λ0,1]r.

Hence, the component of ∇ω in [Λ1,2]r is determined by (dω)1,2

and therefore vanishes.
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Kähler potentials

Let f : Cm → R. The Levi form of f

−i∂∂̄f = −i
m∑
j,k

∂2f

∂zj∂z̄k
dzj ∧ dz̄k

is of type (1, 1), real, and closed, since ∂∂̄ = 1
2d(∂̄ − ∂). The Levi

form defines a Kähler metric iff it is positive definite. Conversely, a
real closed (1, 1)–form ω is locally expressible as −i∂∂̄f for some
real function f . If ω is a Kähler form, the function f is called a
Kähler potential.

Ex.

(i) f =
∑m

j=1 |zj |2 is a Kähler potential of the flat metric on Cm;
(ii) − log f : Cm \ 0→ R determines a Kähler potential on

CPm−1. This metric is called the Fubini–Study metric.

Cor. Any complex submanifold of CPm is Kähler.
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Cohomology of Kähler manifolds

Let (M, I, g, ω) be an almost Kähler mfld. Then
H(v, ω) = g(v, w̄) is a Hermitian scalar product on TCM , i.e. H is
a sesquilinear and positive-definite. The Hodge operator for
complexified forms is defined similarly to the real case:

α ∧ ∗β = H(α, β)vol.

Hence, ∗ is antilinear. Moreover, ∗ : Ωp,q → Ωm−q,m−p. By
analogy with the real case, define

∂̄∗ = − ∗ ∂̄ ∗ and ∆∂̄ = ∂̄∂̄∗ + ∂̄∗∂̄.

Then, just like for the de Rham cohomology, we have

Theorem

Every Dolbeault cohomology class on a compact Hermitian mfld
has a unique ∆∂̄–harmonic representative and Hp,q ∼= Hp,q =
Ker

(
∆∂̄ : Ωp,q → Ωp,q).
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Prop. If M is Kähler, then 2∆∂̄ = ∆.

Hence, we obtain

Theorem

Let M be a compact Kähler mfld. Then

Hk(M ;C) =
⊕
p+q=k

Hp,q(M).

Moreover, Hp,q = Hq,p and Hp,q ∼= (Hm−p,m−q)
∗

(Serre duality).

Serre duality: If α ∈ Hp,q, then ∗α ∈ Hm−q,m−p. Since∫
M

α ∧ ∗α =
∫
M

‖α‖2vol, the pairing

Hp,q ×Hn−p,n−q → C, (α, β) 7→
∫
M

α ∧ β is nondegenerate.

Hence, Hp,q ∼= (Hn−p,n−q)∗.
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Define the Hodge numbers hp,q by hp,q = dimHp,q(M). Then for
compact Kähler mflds we have

bk =
k∑
j=0

hj,k−j and hp,q = hq,p = hm−p,m−q = hm−q,m−p.

Cor. If M is compact Kähler mfld, then odd Betti numbers of M
are even.

Theorem (Hard Lefschetz theorem)

On a compact Kähler mfld M2m, there is a decomposition

Hk(M,R) =
⊕
p+q=k

min(p,q)⊕
r=0

Hp−r,q−r
0 (M), 0 ≤ k ≤ m.

Idea of the proof: The sl2(C)-action on Ω•(M,C) descents to
H•(M ;C) and respects bidegree and real structure. See [Wells] or
[Huybrechts, Complex geometry] for details.
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Curvature of Kähler mflds

Recall: R = Ker
(
b : S2(Λ2(Rn))→ S2(Λ2Rn)

)
is the space of

algebraic curvature tensors, where b : S2(Λ2Rn)→ Λ4Rn is the
Bianchi map (full antisymmetrization).
Let P ⊂ FrSO be a principal H-bundle equipped with a connection
ϕ. then the curvature tensor takes values in h. Hence, we obtain

Prop. For any p ∈ P the curvature R(p) belongs to the space

RH = Ker(b : S2h→ S2h)

and we have the commutative diagram

R ⊂ - S2(Λ2Rn)
b
- Λ4Rn

RH
∪

6

⊂ - S2h

∪

6

- Λ4Rn

wwwwwwwwww
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Consider now the case H = U(m) and recall that u(m) ∼= [Λ1,1]r.
Hence,

S2(u(m)C) ∼= S2(Λ1,1)

∼= S2(Λ1,0)⊗ S2(Λ0,1)⊕ Λ2(Λ1,0)⊗ Λ2(Λ0,1)

∼= S2,2 ⊕ Λ2,2.

In analogy to the decomposition

Λ2,2 ∼= Λ2,2
0 ⊕ Λ1,1

0 ⊕ C

we may write
S2,2 ∼= BC ⊕ Λ1,1

0 ⊕ C,

where BC denotes the primitive component.

Prop. RU(m) ∼= B⊕ [Λ1,1
0 ]r ⊕ R, RSU(m) ∼= B.

Proof. [Salamon, Prop. 4.7].
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Ricci form

Observe: RU(m) ⊂ End(Λ1,1).

Prop. For R ∈ RU(m) denote r = c(R), where c is the Ricci
contraction. Then R(ω0) = r(I·, ·) =: ρ.

Proof. Let (e1, I0e1, . . . , em, I0em) be an orthonormal basis of
R2m. Then

r(x, y) =
∑
j

〈R(ej , x)ej , y〉+
∑
j

〈R(I0ej , x)I0ej , y〉

=
∑
j

〈R(ej , x)I0ej , I0y〉 −
∑
j

〈R(ej , x)ej , I0y〉

=
∑
j

〈R(ej , I0ej)x, I0y〉,

where 1 ≤ j ≤ m and the last equality follows from the Bianchi
identity. The statement follows since ω0 is identified with∑
ej ∧ I0ej .
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If M is Kähler with curvature tensor R, then the associated
(1, 1)-form ρ is called the Ricci form.

Prop. The Ricci form is closed.

Proof. The Ricci form is obtained as contraction of R and ω.
Then dρ = 0 follows from d∇R = 0 and dω = 0.

Any β ∈ [Λ1,1]r ∼= u(m) can be viewed as a C-linear
endomorphism of Cm. Then trCβ is purely imaginary.

Rem. If β is viewed as R-linear map of R2m, then trRβ = 0.

The proof of the previous Proposition shows that iρ = trCR, where
R is viewed as a (1, 1)-form with values in EndC(TM). Hence,

Prop. The first Chern class c1(M) is represented by 1
2πρ

Cor. The curvature tensor of the canonical line bundle Λm,0T ∗M =
Λm(T ∗M)1,0 equals iρ.
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Theorem

Let M2m be a Kähler mfld. Then Hol0(M) ⊂ SU(m) iff Ric ≡ 0.

Proof. Let P be the holonomy bundle. Then Hol0(M) ⊂ SU(m)
iff for any p ∈ P R(p) takes values in su(m). Observe that

su(m) = {A ∈ u(m) | trCA = 0}.

Hence, R(p) ∈ su(m) iff iρπ(p) = trCR(p) = 0 ⇔
Ric(p) = 0.

Theorem

Hol(M) ⊂ SU(M) iff M admits a parallel (m, 0)–form.
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Recall:
R ∼= R⊕ S2

0Rn ⊕W,

R = s
2n(n−1) q ? q + 1

n−2 Ric0 ? q +W.

Tracing the identifications for Kähler mflds we can write

RU(m) ∼= R⊕ [Λ1,1
0 ]r ⊕B,

R = s
2m2ω ⊗ ω + 1

mω ⊗ ρ0 + 1
mρ0 ⊗ ω +B,

where ρ0 is the primitive component of ρ. In particular, we have
the diagram (m ≥ 3):

RSO(2m) ∼= R ⊕ W ⊕ S2
0Rn

RU(m) ∼= R ⊕ B ⊕ [Λ1,1
0 ]
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Some results from the previous lecture

Prop. The first Chern class c1(M) is represented by 1
2πρ, where ρ

is the Ricci form.

Cor. The curvature tensor of the canonical line bundle KM =
Λm,0T ∗M = Λm(T ∗M)1,0 equals iρ.

Theorem

Let M2m be a Kähler mfld. Then Hol0(M) ⊂ SU(m) iff Ric ≡ 0.

Theorem

Hol(M) ⊂ SU(M) iff M admits a parallel (m, 0)–form.
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Calabi-Yau and Kähler-Einstein metrics

Let (M, I) be be a closed connected complex mfld.

Def. A Kähler metric g is said to be Kähler-Einstein if it is
Einstein, i.e. if there exists a constant λ such that

ρ = λω. (1)

Rem.

(i) λ : M → R in (1) =⇒ λ = const.

(ii) (1) ⇐⇒ R(ω) = λω.

Def. A class c ∈ H2(M ;R) is said to be

• positive, if ∃β ∈ c ∩ Ω1,1 s.t. β(·, I·) > 0;

• negative, if ∃β ∈ c ∩ Ω1,1 s.t. β(·, I·) < 0.
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Main Theorems

Theorem (Calabi-Yau)

Let ρ′ ∈ 2π c1(M) be a closed real (1, 1)-form. Then there exists a
unique Kähler metric g′ on M with Kähler form ω′ cohomologous
to ω and with Ricci form ρ′.

Cor. If c1(M) = 0, then M has a unique Ricci-flat Kähler metric
g′ with [ω′] = [ω].

Theorem (Aubin-Calabi-Yau)

Assume c1(M) < 0. Then, up to a scaling constant, M has a unique
Kähler-Einstein metric (with negative Einstein constant) .
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On the proof of Calabi-Yau and Aubin-Calabi-Yau
theorems

Let Ω ∈ Ωm,0(U), where U ⊂M is open. Write

∇Ω = ψ ⊗ Ω,

where ψ is a local connection form of Λm,0T ∗M .

Observe: Ω ∈ Ωm,0 ⇒ ∂Ω = 0 ⇒ ∂̄Ω = dΩ = ψ ∧ Ω. By
definition, Ω is holomorphic, if ∂̄Ω = 0. Since Ω is a complex
volume form,

∂̄Ω = 0 ⇐⇒ ψ0,1 ∧ Ω = 0 ⇐⇒ ψ ∈ Ω1,0.
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We have

d(log ‖Ω‖2) =
1

‖Ω‖2
d〈Ω,Ω〉

=
1

‖Ω‖2
(ψ‖Ω‖2 + ψ̄‖Ω‖2)

= ψ + ψ̄.

Ω is holomorphic =⇒ ψ = (d(log ‖Ω‖2))1,0 = ∂(log ‖Ω‖2).

Hence, the curvature of Λm,0T ∗M is represented by
dψ = ∂̄∂ log ‖Ω‖2. In particular, dψ is purely imaginary
(1, 1)-form. Hence,

ρ = i dψ = −i ∂∂̄ log ‖Ω‖2.
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Further, observe that
∗Ω = a · Ω̄,

where a ∈ C∗. Hence, a ·m! Ω ∧ Ω̄ = ‖Ω‖2ωm. If g′ is another
Kähler metric s.t. [ω′] = [ω], then

(ω′)m = ef · ωm

for some f : M → R. Therefore,

‖Ω‖2g′ = e−f‖Ω‖2g =⇒ ρ′ = ρ− i∂∂̄f.

Vice versa, by the ∂∂̄-Lemma, for any real closed (1, 1)-form ρ′

cohomologous to ρ, there exists f : M → R s.t.

ρ′ − ρ = −i ∂∂̄f.

Moreover, f is unique up to an additive constant. Similarly,

ω′ − ω = i ∂∂̄ϕ, ϕ : M → R.

7 / 26

CY and KE mflds HyperKähler mflds Quaternion–Kahler mflds

Thus, in the setting of the CY thm, we are looking for ϕ s.t.

(i) (ω + i ∂∂̄ϕ)m = ef · ωm, (∗)
(ii) ω + i ∂∂̄ϕ > 0,

where f is a fixed function.

Claim. (i) ⇒ (ii)
Proof. [Ballmann. Lectures on Kähler mflds, p.90].

Rem. For Kähler mflds, eqn Ric(g) = 0 is therefore equivalent to
(∗). Notice that
• (∗) is an eqn for a function rather than for a metric tensor,
• (∗) is highly nonlinear (nonlinear in derivatives of the highest

order).

Claim. The Kähler-Einstein condition (under the setup of
Aubin-Calabi-Yau thm) is equivalent to the eqn

(ω + i ∂∂̄ϕ)m = ef−λϕ · ωm,
where ω is a suitably chosen Kähler metric on M .
Proof. [see Ballmann, p.91 for details]. 8 / 26
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Idea of the proof of the Calabi-Yau thm

Uniqueness: Let ϕ1, ϕ2 be solutions of the eqn

(ω + i ∂∂̄ϕ)m = eF (p,ϕ)ωm.

It can be shown that
1

m

∫
|grad(ϕ1 − ϕ2)|2g1ω

m
1 +

+

∫
(ϕ1 − ϕ2)(e

F (p,ϕ1) − (eF (p,ϕ2))ωm ≤ 0.

Hence, uniqueness follows from the (weak) monotonicity of F in ϕ
(for each fixed p ∈M).

Existence (by the continuity method): Consider the eqn

(ω + i ∂∂̄ϕ)m = etfωm,

where t ∈ [0, 1] is a parameter. Denote by T the set of those t, for
which there exists a solution. Then T 3 0, hence T 6= ∅.
Moreover, T is open and closed. Hence, 1 ∈ T .
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Examples of Calabi–Yau manifolds

A compact (simply connected) Riemannian mfld with
Hol(M, g) ⊂ SU(m) is called Calabi-Yau. If π1(M) = {1} this is
equivalent to c1(M) = 0.

Ex.

1) Let M be a degree d hypersurface in CPN . From the
adjunction formula we have

KM =
(
KCPN ⊗O(d)

)∣∣
M
∼= O(−N − 1 + d)

∣∣
M
.

Therefore, c1(KM ) = 0 ⇔ d = N + 1. Hence, the Fermat
quartic M = {z40 + z41 + z42 + z43 = 0} ⊂ CP3 admits a metric
with holonomy SU(2).

2) Let M be a complete intersection:
M = Md1 ∩ · · · ∩Mdk ⊂ CPN . Then
c1(M) = 0 ⇔ d1 + · · ·+ dk = N + 1.

10 / 26
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A non-compact example: Calabi metric

Theorem (Calabi)

Let M be Kähler–Einstein with positive sc. curvature. Then there
exists a metric on the total space of KM with Hol0 ⊂ SU(m+ 1).

Proof. Let P →M be the U(m)-structure. Since
u(m) ∼= su(m)⊕ iR, the Levi-Civita connection on P decomposes:
ϕLC = ϕ0 + ψi. Observe that ψi is essentially the connection of
KM . It follows that M is KE iff dψ = λπ∗ω, where π : P →M .

Consider β = dz + zψi ∈ Ω1(P × C;C), where z is a coordinate
on C. Put ρ = |z|2 = zz̄. With the help of

dβ = (β ∧ ψ + λzπ∗ω)i, dρ = dz · z̄ + zdz̄ = β · z̄ + zβ,

one easily shows that the 2-form

ω̃ = uπ∗ω − 1

λ
u′ · iβ ∧ β̄

is closed, where u = u(ρ). 11 / 26
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Proof of the Calabi theorem (continued)

Moreover, ω̃ = uπ∗ω − 1
λu
′ · iβ ∧ β̄ is U(m)-invariant and basic

and therefore descends to a (1, 1)-form ω̃ on (P × C)/U(m) = K.
If both u and u′ are positive, ω̃ is also positive.
Recall that each p ∈ P is a unitary basis of Tπ(p)M , i.e.
p = (p1, . . . , pm). Then Ω = p∗1 ∧ · · · ∧ p∗m is a global complex
m-form on P . Consider

Ω̃ = β ∧ Ω.

Just like ω̃, Ω̃ descends to an (m+ 1, 0)-form on K. Then Ω̃ is
parallel iff ‖Ω̃‖ = const⇒ umu′ = λ(m+ 1)⇒
u(ρ) = (λρ+ l)

1
m+1 . Hence we obtain an explicit metric on K with

Hol0 ⊂ SU(m+ 1), namely

g = u(p)π∗KgM ⊕ u′(ρ)Re(β ⊗ β̄).

Rem. If the scalar curvature of M is negative, the Calabi metric
is defined on a neighbourhood of the zero section only.
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HyperKähler manifolds

A quaternionic vector space is a real vector space V equipped with
a triple (I1, I2, I3) of endomorphisms s.t.

I2r = −1, I1I2 = I3 = −I2I1.
In other words, V is an H-module.

V is quaternion-Hermitian, if V is equipped with an Euclidean
scalar product, which is Hermitian wrt each complex structure Ir.
Denote ωr(·, ·) = 〈Ir·, ·〉, ω = ω1i+ ω2j + ω3k.

Ex. V = Hm, I1(h) = hī, I2(h) = hj̄, I3(h) = hk̄,
〈h1, h2〉 = Re(h̄1h2). Then ω(h1, h2) = Im(h̄1h2)

Put h = 〈·, ·〉+ iω1 and ωc = ω2 + ω3i. Then h is an Hermitian
scalar product and ωc is a complex symplectic form. Hence,

Sp(m) = {A ∈ O(Hn)|AIr = IrA, r = 1, 2, 3}
= O(4n) ∩GLn(H)

= U(2n) ∩ Sp(2n;C). 13 / 26
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Assume M4m is endowed with with an Sp(m)–structure. In other
words, M is a Riemannian mfld equipped with a triple (I1, I2, I3) of
almost complex structures s.t. the metric is Hermitian wrt each Ir.

Alternatively, M can be seen as an almost Hermitian mfld
equipped with a complex symplectic form ωc ∈ Ω2,0(M).

M is called hyperKähler, if Hol(M) ⊂ Sp(m). This is equivalent to
one of the following conditions:

(i) ∇I1 = ∇I2 = ∇I3 = 0;

(ii) ∇ω1 = ∇ω2 = ∇ω3 = 0;

(iii) g is Kähler wrt each complex structure Ir.

14 / 26
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Prop. For an almost hyperKähler manifold the following holds:

∇ω1 = ∇ω2 = ∇ω3 = 0 ⇐⇒ dω1 = dω2 = dω3 = 0.

Proof. Need to show that each almost complex structure is
integrable. Observe: v ∈ X1,0

I1
(M)⇔ ıvω2 = i ıvω3. Indeed,

ivω2 = g(I2v, ·) = g(I3I1v, ·) = ω3(I1v, ·).

Then ıvω2 = iıvω3 ⇔ I1v = iv.
Assume now v, w ∈ X1,0

I1
(M). Then

ı[v,w]ω2 = Lv(ıwω2)− ıw(Lvω2)

= Lv(ıwω2)− ıw(ıvω2) (Cartan)

= Lv(iıwω3)− ıw(iıwω3)

= i ı[v,w]ω3.

15 / 26
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Examples of hyperKähler manifolds

Ex.

(i) We have an exceptional isomorphism Sp(1) ∼= SU(2), since
ωc ∈ λ2,0C2 is a complex volume form. Hence, if dimRM = 4

Calabi-Yau ≡ hyperKähler

Hence, there is a hK metric on the Fermat quartic.

(ii) Similar methods as in the proof of the fact that for KE M the
total space of KM has a Ricci-flat metric, also give that the
total space of T ∗CPm has a complete metric with holonomy
Sp(m) for any m (this fact is also due to Calabi).
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Let M4m be a compact Kähler with a complex sympl. form ωc.
Then ωmc trivializes KM and hence there exists a Ricci-flat Kähler
metric on M .

Observe that any closed (p, 0)–form on closed Ricci–flat Kähler
mfld must be parallel. This follows from the fact that the
Weitzenböck formula for (p, 0)–forms involves Ricci–curvature only.

Hence, with respect to the new Ricci–flat metric ∇ωc = 0. Thus if
M is compact Kähler

hyperKähler ≡ complex symplectic

This is used to show that there are compact 8-mflds with
holonomy Sp(2) by blowing-up the diagonal in M4 ×M4 and
quotening by the involution. Further generalization of this yields
compact mflds with holonomy Sp(m).

17 / 26
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HyperKähler reduction

Let M be a hK mfld and assume G acts on M preserving hK
structure. Then for any ξ ∈ g

0 = LKξωr = ıKξdωr + dıKξωr = 0 + dıKξωr,

where Kξ is the Killing v.f.
Assume there exists µr(ξ) : M → R s.t. iKξωr = dµr(ξ).
Construct a G-equivariant map

µ = µ1i+ µ2j + µ3k : M → g∗ ⊗ ImH,

which is called the hK moment map.
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Theorem

If M///τ G = µ−1(τ)/G is a mfld, where τ ∈ g∗ is central, then it is
hyperKähler (with respect to the induces metric).

Proof. For m ∈ µ−1(τ) put Km = {Kξ(m) | ξ ∈ g}. Since
dµr(ξ) = g(IrKξ, ·), the orthogonal complement to

Km ⊕ I1Km ⊕ I2Km ⊕ I3Km

can be identified with T[m](M///τ G). Hence M///τG is almost
hyperKähler. The corresponding 2-forms are closed, hence M///τ G
is hyperKähler.

19 / 26
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Further examples of hyperKähler manifolds

Ex.

1) S1 acts on Hn+1 by multiplication on the left. The moment
map is

µ(x) = −
n+1∑
p=1

x̄pixp = i

n+1∑
p=1

(|wp|2 − |zp|2)− 2k

n+1∑
p=1

zpwp,

where xp = zp + jwp, zp, wp ∈ C. Clearly,

Hn+1///S1 = µ−1(−i)/S1 ∼=

∼={(zp, wp) ∈ C2n+2|
n+1∑
p=1

zpwp = 0, (z1, . . . , zn+1) 6= 0}/C∗

∼=T ∗CPn.
Hence, the total space of T ∗CPn is hK and the metric
obtained via the hK reduction coincides with the Calabi
metric. 20 / 26
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Ex.

2) T ∗Grp(Cp+q) is hK. This is also obtained as a hK reduction:
T ∗Grp(Cp+q) ∼= Hp(p+q)///U(p).

3) Let X4 be a hK mfld. Pick a G-bundle P → X. Then the
space A(P ) inherits a hK structure. The action of the gauge
gp G = AutP preserves this hK structure and the moment
map is

µ : A 7−→F+
A ∈ Ω2

+(X; adP ) ∼=
∼= Γ(adP )⊗ ImH ∼=
∼= Lie(G)∗ ⊗ ImH.

Hence, the moduli space of asd instantons

µ−1(0)/G ∼= {A | F+
A = 0}/G

is hyperKähler.

21 / 26
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Quaternion-Kähler manifolds

Consider the action of Sp(n)× Sp(1) on Hn:

(A, q) · x = Axq̄.

Obviously, (−1,−1) acts trivially and we define

Sp(n)Sp(1) = Sp(n)× Sp(1)/±1 ⊂ SO(4n).

Consider Λ1 = R4n as Sp(n)Sp(1)-representation. Then

Λ1
C
∼= E ⊗C W,

where E denotes the complex tautological representation of
Sp(n) ⊂ SU(2n) of dimension 2n and W denotes the two
dimensional complex representation of Sp(1) ∼= SU(2). Explicitly,

v 7−→ v1,0 ⊗
(

1
0

)
+ I2v

0,1 ⊗
(

0
1

)
.
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Then so(4n) ∼= Λ2(R4n)∗ ∼= Λ2[E ⊗W ]r
∼= [S2E ⊗ Λ2W ]r ⊕ [Λ2E ⊗ S2W ]r
∼= sp(n)⊕ [Λ2E ⊗W2]r
∼= sp(n)⊕ sp(1)⊕ [Λ2

0E ⊗W2]r.

Here: Wp = SpW is the irreducible (p+ 1)-dimensional
Sp(1)-representation. In particular, W1 = W , W2 = sp(1)C.
Consider the 4-form

Ω0 = ω1 ∧ ω1 + ω2 ∧ ω2 + ω3 ∧ ω3 ∈ Λ4(R4n)∗,

which is Sp(n)Sp(1)-invariant.

Lem. For n ≥ 2, the subgp of GL4n(R) preserving Ω0 is equal to
Sp(n)Sp(1).

Proof. [Salamon. Lemma 9.1]

Rem. Hence, the 4-form Ω0 determines the Euclidean scalar
product. 23 / 26
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An Sp(n)Sp(1)-structure on M4n, n ≥ 2 can be described by
Ω ∈ Ω4(M), which is linearly equivalent to Ω0 at each pt. Then
M is quaternion-Kähler, i.e. Hol(M) ⊂ Sp(n)Sp(1), iff ∇Ω = 0.
In particular, dΩ = 0.

Theorem (Swann)

If dimM ≥ 12, then ∇Ω = 0 ⇔ dΩ = 0.

In contrast to hK mflds, qK mflds do not have global almost
complex structures but rather are endowed with rank 3 subbundle
of End(TM) admitting local trivialization (I1, I2, I3) satisfying
quaternionic relations. This is apparent from the decomposition

so(4n) ∼= sp(n)⊕ sp(1)⊕ [Λ2
0E ⊗W2]r.
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Prop. The spaces of algebraic curvature tensors for qK and hK
mflds are given respectively by

RSp(n)Sp(1) ∼=[S4E]r ⊕ R,

RSp(n) ∼=[S4E]r.

Proof. Similar to the corresponding proof for Kähler mflds. For
details see [Salamon. Prop. 9.3].

Cor. Any qK mfld is Einstein, and its Ricci tensor vanishes iff it is
locally hK, i.e. Hol0 ⊂ Sp(n).

Ex. HPn = Hn+1\{0} /H∗ ∼= Sp(n+1)
Sp(n)×Sp(1) is a symmetric qK

mfld. All qK symmetric spaces were classified by Woff.

25 / 26
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Theorem (Swann)

Let M4n be a positive qK mfld with the corresponding Sp(n)Sp(1)-
structure P . Then the total space of the bundle U(M) =
P ×Sp(n)Sp(1) H∗/± 1 carries a hK metric.

The construction of this hK metric is similar to the construction of
the Calabi metrics (Ricci–flat on KM and hK on T ∗CPn).
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Groups Spin(3), Spin(4), and Sp(1)

Recall: For n ≥ 3, Spin (n) is a connected simply connected group
fitting into the short exact sequence

0→ {±1} → Spin (n)→ SO(n)→ 0,

In other words, SO(n) ∼= Spin (n)/± 1.

The group Sp(1) = {q ∈ H | qq̄ = 1} acts on ImH: q · x = qxq̄.
Hence, we have the short exact sequence

0→ {±1} → Sp(1)→ SO(3)→ 0,

which establishes the isomorphism Spin (3) ∼= Sp(1) ∼= SU(2).

Consider also the action of Sp+(1)× Sp−(1) on H:
(q+, q−) · x = q+xq̄−. This leads to the short exact sequence

0→ {±1} → Sp+(1)× Sp−(1)→ SO(4)→ 0.

Hence, Spin (4) ∼= Sp+(1)× Sp−(1).
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The group G2

Put V = ImHx ⊕Hy
∼= R7, which is considered as oriented

Euclidean vector space. SO(4) acts on V :

[q+, q−] · (x, y) = (q−xq̄−, q+yq̄−).

Write

1
2 dȳ ∧ dy =ω1i+ ω2j + ω3k

=(dy0 ∧ dy1 − dy2 ∧ dy3)i+ (dy0 ∧ dy2 + dy1 ∧ dy3)j+

+ (dy0 ∧ dy3 − dy1 ∧ dy2)k.

Notice that (ω1, ω2, ω3) is the standard basis of Λ2
−(R4)∗. Put

ϕ = volx − 1
2Re (dx ∧ dy ∧ dȳ)

= dx1 ∧ dx2 ∧ dx3 + dx1 ∧ ω1 + dx2 ∧ ω2 + dx3 ∧ ω3.

Def. The stabilizer of ϕ in GL7(R) is called G2.

3 / 23
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ϕ = volx − 1
2Re (dx ∧ dy ∧ dȳ).

Observe the following:

• L∗[q+,q−]dȳ ∧ dy = q−dȳ ∧ dy q̄− ⇒ Re (dx ∧ dy ∧ dȳ) is

SO(4)-invariant ⇒ SO(4) ⊂ G2.

• Write V = (R⊕ Cz)⊕ C2
w1,w2

, (x0, z, w1, w2) 7→
x0i+ zj + w̄1 + w2j. Then

ϕ = 1
2dx0 ∧ Im(dz ∧ dz̄ + dw1 ∧ dw̄1 + dw2 ∧ dw̄2)

+ Re (dz ∧ dw1 ∧ dw2)

Hence, G2 ⊃ SU(3).

• SO(4) ⊂ G2, SU(3) ⊂ G2 ⇒ G2 ∩ SO(7) acts transitively
on S6.
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• For Q : V → Λ7V , Q(v) = (ivϕ)2 ∧ ϕ we have
Q(e1) = ‖e1‖2vol7 ⇒ Q(v) = ‖v‖2vol7 for all v ∈ V .

• g ∈ G2 ⇒ g∗Q(gv) = Q(v) ⇒ (det g) · ‖gv‖2 = ‖v‖2
⇒ det g = 1, i.e. G2 ⊂ SO(7)

• {g ∈ G2 | ge1 = e1} ∼= SU(3). Hence, we have that
topologically G2 is the fibre bundle

SU(3) ⊂ - G2

S6
?

In particular, dimG = 14; G is connected and simply
connected.

• Λ3V ∗ ⊃ GL7(R) · ϕ ∼= GL7(R)/G2 has dimension
35 = dim Λ3V ∗. Hence, GL7(R) · ϕ is an open set in Λ3V ∗.

Fact. G2 is the automorphism group of octonions, i.e.

{g ∈ GL8(R) | g(ab) = g(a) · g(b)} ∼= G2. 5 / 23
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Some representation theory of G2

Consider V ∼= R7 as a G2-representation via the embedding
G2 ⊂ SO(7). Then V is irreducible.

Further Λ2V ∗ contains the following G2-invariant subspaces

• Λ2
14V

∗ ∼= g2

• Λ2
7V
∗ = {ivϕ | v ∈ V } ∼= V

which are irreducible. By dimension counting,

Λ2V ∗ ∼= Λ2
14V

∗ ⊕ Λ2
7V
∗.

Rem. The subspaces Λ2
7 and Λ2

14 can be described equivalently as
follows:

Λ2
7 = {α | ∗(ϕ ∧ α) = 2α}

Λ2
14 = {α | ∗(ϕ ∧ α) = −α}
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To decompose Λ3V ∗, consider

γ : End(V ) ∼= V ⊗ V 7→ Λ3V ∗, γ(a) = a∗ϕ.

Then Ker γ = g2. Since dim Im γ = 7× 7− dim Ker γ = 35
= dim Λ3V ∗, γ is surjective. Hence,

Λ3V ∗ ∼= S2V ∗ ⊕ Λ2
7V
∗ ∼= R⊕ S2

0V
∗ ⊕ V ∗

and S2
0V
∗ is irreducible. We summarize,

Lem.

Λ2V ∗ ∼= g2 ⊕ V,
Λ3V ∗ ∼= R⊕ V ⊕ S2

0V
∗

7 / 23
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G2 as a structure group

A G2-structure on M7 is determined by a 3-form ϕ, which is
pointwise linearly equivalent to the 3–form ϕ0 ∈ Λ3(R7)∗. In
particular, ϕ determines a Riemannian metric gϕ and an
orientation.

The following Lemma is auxiliary and will be proved in the next
lecture.

Lem. Denote by σ : Rn ⊗ Λk(Rn)∗ → Λk−1(Rn)∗ the contraction
map.Then, for any Riemannian mfld M , the map

Γ(ΛkT ∗M)
∇LC

−−−−→ Γ(T ∗M ⊗ ΛkT ∗M)
−σ−−−→ Γ(Λk−1T ∗M)

coincides with d∗ : Ωk → Ωk−1.
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Theorem

ϕ is parallel wrt the Levi-Vita connection of gϕ iff dϕ = 0 = d(∗ϕϕ).

Proof. Recall that the intrinsic torsion of the G2–structure can be
identified with ∇ϕ. In particular, ∇ϕ takes values in
V ∗ ⊗ g⊥2

∼= V ∗ ⊗ V ∼= (S2
0V
∗ ⊕ R)⊕ (g2 ⊕ V ). Observe that dϕ

and d(∗ϕ) can be obtained from ∇ϕ by means of the algebraic
maps

V ∗ ⊗ V ↪→V ∗ ⊗ Λ3V ∗ −→ Λ4V ∗ ∼= Λ3V ∗ ∼= R⊕ V ⊕ S2
0V
∗.

V ∗ ⊗ V ↪→V ∗ ⊗ Λ3V ∗ 7→ Λ2V ∗ ∼= g2 ⊕ V.

One can show that both maps are surjective. Comparing
components of target spaces with the components of

V ∗ ⊗ V ∼= S2
0V
∗ ⊕ R⊕ g2 ⊕ V

we obtain that ∇ϕ = 0⇐⇒ dϕ = 0 = d(∗ϕ).
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Curvature of a G2–manifold

Let c : S2g2 → S2V ∗ be the Ricci contraction. Denote F = Ker c.
This is an irreducible G2-representation of dimension 77.

Recall that RG2 ∼= Ker b ∩ S2g2, where

b : S2(Λ2V ∗)→ Λ4V ∗

is the Bianchi map. Notice that

S2g2
∼= F ⊕ S2

0V
∗ ⊕ R,

Λ4V ∗ ∼= Λ3V ∗ ∼= V ⊕ S2
0V
∗ ⊕ R

The Bianchi map is injective on S2
0V
∗ ⊕ R. Hence RG2 ∼= F . We

summarize

Prop. RG2 ∼= F . A 7-mfld with holonomy in G2 is Ricci-flat.
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The group Spin(7)

Put U = Hx ⊕Hy. Let Sp0(1)× Sp+(1)× Sp−(1) act on U via

(q0, q+, q−) · (x, y) = (q0xq̄−, q+yq̄−).

Define the Cayley 4-form Ω0 ∈ Ω4(V ) by

Ω0 = volx + ω1
x ∧ ω1

y + ω2
x ∧ ω2

y + ω3
x ∧ ω3

y + voly =

= volx − Re(dx̄ ∧ dx ∧ dȳ ∧ dy) + voly.

Denote by K the stabilizer of Ω0 in GL8(R). The following facts
are obtained in a similar fashion as for the group G2:

• Ω0 = dx0 ∧ ϕ0 + ∗4ϕ0 =⇒ G2 = K ∩ SO(7)

• SU(4) ⊂ K
• K ⊂ SO(8)

• K is a compact, connected and simply connected Lie group of
dimension 21 acting transitively on S7

11 / 23

G2 G2 as holonomy gp Spin(7) Examples Compact example

• Consider U as a G2-representation. Then
U ∼= R⊕ V ⇒ Λ2U ∼= Λ2V ⊕ V ∼= g2 ⊕ V ⊕ V . By
dimension counting, K ∼= g2 ⊕ V . Hence,

Λ2U ∼= K⊕ K⊥ with dimK⊥ = 7.

• Obviously, −1U ∈ K acts trivially on Λ2U . One can show
that the map

K/± 1→ SO(K⊥)

is an isomorphism. Hence,

K ∼= Spin(7).

Rem. Unlike in the G2 case, the orbit of Ω0 in Λ4(R8)∗ is not
open.
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Spin(7) as a structure group

A Spin(7)-structure on M8 is determined by Ω ∈ Ω4(M), which is
pointwise linearly equivalent to the Cayley form.

Theorem

Ω is parallel wrt the Levi-Civita connection of gΩ iff dΩ = 0.

Proof. [Salamon, Prop. 12.4].

Prop. RSpin(7) ∼= W , where W is an irreducible Spin(7)-
representation of dimension 168. In particular, an 8-mfld with holon-
omy in Spin(7) is Ricci-flat.

Proof. [Salamon, Cor. 12.6].

13 / 23
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Examples

Ex.
• Since SU(3) ⊂ G2, for any Z with Hol(Z) ⊂ SU(3),
M = Z × R can be considered as G2-mfld

• First local examples were constructed by Bryant in 1987.

Theorem (Bryant-Salamon)

Let M be a positive self-dual Einstein four–manifold. Then there
exists a metric with holonomy in G2 on the total space of Λ2

−T
∗M .

Sketch of the proof. Let P →M be the principal SO(4)-bundle.
Since so(4) = so+(3)⊕ so−(3) we can decompose the Levi-Vita
connection: τ = τ+ + τ−. Further, since Sp(1) ∼= Spin(3) we have

so(3) = spin(3) ∼= sp(1) = ImH.

Hence, τ± ∈ Ω1(P ; ImH). Similarly, the canonical 1-form θ can be
thought of as an element of Ω1(P ;H). 14 / 23
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Consider the action of SO(4) = Sp+(1)× Sp−(1)/± 1 on
P × ImHx

[q+, q−] · (p, x) = (p · [q+, q−], q−xq̄−).

Clearly, P × ImH/SO(4) ∼= Λ2
−T
∗M .

Put α = dx+ τ−x− xτ− ∈ Ω1(P × ImH, ImH). It is easy to
check that the following forms are SO(4)-equivariant:

γ1 =α1 ∧ α2 ∧ α3,

γ2 =− Re (α ∧ θ̄ ∧ θ) = α1 ∧ ω1 + α2 ∧ ω2 + α3 ∧ ω3,

ε1 =1
6Re (θ̄ ∧ θ ∧ θ̄ ∧ θ) = π∗volM ,

ε2 =1
4Re (α ∧ α ∧ θ̄ ∧ θ) =

=α2 ∧ α3 ∧ ω1 + α3 ∧ α1 ∧ ω2 + α1 ∧ α2 ∧ ω3.
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Moreover, for any functions f = f(|x|2), h = h(|x|2) without zeros
the symmetric tensor

g = f2(α2
1 + α2

2 + α2
3) + h2(θ2

0 + θ2
1 + θ2

2 + θ2
4)

determines a metric on Λ2
−T
∗M . Then

ϕ = f3γ1 + fh2γ2

determines a G2-structure on Λ2
−T
∗M . We have also

∗ϕ = h4ε1 − f2h2ε2.

With the help of the fact that M is positive, self-dual, and
Einstein, equations dϕ = 0 = d ∗ ϕ essentially imply that

f(r) = (1 + r)−1/4 h(r) =
√

2κ(1 + r)1/4.

Here κ = (sc.curv.)/12 > 0.
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Rem. Hitchin showed that the only complete self-dual Einstein
4-mflds with positive sc. curvature are S4 and CP 2 with their
standard metrics. For these 4-mflds the holonomy of the
Bryant-Salamon metric equals G2.

Using similar technique, Bryant and Salamon prove the following.

Theorem

Let M3 be S3 or its quotient by a finite group. Then there exists
an explicite metric with holonomy G2 on M × R4 (total space of
the spinor bundle).

Consider S4 as HP1. Let S denote the tautological quaternionic
line bundle (the spinor bundle).

Theorem

The total space of S carries an explicite metric with holonomy
Spin(7).
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Calabi metric revisited

Recall: If S1 acts on C4 ∼= H2 via

λ · (z1, z2, w1, w2) = (λz1, λz2, λ̄w1, λ̄w2),

then the hyperKähler moment map is given by

µ = −(|z1|2 + |z2|2 − |w1|2 − |w2|2)i− 2k(z1w1 + z2w2).

In particular, the induced metric on µ−1(i)/S1 ∼= T ∗CP 1 has
holonomy Sp(1) ∼= SU(2).
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Want to study asymptotic properties of the Calabi metric. First
consider

µ = 0
z 6= 0

}
⇐⇒

{
(w1, w2) = a(z2,−z1)

|a| = 1

Hence, the map C2 → C4

(t1, t2) 7→ (t1, t2, t2,−t1)

induces a diffeomorphism C2/± 1 ∼= µ−1(0)/S1 (away from the
singular pt). It is easy to see that in fact this is an isometry.

19 / 23

G2 G2 as holonomy gp Spin(7) Examples Compact example

Observe also that we have a commutative diagram

µ−1(−i) ⊂ - µ−1
c (0)

T ∗P1

/S1

?
χ
- C2/± 1

/C∗

?

where the map χ is induced by the inclusion in the top row.
Moreover, χ is holomorphic and

χ−1(z) =

{
pt, z 6= 0
P1, z = 0

i.e. χ is a resolution of singularity.
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Prop. Let g denote the Calabi metric on T ∗CP1. Then

χ∗g = gflat +O(r−4),

where r is the radial function on C2/± 1.

A metric with asymptotics as in the Prop. above is called ALE
(asymptotically locally Euclidean).

The fact that the leading term is gflat follows from the following
observation. Denote by Mρ = µ−1(−iρ)/S1, where ρ ∈ R. Clearly,
Mρ is diffeomorphic to T ∗CP 1 for any ρ. As ρ→ 0, the metric gρ
tends to the flat metric on M0

∼= C2/± 1 (away from the
singularity).
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A sketch of the construction of a compact G2-mfld

Consider T7 with its flat G2-structure (g0, ϕ0). The group Z3
2 acts

on T7 via

α(x1, . . . , x7) = (x1, x2, x3,−x4,−x5,−x6,−x7)

β(x1, . . . , x7) = (x1,−x2,−x3, x4, x5,
1

2
− x6,−x7)

γ(x1, . . . , x7) = (−x1, x2,−x3, x4,
1

2
− x5, x6,

1

2
− x7)

Lem. The singular set S of T7/Z3
2 consists of 12 disjoint T3 with

singularities modelled on T3 × C2/± 1.
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Since T ∗P1 is asymptotic to flat C2/± 1, we can cut out a small
neihbourhood of each connected component of S and replace it
with T3 × T ∗P1. The metric on the resulting mfld, as well as a
G2-structure, is obtained by glueing the flat metric on T7 to the
product (non-flat) metric on T3 × T ∗P1. The 3-form ϕ is not
parallel, but can be chosen so that dϕ = 0 and d ∗ ϕ is small.

Then Joyce proves that such (g, ϕ) can be deformed into a metric
with holonomy G2.

Examples of compact Spin(7)-mflds can be constructed in a
similar manner.
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Clifford algebras

Recall: For n ≥ 3, Spin (n) is a connected simply connected group
fitting into the short exact sequence

0→ {±1} → Spin (n)→ SO(n)→ 0,

Aim: Construct spinor groups explicitly.

Let V be a (real) finite dimensional vector space. Denote by TV
the tensor algebra of V : TV = R⊕ V ⊕ V ⊗ V ⊕ . . .

Def. Let q be a quadratic form on V . Then the Clifford algebra is
defined by

Cl(V, q) = TV/〈v · v + q(v)〉.

In other words, the algebra Cl(V, q) is generated by elements of V
and 1 subject to relations

v · v = −q(v) ⇐⇒ v · w + w · v = −2q(v, w).
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Rem. Cl(V, q) is Z/2Z-graded: Cl(V, q) = Cl0(V, q)⊕Cl1(V, q).

From now on we assume that q is positive definite for the sake of
simplicity.

Prop. There is a (canonical) vector space isomorphism ΛV −→
Cl(V, q).

Proof. Choose an orthogonal basis (e1, . . . , en) of V . Then
ei · ej = −ej · ei for all i, j. Hence, the map

ϕ : ΛV −→ Cl(V, q)

ei1 ∧ · · · ∧ eik 7→ ei1 . . . eik

is well-defined and surjective. This map is also injective
(excercise).

Cor. dimCl(V, q) = 2n, where n = dimV .
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Rem. ΛV and Cl(V, q) are not isomorphic as algebras (unless
q = 0).

In fact we have

Prop. With respect to the isomorphism Cl(Rn, qst) ∼= Λ(Rn)∗,
Clifford multiplication between v ∈ Rn and ϕ ∈ Λ(Rn)∗ can be
written as

v · ϕ = qst(v, ·) ∧ ϕ− ivϕ

Proof. [Lawson, Michelsohn. Prop. I.3.9]

Let x be a unit in Cl(V, q). Define

Adx : Cl(V, q) −→ Cl(V, q), Adxy = xyx−1

Observe that each non-zero v ∈ V ↪→ Cl(V, q) is a unit:

v−1 = − 1

q(v)
v.
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Prop. For any non-zero v ∈ V the map Adv preserves V and the
following equality holds:

−Advw = w − 2
q(v, w)

q(v, v)
v

(i.e. −Adv is the reflection in v⊥).

Proof.

Advw = − 1

q(v, v)
v · w · v =

1

q(v, v)
v · (v · w + 2q(v, w))

= −w + 2
q(v, w)

q(v, v)
v.

Rem. Adv preserves q but not orientation (in general).
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Spin groups

Def. Spin(V, q) is the group generated by

{v · w | q(v) = 1 = q(w)} ⊂ Cl×(V, q).

It is well-known that the group O(V, q) is generated by reflections
(recall the normal form for orthogonal matrices and observe that
each rotation of the plane is a product of two reflections). Then
SO(V, q) is generated by compositions of even numbers of
reflections. In other words, the map

Ad : Spin(V, q) −→ SO(V, q)

is surjective.
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Prop. KerAd ∼= {±1}, i.e. we have the short exact sequence

0 −→ {±1} −→ Spin(V, q) −→ SO(V, q) −→ 0

Proof. Denote by ·̃ the automorphism of Cl generated by
·̃ : TV → TV , ṽ = −v. Let

Ãdvw = ṽ · w · v, w ∈ Cl(V, q).

This induces a homomorphism

Ãd : Cl×(V, q) −→ GL(Cl(V, q)).

Choose an ONB (e1, . . . , en) of V . Suppose ϕ ∈ Cl×(V, q)

belongs to Ker Ãd : Cl× → GL(V ), i.e. ϕ̃ · w = w · ϕ for all
w ∈ V . Write ϕ = ϕ0 + ϕ1, where ϕi ∈ Cli(V, q). Then

(ϕ0 − ϕ1)w = w(ϕ0 + ϕ1) ⇐⇒
{

ϕ0 · w = w · ϕ0

−ϕ1 · w = w · ϕ1
(1)
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Proof of KerAd = {±1} continued

Further, write ϕ0 = ψ0 + e1ψ1, where ψ0, ψ1 are expressions in
e2, . . . , en only. We have

e1(ψ0 + e1ψ1) = (ψ0 + e1ψ1)e1 (by (1) with w = e1)

= ψ0e1 + e1ψ1e1

= e1ψ0 − e2
1ψ1 (since ψi ∈ Cli)

Hence, ψ1 = 0 ⇒ ϕ0 does not involve e1 ⇒ ϕ0 = λ · 1.

A similar argument shows that ϕ1 does not involve any
ej ⇒ ϕ1 = 0.

Thus, Ker
(
Ãd : Cl× → GL(V )

) ∼= R∗. Therefore,

Ker
(
Ãd : Spin(V, q)→ SO(V )

) ∼= {±1}. Finally, Ãd = Ad on
Spin(V, q).
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Prop. Spin(n) := Spin(Rn, qst) is a nontrivial double covering of
SO(n).

Proof. It suffices to show that 1 and −1 can be joined by a path
in Spin(n). The path

γ(t) = (e1 cos t+ e2 sin t)(e2 sin t− e1 cos t) =

= cos 2t · 1 + sin 2t · e1e2

does the job.

Cor. Spin(n) is connected and simply connected provided n ≥ 3.

Proof. Follows from the facts that SO(n) is connected and
π1(SO(n)) ∼= {±1}.

9 / 28

Clifford algebras Cln–representations Spin structures Parallel spinors Dirac operators

Ex. (”accidental isomorphisms in low dimensions”)

1) Spin(2) := U(1) ∼= S1

2) Spin(3) ∼= Sp(1) ∼= SU(2)

3) Spin(4) ∼= Sp(1)× Sp(1)

4) Spin(5) ∼= Sp(2)
To see this, consider the action of Sp(2) on M2(H) by
conjugation. Then R5 can be identified with the subspace of
traceless, quaternion-Hermitian matrices. Hence,
Sp(2)/± 1 ∼= SO(5).

5) Spin(6) ∼= SU(4)
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Some facts from representation theory of Clifford
algebras and Spin groups

Theorem

Let νn and νCn denote the number of inequivalent irreducible real
and complex representations of Cln := Cl(Rn, qst) and Cln ⊗ C
respectively. Then

νn =

{
2 n ≡ 1(mod 4),

1 otherwise
and νCn =

{
2 n is odd,

1 n is even.

Proof. [Lawson, Michelsohn. Thm I.5.7].
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Def. The real (complex) spinor representation of Spin(n) is the
homomorphism

∆n : Spin(n)→ EndR(S), if real

∆C
n : Spin(n)→ EndC(S), if complex

given by restricting an irreducible real (complex) representation of
Cln (Cln ⊗ C) to Spin(n).

Theorem

Let W be a real Cln-representation. Then there exists a scalar
product on W s.t. 〈v · w, v · w′〉 = 〈w,w′〉 ∀v ∈ V s.t. ‖v‖ = 1.

Cor. 〈v · w,w′〉 = −〈w, v · w′〉.
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Spin structures

Let P →M be a principal SO(n)-bundle, n ≥ 3.

Def. The Spin-structure on P (equivalently, on
E = P ×SO(n) Rn) is a principal Spin(n)-bundle P̃ →M together

with a Spin(n)-equivariant map ξ : P̃ → P , which is (fiberwise) a
2-sheeted covering.

Thus, we have a commutative diagram

P̃
ξ

- P

M

π̃

?
= M

π

?
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From the short exact sequence

1→ {±1} → Spin(n)→ SO(n)→ 1

we obtain

H0(M ;SO(n))→ H1(M ;Z2)→ H1(M ;Spin(n))→

→ H1(M ;SO(n))
δ−→ H2(M ;Z2).

Then δ[P ] equals the second Stiefel-Whitney class, w2(P ). Hence,
P admits a spin structure iff w2(P ) = 0. If this is the case, all spin
structures are classified by H1(M,Z2) (assuming M is connected).

Def. A spin mfld is an oriented Riemannian mfld with a spin
structure on its tangent bundle.

Rem. Thus, M admits a spin structure iff w2(M) = 0. This is a
topological condition on M , not on the Riemannian metric.

Rem. Since ξ : P̃ → P is a covering, ξ∗ϕLC is a (distinguished)
connection on P̃ .
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For the spinor representation ∆: Spin(n)→ End(S) the
associated spinor bundle

S := P̃ ×Spin(n) S

is equipped with a connection and Euclidean scalar product.

Rem. For any m ∈M , the fibre Sm is a module over Cl(TmM).

Denote by RS ∈ Ω2(M ;End(S)) the induced curvature form.

Prop. Let e = (e1, . . . , en) be a local section of P = PSO. Then

RS(v, w)σ =
∑
i,j

〈R(v, w)ei, ej〉eiej · σ. (2)

Proof. [Lawson, Michelson. Thm I.4.15]
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Parallel spinors and holonomy groups

Theorem

Assume M admits a nontrivial parallel spinor. Then M is Ricci-flat.

Proof. Assume ψ ∈ Γ(S) is parallel. Then
d∇(∇ψ) = d∇ · d∇ψ = 0 ⇐⇒ RS(v, w) · ψ = 0 for any
v, w ∈ X(M). With the help of (2) with v = ek we obtain

0 =
∑
i,j,k

〈R(ek, w)ei, ej〉ekeiej · ψ =
∑
i,j,k

〈R(ei, ej)ek, w〉eiejek · ψ

=
1

3

∑
i 6=j 6=k 6=i

〈
R(ei, ej)ek +R(ej , ek)ei +R(ek, ei)ej , w

〉
eiejek · ψ

+
∑
i,j

〈R(ei, ej)ei, w〉eiejei · ψ +
∑
i,j

〈R(ei, ej)ej , w〉eiejej · ψ

=0 +
∑
i,j,

〈R(ei, w)ei, ej〉ej · ψ −
∑
i,j,

〈R(ej , w)ei, ej〉ei · ψ

=2Ric(w) · ψ. 16 / 28
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Proof of ∇ψ = 0, ψ 6= 0 ⇒ Ric = 0 continued

Here Ric is viewed as a linear map TM → TM , namely

Ric(w) =
n∑
j=1

R(ej , w)ej . Hence

Ric(w) · ψ = 0 =⇒ Ric(w)2 · ψ = −‖Ric(w)‖2ψ = 0.

Hence, Ric(w) = 0 for all w.

Clearly, if M admits a parallel spinor then M must have a
non-generic holonomy. Only metrics with the following holonomies

SU(n2 ), Sp(n4 ), G2, Spin(7) (3)

are Ricci-flat.

Theorem

Let M be a complete, simply-connected, and irreducible Riemannian
spin mfld. Then M admits a not-trivial parallel spinor iff Hol(M) is
one of the four groups listed in (3).
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Dirac bundles

Let P →M be the principal SO(n)-bundle of orthonormal
oriented frames. Then Cl(M) := P ×SO(n) Cl(Rn) is called the
Clifford bundle of M . Notice: Clm(M) = Cl(TmM).

Def. A Dirac bundle is a bundle S of left modules over Cl(M)
equipped with an Euclidean scalar product and a connection s.t.
the following holds:

〈v · σ1, v · σ2〉 = ‖v‖2〈σ1, σ2〉
∇(ϕ · σ) = (∇LCϕ) · σ + ϕ · (∇σ).

Here σ, σi ∈ Γ(S), v ∈ X(M), and ϕ ∈ Γ(Cl(M)).

• Spinor bundle S is a Dirac bundle [See LM. II.4 for details].

• ΛT ∗M ∼= Cl(M) is a Dirac bundle (with the Levi-Civita
connection). Hence, the existence of Dirac bundles does not
require M to be spin.
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Dirac operators

Let S be a Dirac bundle.

Def. The map

D : Γ(S)
∇−−→ Γ(T ∗M ⊗ S)

Cl−−−→ Γ(S)

is called the Dirac operator.

In terms of a local frame (e1, . . . , en) of TM the Dirac operator is
given by

Dσ =
n∑
i=1

ei · (∇eiσ).
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Prop. D is elliptic and formally self-adjoint operator (wrt the L2-
scalar product).

Proof. Ellipticity: σξ(D) = iξ· : S → S is clearly invertible for any
ξ 6= 0.

To prove that D is formally self-adjoint, choose a local orthonormal
basis e = (e1, . . . , en) of TM s.t. (∇ei)m = 0 for all i. Then

〈Dσ1, σ2〉m =
∑
j

〈ej · ∇ejσ1, σ2〉m =

= −
∑
j

〈∇ejσ1, ej · σ2〉m =

= −
∑
j

(
ej · 〈σ1, ej · σ2〉 − 〈σ1, ej · ∇ejσ2〉

)
m
.
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Proof continued

Further, define v ∈ X(M) by the condition

〈v, w〉 = −〈σ1, w · σ2〉 for all w ∈ X(M).

Then

divm(v) =
∑
j

〈∇ejv, ej〉m

=
∑
j

(ej · 〈v, ej〉)m

= −
∑
j

(ej · 〈σ1, ej · σ2〉)m

Hence, 〈Dσ1, σ2〉 = div(v) + 〈σ1, Dσ2〉 pointwise. Hence, D is
formally self-adjoint.
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Examples of Dirac operators

1) M = R2. Then Cl(R2) has a basis (1, e1, e2, e1 · e2). Then we
have the isomorphism of vector spaces

Cl(R2) = Cl0(R2)⊕ Cl1(R2) ∼= C⊕ C.

Notice that the Clifford multiplication by v ∈ R2 is an
antidiagonal operator. Then

D =

(
0 − ∂

∂z
∂
∂z̄ 0

)
.

2) Similarly, for M = R4 one obtains

D =

(
0 − ∂

∂q
∂
∂q̄ 0

)
,

where ∂
∂q̄ : C∞(R4;H)→ C∞(R4;H),

∂f
∂q̄ = ∂f

∂x0
+ i ∂f∂x1 + j ∂f∂x2 + k ∂f

∂x3
is the Fueter operator.
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Examples of Dirac operators: continued

3) M is a Riemannian mfld, S = Cl(M). Then

D = d+ d∗ : Ω(M)→ Ω(M).

This follows from the following two observations:

a) v · ϕ = qst(v, ·) ∧ ϕ− ivϕ if v ∈ Rn, ϕ ∈ Λ(Rn)∗

b) d =
∑
j

e∗j ∧∇ej , d∗ = −
∑
j

ıej∇ej

This is just a restatement of the facts that the sequences

Γ(ΛkT ∗M)
∇LC

−−−→ Γ(T ∗M ⊗ ΛkT ∗M)
Alt−−−→ Γ(Λk+1T ∗M)

Γ(ΛkT ∗M)
∇LC

−−−→ Γ(T ∗M ⊗ ΛkT ∗M)
−contr.−−−−−−→ Γ(Λk−1T ∗M)

represent d and d∗ respectively. Details concerning d∗ can be
found in [LM. Lemma II.5.13].
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Weitzenböck formulae and Bochner technique

Assume M is a compact Riemannian mfld. Let E →M be an
Euclidean vector bundle equipped with a connection ∇. Define

∇2
v,ws = ∇v(∇ws)−∇∇vws,

where s ∈ Γ(E), v, w ∈ X(M). Notice that

∇2
v,w −∇2

w,v = R(v, w).

Hence, ∇2
·,· ∈ Γ(T ∗M ⊗ T ∗M ⊗ S).

Def. The map

∇∗∇ : Γ(S)
∇2

−−−→ Γ(T ∗M ⊗ T ∗M ⊗ S)
−tr−−−→ Γ(S)

is called the connection Laplacian.

In terms of local orthonormal frames we have

∇∗∇s = −
∑
j

∇2
ej ,ejs.
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Prop. The operator ∇∗∇ is formally self-adjoint and satisfies

〈∇∗∇s1, s2〉L2 = 〈∇s1,∇s2〉L2 .

In particular, ∇∗∇ is non-negative.

Proof. Similar to the proof of the fact that D is formally
self-adjoint. For details see [LM. Prop. II.2.1.].

Let S be a Dirac bundle. If R ∈ Ω2(M ; End(S)) is the curvature
form, define R ∈ Γ(End(S)) by

R(s) = 1
2

∑
j,k

ejek ·R(ej , ek)(s).
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Theorem (general Bochner identity)

D2 = ∇∗∇+R

Proof. Choose a local frame (e1, . . . , en) of TM s.t.
(∇ej)m = 0. Then

D2 =
∑
j,k

ej · ∇ej (ek · ∇ek ·)

=
∑
j,k

ejek · ∇ej (∇ek ·)

=
∑
j,k

ejek · ∇2
ej ,ek

= −
∑
j

∇2
ej ,ej +

∑
j<k

ejek · (∇2
ej ,ek
−∇2

ek,ej
)

= ∇∗∇+R.

26 / 28



Clifford algebras Cln–representations Spin structures Parallel spinors Dirac operators

Cor. Let ∆ = dd∗ + d∗d be the Hodge Laplacian and ∇∗∇ be the
connection Laplacian on T ∗M . Then

∆ = ∇∗∇+Ric

This follows from the previous thm for D = d+ d∗, which acts on
Cl(M) ∼= ΛT ∗M . The computation of R in this case follows the
same lines as the proof of the implication

∇ψ = 0 =⇒ Ric(w) · ψ = 0.

[LM. Cor. II.8.3].

Theorem (Bochner)

Ric > 0 =⇒ b1(M) = 0.
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Theorem (Lichnerowicz)

Let M be spin and suppose S is a spinor bundle. Then

D2 = ∇∗∇+ s
4 ,

where s is the scalar curvature.

Proof. [LM. Thm. II.8.8].

Cor.
s > 0 =⇒ KerD = 0.

Theorem (Hitchin)

In every dimension n > 8, n ≡ 1(mod 8) or n ≡ 2(mod 8), there
exist compact mflds, which are homeomorpic to Sn, but which do
not admit any Riemannian metric with s > 0.
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