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Abstract—A new coding problem is introduced for a correlated source \((X^n, Y^n)\). The observer of \(X^n\) can transmit data depending on \(X^n\) at a prescribed rate \(R\). Based on these data the observer of \(Y^n\) tries to identify whether for some distortion measure \(\rho\) (like the Hamming distance) \(n^{-1}\rho(X^n, Y^n) \leq d\), a prescribed fidelity criterion. We investigate as functions of \(R\) and \(d\) the exponents of two error probabilities, the probabilities for misacceptance, and the probabilities for misrejection. In the case where \(X^n\) and \(Y^n\) are independent, we completely characterize the achievable region for the rate \(R\) and the exponents of two error probabilities; in the case where \(X^n\) and \(Y^n\) are correlated, we get some interesting partial results for the achievable region. During the process, we develop a new method for proving converges, which is called “The Inherently Typical Subset Lemma.” This new method goes considerably beyond the “Entropy Characterization,” the “Image Size Characterization,” and its extensions. It is conceivable that this new method has a strong impact on Multilayer Information Theory.

Index Terms — Identification with fidelity, misacceptance and misrejection error probabilities, multilayer information theory, rate distortion function.

I. INTRODUCTION AND FORMULATION OF PROBLEM

A. Introduction

In this paper, we consider a new model: identification via compressed data. To put it in perspective, let us first review the traditional problems in source coding theory. Consider the diagram shown in Fig. 1, where \((X_n)_{n=1}^\infty\) is an independent and identically distributed (i.i.d) source taking values in a finite alphabet \(\mathcal{X}\). The encoder output is a binary sequence which appears at a rate of \(R\) bits per symbol. The decoder output is a sequence \((\hat{X}_n)_{n=1}^\infty\) which takes values in a finite reproduction alphabet \(\mathcal{Y}\). In traditional source coding theory, the decoder is required to recover \((\hat{X}_n)_{n=1}^\infty\) either completely or with some allowable distortion. That is, the output sequence \((\hat{X}_n)_{n=1}^\infty\) of the decoder must satisfy

\[
\frac{1}{n} \sum_{i=1}^{n} \rho(X_i, \hat{X}_i) \leq d \tag{1.1}
\]

for sufficiently large \(n\), where \(\rho\) denotes the expected value,

\[
\rho : \mathcal{X} \times \mathcal{Y} \to [0, +\infty)
\]

is a distortion measure, and \(d\) is the allowable distortion between the source sequence and the reproduction sequence. The problem is then to determine the infimum of the rate \(R\) such that the system shown in Fig. 1 can operate in such a way that (1.1) is satisfied. It is known from rate distortion theory [1] that the infimum is given by the rate distortion function of the source \((X_n)_{n=1}^\infty\).

Let us now consider the system shown in Fig. 2. The sequence \((Y_n)_{n=1}^\infty\) is a sequence of i.i.d, random variables taking values from \(\mathcal{Y}\). Knowing \(Y^n\), the decoder is now required to be able to identify whether or not the source sequence \(X^n\) and the sequence \(Y^n\) have some prescribed relation \(F\) in such a way that two kinds of error probabilities satisfy some prescribed conditions. In parallel with rate distortion theory, we consider in this paper the following relation \(F\) defined by

\[
n^{-1} \sum_{i=1}^{n} \rho(X_i, Y_i) \leq d. \tag{1.2}
\]

That is, the values \(X^n\) and \(Y^n\) are said to have relation \(F\) if (1.2) is satisfied. The problem we are interested in is to determine the infimum of the rate \(R\) such that the system shown in Fig. 2 can operate so that the error probability of misrejection, that is the decoder votes for 0 even though \(F\) holds, and the error probability of misacceptance, that is the decoder votes for 1 even though \(F\) does not hold, satisfy certain constraints. So the goal of the decoder is to identify whether \(X^n\) is close to \(Y^n\) (in the sense of relation \(F\)) or not. The encoder is cooperative.

B. Formal Statement of Problem

First, we present some notation used throughout the paper. Script capitals \(\mathcal{X}, \mathcal{Y}, \ldots\) denote finite sets. The cardinality of a set \(\mathcal{A}\) is denoted by \(|\mathcal{A}|\). The letters \(P, Q\) always stand

\[
\begin{align*}
(X_n)_{n=1}^\infty & \quad \text{encoder} \quad \text{binary data of rate } R \\
\{X_n\} & \quad \text{decoder} \\
\{\hat{X}_n\} & \quad 0 \text{ or } 1
\end{align*}
\]

Fig. 1. Model for source coding.

\[
\begin{align*}
(X_n)_{n=1}^\infty & \quad \text{encoder} \quad \text{binary data of rate } R \\
\{X_n\} & \quad \text{decoder} \\
\{\hat{Y}_n\} & \quad \{\hat{X}_n\}
\end{align*}
\]

Fig. 2. Model for joint source coding and identification.
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for probability distributions on finite sets. $X, Y, \cdots$ denote random variables. The distributions of random variables $X$ and $Y$ are denoted by $P_X$ and $P_Y$, respectively. The notation $\mathcal{P}(X)$ stands for the set of all probability distributions on $X$. The functions $\log$ and $\exp$ are understood to be to the base 2. If $A$ is a finite set, then $A^n$ denotes the set of all $n$-tuples $a^n = (a_1, \ldots, a_n)$ from $A$. If $a = (a_i)$ is a finite or infinite sequence of letters from $A$, let $a^\infty = (a, \ldots, a)$, and, for simplicity, write $a^n$ as $a$. A similar convention also applies to random variables.

Let $\{(X_n, Y_n)\}_{n=1}^\infty$ be a sequence of independent drawings of a pair $(X, Y)$ of random variables with joint distribution $P_{XY}$ taking values in $X \times Y$. Let $\rho: X \times Y \rightarrow [0, \infty)$ be a distortion measure. Let $\{\rho_n: n = 1, 2, \cdots\}$ be a single-letter fidelity criterion generated by $\rho$, where

$$\rho_n : X^n \times Y^n \rightarrow [0, +\infty)$$

is a mapping defined by

$$\rho_n(x^n, y^n) = \frac{1}{n} \sum_{i=1}^{n} \rho(x_i, y_i)$$

for any $x^n \in X^n$ and any $y^n \in Y^n$. Without loss of generality, we shall assume that the distortion measure $\rho$ satisfies

$$\max_{x \in X} \min_{y \in Y} \rho(x, y) = 0. \quad (1.3)$$

Let $d \geq 0$ satisfy

$$d < \mathbb{E}_\rho(X, Y). \quad (1.4)$$

An $n$th-order identification source (IDS) code $C_n$ is defined as a triple $C_n = (f_n, B_n, g_n)$ where $B_n \subseteq \{0, 1\}^*$ is a prefix-free set, $f_n$ (called an encoder) is a mapping from $X^n$ to $B_n$, and $g_n$ (called a decoder) is a mapping from $Y^n \times B_n$ to $\{0, 1\}$. Note that, in this definition, the encoder $f_n$ can be of variable length. The correspondence between an identification source code as defined here and the system shown in Fig. 2 should be clear. When an identification source code $C_n = (f_n, B_n, g_n)$ is used in the system shown in Fig. 2, the performance can be measured by three quantities: the resulting average rate per symbol $r_n(C_n)$, the first kind of error probability $P_{e1}(C_n)$, and the second kind of error probability $P_{e2}(C_n)$, where

$$r_n(C_n) = \frac{1}{n} \mathbb{E}(\text{the length of } f_n(X^n)) \quad (1.5)$$

$$P_{e1}(C_n) = \Pr\{g_n(Y^n, f_n(X^n)) = 0 \mid \rho_n(X^n, Y^n) \leq d\} \quad (1.6)$$

and

$$P_{e2}(C_n) = \Pr\{g_n(Y^n, f_n(X^n)) = 1 \mid \rho_n(X^n, Y^n) > d\}. \quad (1.7)$$

Clearly, $P_{e1}(C_n)$ and $P_{e2}(C_n)$ can be interpreted as the probability of misrejection and the probability of misacceptance (or false identification), respectively.

Let $R \in [0, +\infty), \alpha \in [0, +\infty]$, and $\beta \in [0, +\infty]$. A triple $(R, \alpha, \beta)$ is said to be achievable with respect to a given $d$, if for any $\epsilon > 0$ there exists a sequence $\{C_n\}_{n=1}^\infty$ of IDS codes, where $C_n$ is an $n$th-order IDS code, such that for sufficiently large $n$,

$$r_n(C_n) \leq R + \epsilon \quad (1.8)$$

$$P_{e1}(C_n) \leq 2^{-n(\alpha - \epsilon)} \quad (1.9)$$

and

$$P_{e2}(C_n) \leq 2^{-n(\beta - \epsilon)} \quad (1.10)$$

where as a convention, $\alpha = +\infty$ ($\beta = +\infty$, resp.) means that the probability of misrejection (false identification, resp.) is zero. Let $\mathcal{R}(d)$ be the set of all achievable triples. Let $\bar{\mathcal{R}}(d)$ denote the closure of $\mathcal{R}(d)$ with respect to the usual topology under which $a_n \rightarrow +\infty$ means that $a_n$ is equal to $+\infty$ for all but finitely many integers $n$. In this paper, we are interested in determining the region $\mathcal{R}(d)$. Specifically, we define for each pair $(\alpha, \beta) \in [0, +\infty]^2$,

$$R_{XY}^\ast(\alpha, \beta, d) = \inf\{R : (R, \alpha, \beta) \in \bar{\mathcal{R}}(d)\}. \quad (1.11)$$

Our main problem is the determination of this function.

Note that since $\bar{\mathcal{R}}(d)$ is closed, the infimum in (1.11) is actually a minimum. It is easy to see that $R_{XY}^\ast(\alpha, \beta, d) \geq R_{XY}^\ast(\alpha, 0, d)$ for any $\beta \geq 0$. On the other hand, since $\bar{\mathcal{R}}(d)$ is closed, it follows from (1.11) that

$$R_{XY}^\ast(\alpha, 0, d) = \lim_{\beta \to 0} R_{XY}^\ast(\alpha, \beta, d).$$

Therefore, $R_{XY}^\ast(\alpha, \beta, d)$ is continuous at $\beta = 0$. A similar result holds for $\alpha = 0$.

C. Discussion

In the last subsection we formulated the problem we are interested in as investigating the tradeoff between the rate $R$ and the error exponents $\alpha$ and $\beta$. A natural question to ask at this point is why the problem should be set up in this way. To answer this question, we first note that since $d < \mathbb{E}_\rho(X, Y)$, it follows immediately that $\Pr\{\rho_n(X^n, Y^n) \leq d\} \rightarrow 0$ as $n$ goes to infinity. Therefore, if instead of the two kinds of error probabilities, we use the error probability

$$P_{e1}(C_n) = \Pr\{g_n(X^n, Y^n) \leq d\} + P_{e2}(C_n)$$

as a criterion, as studied by Ahlswede and Csiszar in their 1-Bit Theorem [4], then the present problem becomes trivial and no information needs to be sent. This leads us to consider the two kinds of error probabilities. Second, let us see what happens if the two kinds of error probabilities are only required to vanish as $n$ goes to infinity. The following theorem (which will be proved in Appendix I) tells us that in this case the minimum achievable rate is always equal to zero.

Theorem 1: For any distribution $P_{XY}$ on $X \times Y$,

$$R_{XY}^\ast = 0$$

where $R_{XY}^\ast$ is the infimum of all positive real numbers $R$ such that there exists for any $\epsilon > 0$ a sequence $\{C_n\}$ of IDS codes, where $C_n$ is an $n$th-order IDS code, such that for sufficiently large $n$, $r_n(C_n) \leq R + \epsilon$, and

$$\lim_{n \to \infty} P_{e1}(C_n) = 0 \quad \text{and} \quad \lim_{n \to \infty} P_{e2}(C_n) = 0.$$
Therefore, the only interesting problem left is to investigate the tradeoff of the rate \( R \) and the two error exponents. Indeed, the results we obtained in this paper show that the problem proposed in the last subsection is really very interesting and even led us to develop a new powerful method for proving converses in information theory.

II. STATEMENT AND DISCUSSION OF MAIN RESULTS

As before, let \((X, Y)\) be a pair of random variables with probability distribution \( P_{XY} \) taking values in \( \mathcal{X} \times \mathcal{Y} \). Let \( d = E_p(X, Y) \) and define

\[
\beta(d) = \min_{\mu \in \mathcal{P}(d)} D(\mu \| P_{XY})
\]

where

\[
\mathcal{P}(d) = \left\{ \mu \in \mathcal{P}(\mathcal{X} \times \mathcal{Y}) : \sum_{x \in \mathcal{X}, y \in \mathcal{Y}} \mu(x, y) \rho(x, y) \leq d \right\}
\]

and \( D(\cdot \| \cdot) \) stands for the relative entropy function. It is not hard to see that

\[
\lim_{n \to \infty} \frac{1}{n} \log \Pr\{ \rho_n(X^n, Y^n) \leq d \} = \beta(d).
\]

We distinguish between two cases: i) \( X \) and \( Y \) are independent; ii) \( X \) and \( Y \) are correlated. To build up ideas we begin with the easier case i), in which we have conclusive results.

A. Independent Case

In this subsection, we assume that \( X \) and \( Y \) are independent, that is, \( P_{XY} = P_X \times P_Y \). Without loss of generality we further assume that \( P_X(x) > 0 \) and \( P_Y(y) > 0 \) for every \( x \in \mathcal{X} \) and every \( y \in \mathcal{Y} \).

Let \( U \) be a random variable taking values in some finite set \( \mathcal{U} \). Let \( P_{XU} \) be the joint distribution of \( X \) and \( U \) on \( \mathcal{X} \times \mathcal{U} \).

Define

\[
\mathcal{E}(P_{XU}, U) = \inf [D(P_Y \| P_Y) + I(U \wedge Y)]
\]

where the infimum is taken over all random variables \( \tilde{Y} \) taking values in \( \mathcal{Y} \) and being jointly distributed with \( X \) and \( U \) such that \( E_p(X, Y) \leq d \). By using the same argument as in the proof of [5, Lemma 2.2, p. 124], it is not hard to prove that \( \mathcal{E}(P_{XU}, U) \) has the following property.

Lemma 1: \( \mathcal{E}(P_{XU}, U) \) is nonincreasing and convex as a function of \( d \) and continuous as a function of the pair \( (P_{XU}, U) \) where \( P_{XU} \) ranges over the set \( \mathcal{P}(\mathcal{X} \times \mathcal{U}) \).

For any \( \beta > 0 \), we have

\[
\mathcal{R}(P_X, P_Y, \beta, d) = \inf \{ I(U \wedge Y) : U \text{ is a finite valued r.v. with } \mathcal{E}(P_{XU}, U) \geq \beta \}.
\]

Let

\[
\mathcal{R}(P_X, P_Y, 0, d) = \lim_{\beta \to 0^+} \mathcal{R}(P_X, P_Y, \beta, d).
\]

Clearly

\[
\mathcal{R}(P_X, P_Y, 0, d) = \inf \{ I(U \wedge Y) : U \text{ is a finite valued r.v. with } \mathcal{E}(P_{XU}, U) > 0 \}.
\]

Define

\[
\mathcal{R}(P_X, P_Y, \beta, d) = \lim_{\beta \to 0^+} \mathcal{R}(P_X, P_Y, \beta, d).
\]

This is well-defined since \( \mathcal{R}(P_X, P_Y, \beta, d) \) as a function of \( \beta \) is nondecreasing.

The following theorem gives a formula for \( \mathcal{R}_{XY}(+\infty, \beta, d) \).

Theorem 2: Assume \( X \) and \( Y \) are independent. Then for any \( 0 < d < E_p(X, Y) \) and \( 0 \leq \beta \leq \beta(d) \)

\[
\mathcal{R}_{XY}(+\infty, \beta, d) = \mathcal{R}(P_X, P_Y, \beta, d).
\]

Remark 1: At this point, let us pause to give a few comments on the issue concerning the computation of \( \mathcal{R}(P_X, P_Y, \beta, d) \). In the following subsection, we shall compute \( \mathcal{R}(P_X, P_Y, \beta, d) \) in the binary-symmetric case. It turns out that in this special case, \( \mathcal{R}(P_X, P_Y, \beta, d) \) can be expressed in terms of the rate-distortion function of the source \( X \). In general, however, the computation of this function may be very difficult. It seems to the authors that there is no easy way to apply the support lemma (21, [5, ch. 31]) to upper-bound the cardinality of the set \( \mathcal{U} \). Instead, we shall take an alternative approach to the problem. We define for each integer \( k \geq 1 \), and any \( \beta > 0 \)

\[
\mathcal{R}_k(P_X, P_Y, \beta, d) = \inf \{ I(X \wedge U) : U \text{ is a r.v. taking } \leq k \text{ values with } \mathcal{E}(P_{XU}, U) \geq \beta \}.
\]

For \( \beta = 0 \), \( \mathcal{R}_k(P_X, P_Y, 0, d) \) is defined similarly. Clearly, \( \mathcal{R}_k(P_X, P_Y, \beta, d) \) as a function of \( k \) is nonincreasing and converges to \( \mathcal{R}(P_X, P_Y, \beta, d) \) as \( k \) goes to infinity. Later on, we shall estimate the rate at which \( \mathcal{R}_k(P_X, P_Y, \beta, d) \) converges to \( \mathcal{R}(P_X, P_Y, \beta, d) \) to provide a partial solution to the problem of the computation of \( \mathcal{R}(P_X, P_Y, \beta, d) \).

To give a general formula for the function \( \mathcal{R}_{XY}(\alpha, \beta, d) \), we next modify the definition of the quantities \( \mathcal{E}(P_{XU}, d) \) and \( \mathcal{R}(P_X, P_Y, \beta, d) \) as follows. For any \( \gamma \geq 0 \) and any \( \alpha \geq 0 \), define

\[
\mathcal{E}(P_{XU}, \alpha, \gamma, d) = \inf \{ D(P_Y \| P_Y) + I(XU \wedge \tilde{Y}) \}
\]

where the infimum is taken over all random variables \( \tilde{Y} \) taking values in \( \mathcal{Y} \) and being jointly distributed with \( X \) and \( U \) such that \( E_p(X, Y) \leq d \) and

\[
D(P_Y \| P_Y) + I(XU \wedge \tilde{Y}) \leq \gamma + \alpha.
\]

Here we make use of the convention that the infimum taken over an empty set is \( +\infty \). Let

\[
\beta(P_X, d) = \inf_{E_p(X, Y) \leq d} \left[ D(P_Y \| P_Y) + I(X \wedge \tilde{Y}) \right]
\]

where the infimum is taken over all random variables \( \tilde{Y} \) taking values in \( Y \) such that \( E_p(X, Y) \leq d \). Then it is easy to see that in case \( \gamma + \alpha < \beta(P_X, d) \) the following holds:

\[
\mathcal{E}(P_{XU}, \alpha, \gamma, d) = +\infty
\]

for any random variable \( U \). In analogy to Lemma 1, it is not hard to see that \( \mathcal{E}(P_{XU}, \alpha, \gamma, d) \) has the following property.
Lemma 2: \( \mathcal{E}(P_{X,U}, \alpha, \gamma, d) \) is nonincreasing and convex as a function of \( \alpha \) (\( \gamma \) or \( d \), resp.) and continuous as a function of the quadruple \( (P_{X,U}, \alpha, \gamma, d) \), where the quadruple \( (P_{X,U}, \alpha, \gamma, d) \) ranges over all quadruples satisfying \( \gamma + \alpha > \beta(P_X, d) \), \( \alpha > 0 \), and \( d > 0 \).

Similarly to (2.4) and (2.5), we define for any \( \beta > 0 \)
\[
R(P_X, P_Y; \alpha, \gamma, \beta, d) = \inf \{ I(X \land U) : U \text{ is a finite valued r.v. with } \mathcal{E}(P_{X,U}, \alpha, \gamma, d) \geq \beta \}
\]  
(2.13)

and let
\[
\bar{R}(P_X, P_Y; \alpha, \gamma, 0, d) = \lim _{\beta \to 0^+} R(P_X, P_Y; \alpha, \gamma, \beta, d).
\]  
(2.14)

Define
\[
\bar{R}(P_X, P_Y; \alpha, \gamma, \beta, d) = \lim _{\beta' \to \beta^-} R(P_X, P_Y; \alpha, \gamma, \beta', d).
\]  
(2.15)

The following theorem gives a general formula for \( R_{XY}^*(\alpha, \beta, d) \).

Theorem 3: Assume that \( X \) and \( Y \) are independent, then for any \( 0 < d < q_{P}(X, Y) \), \( 0 < \alpha \neq \beta(P_X, d) - \beta(d) \), and \( 0 \leq \beta \leq \beta(d) \), the following holds:
\[
R_{XY}^*(\alpha, \beta, d) = \bar{R}(P_X, P_Y; \alpha, \gamma, \beta, d).
\]  
(2.16)

Remark 2: Obviously, \( \beta(d) \leq \beta(P_X, d) \). If \( \beta(d) < \beta(P_X, d) \), then it follows from (2.11) and (2.13) that for any \( \alpha < \beta(P_X, d) - \beta(d) \) and \( \beta > 0 \)
\[
R(P_X, P_Y; \alpha, \gamma, \beta(d), d) = 0.
\]  
(2.17)

On the other hand, it is easy to see that in this special case, \( R_{XY}^*(\alpha, \beta, d) = 0 \) for any \( \beta \in [0, +\infty] \). This will become clear when we prove the direct part of Theorem 3.

Furthermore, it follows from the definition of \( R_{XY}^*(\alpha, \beta, d) \) that as a function of \( \alpha \) it is left continuous. Thus it will suffice for us to prove Theorem 3 for \( \alpha > \beta(P_X, d) - \beta(d) \).

Note that Theorem 2 is actually a special case of Theorem 3, because for \( \alpha = +\infty \)
\[
R(P_X, P_Y; \beta(d), d) = R(P_X, P_Y; \beta, d).
\]  
(2.18)

The reasons why we state Theorems 2 and 3 separately can be seen in the following sections. Similarly to (2.8), we can also define \( R_k(P_X, P_Y; \alpha, \gamma, \beta, d) \) for each \( k \geq 1 \).

We conclude this subsection with pointing out the following facts
Fact 1. \( R_k(P_X, P_Y; \beta, d) \) is lower semi-continuous.
Fact 2. \( R_k(P_X, P_Y; \beta, d) \) as a function of \( \beta \) is left continuous.
Fact 3. \( R_k(P_X, P_Y; \alpha, \gamma, \beta, d) \) as a function of the quadruple \( (P_X, \alpha, \gamma, \beta, d) \) is lower semi-continuous in the range \( \gamma + \alpha > \beta(P_X, d) \), \( \alpha > 0 \), and \( d > 0 \).
Fact 4. \( R_k(P_X, P_Y; \alpha, \gamma, \beta, d) \) as a function of \( \beta \) is left continuous if \( \gamma + \alpha > \beta(P_X, d) \).

B. Example: The Binary Symmetric Case

In this subsection, we consider the binary-symmetric case where \( X = Y = \{0, 1\} \), \( X \) and \( Y \) are independent and uniformly distributed over \( \{0, 1\} \), and the distortion measure \( \rho \) is the Hamming distance.

We first evaluate \( R_{XY}^*(+\infty, \beta, d) \) from Theorem 2 in this special case. Note that in this case, \( \beta(d) = 1 - h(d) \) where \( h(\cdot) \) is the binary entropy function. The following theorem, which will be proved in Appendix II, gives a simple closed-form expression for \( R_{XY}^*(+\infty, \beta, d) \).

Theorem 4: For any \( 0 \leq d < \frac{1}{2} \) and \( 0 \leq \beta \leq \beta(d) \)
\[
R_{XY}^*(+\infty, \beta, d) = 1 - h(d) - d
\]  
(2.19)

where \( d \beta \leq \frac{1}{2} \) satisfies \( h(d \beta) = 1 - \beta \).

It is interesting to note that \( 1 - h(d \beta - d) \) is the rate distortion function of the source \( X \) evaluated at the point \( d \beta - d \). In some sense, therefore, Theorem 4 shows that there exists a close relationship between the rate \( R_{XY}^*(+\infty, \beta, d) \) and the rate distortion function of \( X \).

Next we outline the proof of Theorem 2 in the binary-symmetric case. The direct part is easy. For any \( d < d_3 - d \), roughly speaking, \( 2^{n(1-h(d))} \) balls of radius \( nd \) can almost cover the whole space. For each \( x^n \in \{0, 1\}^n \), we send simply the center of the ball in which \( x^n \) lies. Upon receiving this center, the decoder first calculates the Hamming distance between \( y^n \) and the center, and then outputs 1 if the distance is \( \leq n(d + d) \) and 0 otherwise. It is not hard to see that the misrejection probability is guaranteed to be zero, and the misacceptance probability is upper-bounded by \( 2^{-n(1-h(d)+d)} \), which is less than or equal to \( 2^{-n3} \). This implies \( R_{XY}^*(+\infty, \beta, d) \leq 1 - h(d) - d \).

To prove the converse part, let \( (R, +\infty, \beta) \) be achievable, where \( \beta > 0 \). By definition, there exists for any \( \epsilon > 0 \) and sufficiently large \( n \) an \( n \)-th order 1DS code \( c_n = (f_n, B_n, g_n) \) such that
\[
r_n(c_n) \leq R + \epsilon, P_{\epsilon 2}(c_n) = 0 \text{ and } P_{\epsilon 2}(c_n) \leq 2^{-n(\beta - \epsilon)}.
\]  
(2.20)

For any \( b^n \in B_n \), let
\[
S(b^n) = \{ x^n \in X^n : f_n(x^n) = b^n \}
\]
and
\[
S(d^n) = \{ y^n \in Y^n : \rho_n(x^n, y^n) \leq d \text{ for some } x^n \in S(b^n) \}
\]
(Throughout the paper, the notation \( b^n \) stands for an element in \( B_n \) and should not be confused with notation for an sequence of length \( n \).) From (2.20) and the Markov inequality, it follows that with very high probability \( b^n \in B_n \) satisfies
\[
Pr \{ Y^n \in S(b^n) \} \leq 2^{-n(\beta - 2\epsilon)}.
\]

To continue our derivation, we use at this point an isoperimetric theorem in combinatorial extremal theory [7] which says roughly that for any subset \( A \subset \{0, 1\}^n \) with
\[
|A| = \sum _{i=1}^{k} \binom{n}{i}
\]
for some $k$, the cardinality of the Hamming $l$-neighborhood $\Gamma^l A$ of $A$ is minimized when $A$ is a sphere, where for any $l \geq 0$

$$\Gamma^l A = \{ y^n \in \{0, 1\}^n : n \rho_\beta(x^n, y^n) \leq l \text{ for some } x^n \in A \}.$$  

Using this result, one can prove that with very high probability $b^n \in B_n$ satisfies $|S(b^n)| \leq 2^n h(d_{b^n}, \ldots, d_{b^n})$, where $d_{b^n} \leq 1/2$ satisfies $h(\beta_{d_{b^n}}) = 1 - \beta + 2\varepsilon$. This implies the converse part of Theorem 2.

The above argument is typical. It will be generalized to the general case in the subsequent sections. What makes the proof of the converse part easy is the solution of the isoperimetric problem. Unfortunately, the solution of the isoperimetric problem is very difficult in general. For the simplest distortion measure—Hamming distance—the solution is known only in the binary case; in the nonbinary case, even an asymptotically optimal solution cannot be derived using the image-size characterization of [3] (see also [5]). In Section III, we develop a new method which yields in particular the asymptotic solution of the general isoperimetric problem for arbitrary finite alphabets and arbitrary distortion measures. Although the exact solution of the problem is extremely difficult, the asymptotic solution is good enough for our identification problem at hand.

C. Correlated Case

In this subsection, $X$ and $Y$ may be correlated. Unlike the independent case, only partial results on $R_{XY}^*(+\infty, 0, d)$ are obtained in this general case. First, note that when $X$ and $Y$ are independent, $R(P_X, P_Y, 0, d)$ given by (2.6) can be rewritten as

$$R(P_X, P_Y, 0, d) = \inf_{\bar{U}} I(X \land U)$$  

(2.21)

where the infimum is taken over all random variables $U$ taking values in some finite set such that

$$\bar{p}(P_{XY} \mid \cdot ; \cdot | U) > d$$  

(2.22)

where $\bar{p}(P_{XY} \mid \cdot ; \cdot | U)$ denotes the $\bar{p}$-distance between the conditional distribution $P_{XY} \mid \cdot ; \cdot | U)$ and the distribution $P_{XY}$ of $Y$. (For the definition of $\bar{p}$ distance, we refer to [8].) The expression (2.21) of $R(P_X, P_Y, 0, d)$ will be the same as that of the general case.

Let $W(\cdot \mid \cdot) : \mathcal{X} \times \mathcal{Y} \rightarrow [0, 1]$ be a stochastic matrix such that for any $x \in \mathcal{X}$ and any $y \in \mathcal{Y}$, $W(y \mid x)$ is the conditional probability of $Y = y$ given $X = x$. A stochastic matrix $\tilde{W}(\cdot \mid \cdot) : \mathcal{X} \times \mathcal{Y} \rightarrow [0, 1]$ is said to be absolutely continuous with respect to $W$ if for any $x \in \mathcal{X}$ and $y \in \mathcal{Y}$, $W(y \mid x) = 0$ implies $\tilde{W}(y \mid x) = 0$. Let $X_0(Y_0, \text{resp.})$ denote the projection of $\mathcal{X} \times \mathcal{Y}$ onto $\mathcal{X}$ ($\mathcal{Y}$, resp.). For any $P \in P(\mathcal{X})$, define

$$\hat{p}_\beta(P) = \inf_{\tilde{W}} E_{Q\beta} p(X_0, Y_0)$$  

(2.23)

where the infimum is taken over all $Q \in P(\mathcal{X} \times \mathcal{Y})$ such that

i) The marginal of $Q$ on $\mathcal{X}$ is $P$;

ii) The marginal of $Q$ on $\mathcal{Y}$ is $P_W$, where $P_W \in P(\mathcal{Y})$ is given by

$$P_W(y) = \sum_{x \in \mathcal{X}} P(x)W(y \mid x), \quad y \in \mathcal{Y}.$$  

(2.24)

iii) the transition probability matrix from $X_0$ to $Y_0$ under the distribution $Q$ is absolutely continuous with respect to $W$.

Clearly, if $W(y \mid x) > 0$ for any $x \in \mathcal{X}$ and any $y \in \mathcal{Y}$, then $\hat{p}_\beta(P)$ is just the $\bar{p}$-distance between $P$ and $P_W$. For any $0 < d < E\rho(X, Y)$, we next define

$$R_\beta(P_{XY}, 0, d) = \inf_{\bar{U}} [I(X \land U) - I(Y \land U)]$$  

(2.25)

where the infimum is taken over all random variables $U$ taking values in some finite set $\bar{U}$ such that i) $U \rightarrow X \rightarrow Y$ forms a Markov chain, and ii) $E\bar{p}(P_{XY} \mid \cdot ; \cdot | U) > d$. In Appendix III, we will prove that $R_\beta(P_{XY}, 0, d)$ has the following property.

**Lemma 3:** $R_\beta(P_{XY}, 0, d)$ as a function of $d$ is convex over the interval $0 < d < E\rho(X, Y)$. Moreover, in evaluating $R_\beta(P_{XY}, 0, d)$ from (2.25), it suffices to consider only sets $\bar{U}$ with $|\bar{U}| \leq |\mathcal{X}| + 2$.

Similarly to (2.25), we define for any $0 < d < E\rho(X, Y)$

$$R(P_{XY}, 0, d) = \inf_{\bar{U}} I(X \land U)$$  

(2.26)

where the infimum is taken over all random variables $U$ taking values in some finite set $\bar{U}$ such that i) $U \rightarrow X \rightarrow Y$ forms a Markov chain, and ii) $E\bar{p}(P_{XY} \mid \cdot ; \cdot | U), P_{XY} \mid \cdot ; \cdot | U) > d$. Obviously, (2.26) is the extension of (2.21) to the general case. It is easy to see that a similar result to Lemma 3 holds also for $R(P_{XY}, 0, d)$. The following theorem gives an upper and a lower bound for $R_{XY}^*(+\infty, 0, d)$ in the general case that $X$ and $Y$ may be correlated.

**Theorem 5:** For any $0 < d < E\rho(X, Y)$

$$R(P_{XY}, 0, d) \leq R_{XY}^*(+\infty, 0, d) \leq R(P_{XY}, 0, d).$$  

(2.27)

Note that when $X$ and $Y$ are independent, the lower and the upper bounds are the same in Theorem 5 and equal to $R(P_X, P_Y, 0, d)$. Considering the expression given by (2.25), a natural question to ask at this point is whether the lower bound is always tight. Unfortunately, the following example shows that this is not true in general.

**Example 1:** Let $X, Y, Z$ be three random variables taking values in finite sets $\mathcal{X}, \mathcal{Y}, \mathcal{Z}$, respectively, such that

i) $Y$ is independent of $X, Z$,

ii) $P_{XZ}(x, z) > 0$ for any pair $(x, z) \in \mathcal{X} \times \mathcal{Z}$.

Assume the decoder in the system shown in Fig. 2 now knows $(Y^n, Z^n)$ and wants to identify whether $p_{\rho}(X^n, Y^n) \leq d$. In other words, in addition to $Y^n$, the decoder knows side information $Z^n$ which is correlated with $X^n$. Since $P_{XZ}(x, z) > 0$ for all pairs $(x, z)$ and the distortion measure is irrelevant to $Z$, it is not hard to see that the side information is of no use and the minimum rate in bits per source symbol required to guarantee the zero probability of misclassification is still equal to $R_{XY}^*(+\infty, 0, d) = R(P_{XY}, 0, d)$. On the other hand, if we think of $(Y, Z)$ as one random variable defined on
\( \mathcal{Y} \times Z \) and extend \( \rho \) from \( X \times Y \) to \( X \times (\mathcal{Y} \times Z) \) by letting \( \rho(x, (y, z)) = \rho(x, y) \) for all triples \((x, y, z)\), then we have

\[
R_t(P_{X|Y,Z}, 0, d) = \inf_U \left[ I(X \wedge U) - I(Y \wedge U) \right]
\]

(2.28)

where the infimum is taken over all random variables \( U \) taking values in some finite set \( \mathcal{U} \) such that i) \( U \rightarrow X \rightarrow Y \) forms a Markov chain, or equivalently \( U \rightarrow N \) forms a Markov chain, ii) \( E[\mathcal{P}(X|U) \cdot \mathcal{P}(Y|U)] > d \), or equivalently \( E[\mathcal{P}(X|U) \cdot \mathcal{P}(Y|U)] > d \). From (2.21), (2.26), and (2.28), it follows that if \( X \) and \( Z \) are highly correlated, then in general

\[
R_t(P_{X|Y,Z}, 0, d) < R(P_{X|Y}, 0, d).
\]

(2.29)

This shows that, in this case, the upper bound \( R(P_{X|Y,Z}, 0, d) \) is tight, but the lower bound \( R_t(P_{X|Y,Z}, 0, d) \) is not.

Example 1 shows a case where side information is of no use to reduce the transmission rate \( R \) in the system shown in Fig. 2. Let us now look at a case where side information does help in reducing the transmission rate \( R \).

Let \( X, Y, Z \) be three random variables taking values on finite sets \( \mathcal{X}, \mathcal{Y}, \mathcal{Z} \), respectively, such that \( X \rightarrow Z \rightarrow Y \) forms a Markov chain. Let \( \{X^n, Y^n, Z^n\} \) be \( n \) independent drawings of the triple \( (X, Z, Y) \). Assume that both the encoder and the decoder now know the side information \( Z^n \). The decoder is still required to identify whether \( \rho(X^n, Y^n) \leq d \) with zero probability of misidentification. Clearly, this is a special case of the situation we considered in Theorem 5, if we think of \((X, Z)\) and \((Y, Z)\) as two random variables, and extend \( \rho(x, y) \) to \( \rho((x, z), (y, z)) \) accordingly. Interestingly enough, in this special case the side information does help in reducing the transmission rate.

Theorem 6: If \( X \rightarrow Z \rightarrow Y \) forms a Markov chain, then for any \( 0 < d < E[\rho(X, Y)] \)

\[
R_t(X,Z|Y,Z^n) \geq \inf_U \left[ I(X \wedge U | Z) \right] > d.
\]

(2.30)

In contrast to Example 1, Theorem 6 gives us another example for which the lower bound of (2.27) is tight, but the corresponding upper bound is not.

We conclude this subsection with pointing out that if \( X \rightarrow Z \rightarrow Y \) forms a Markov chain, then \( R_t(P_{X|Y,Z}, 0, d) \) can be rewritten as

\[
R_t(P_{X|Y,Z}, 0, d) = \inf_U I(X \wedge U | Z).
\]

(2.31)

where the infimum is taken over all random variables \( U \) taking values in some finite set \( \mathcal{U} \) such that i) \( U \rightarrow (X, Z) \rightarrow Y \) forms a Markov chain; and ii) \( E[\mathcal{P}(X|U) \cdot \mathcal{P}(Z|U)] > d \).

III. INHERENTLY TYPICAL SUBSET LEMMA

This section is devoted to developing a new method for proving converses, which can be used to prove the converse parts of Theorems 2 and 3 and to solve the general isoperimetric problem (a subject to which we intend to return in another paper). The main idea of this method is embodied in what we call inherently typical subset lemma.

For each integer \( m > 0 \), let \( \mathcal{P}_m(x) \) denote the set of all \( m \)-types on \( \mathcal{X} \), that is

\[
\mathcal{P}_m(x) = \left\{ P \in \mathcal{P} : P(x) \in \left( \frac{1}{m}, \frac{2}{m}, \ldots, \frac{m-1}{m} \right) \forall x \in \mathcal{X} \right\}.
\]

(3.1)

Let \( \mathcal{U}_n = \{ u_1, \ldots, u_n \} \) be an arbitrary set. Since \( \mathcal{U}_n \) is \( \mathbb{B}[\mathcal{P}_m(X)] \), we can associate with each \( P \in \mathcal{P}_m(X) \) an element \( u \in \mathcal{U}_n \) so that elements of \( \mathcal{U}_n \) associated with \( P \in \mathcal{P}_m(X) \), for convenience, we shall write \( P \) as \( P(\cdot | u) \).

In terms of this notation, we have

\[
\mathcal{P}_m(x) = \{ P(\cdot | u) : u \in \mathcal{U}_n \}.
\]

(3.2)

Let \( A \) be any subset of \( \mathcal{X} \). For any \( 0 \leq i \leq n-1 \), define

\[
A_i = \{ x^i \in \mathcal{X}^i : x^i \text{ is a prefix of some element of } A \}.
\]

(3.3)

Here, we make use of the convention that \( A_0 = \{ \Lambda \} \), where \( \Lambda \) is the empty string. Assume that the integer \( m \) is greater than or equal to \( \beta \mathcal{X} \mathcal{Y} \).

Definition 1: A set \( A \subseteq \mathcal{X} \) is called \( m \)-inherently typical if there exists a mapping

\[
\phi: \bigcup_{i=0}^{n-1} A_i \rightarrow \mathcal{U}_n
\]

(3.4)

such that the following hold:

i) There exists an \( n \)-type \( Q \in \mathcal{P}_n(X \times \mathcal{U}_n) \) such that for any \( x^n \in A \)

\[
P_{x^n,u}(x, u) = Q(x, u), \quad x \in \mathcal{X}, \quad u \in \mathcal{U}_n
\]

(3.5)

where \( u^n = (u_1, u_2, \ldots, u_n) \in \mathcal{U}_n \) is a sequence defined by \( u_i = \phi(x^{i-1}) \) for all \( i: 1 \leq i \leq n \). (Such a sequence is called a sequence associated with \( x^n \) through \( \phi \) and for any \( x \in \mathcal{X} \) and any \( u \in \mathcal{U}_n \)

\[
P_{x^n,u}(x, u) = \frac{1}{n} \sum_{i=1}^{n} \sum_{u \in \mathcal{U}_n} Q(x, u) \]

(3.6)

ii) If \( (\hat{X}, \hat{U}) \) is a pair of random variables taking values in \( \mathcal{X} \times \mathcal{U}_n \) with joint distribution \( Q \), then

\[
\frac{1}{n} \log |A| \leq H(\hat{X} | \hat{U}) \leq \frac{1}{n} \log |\mathcal{X}| + \frac{\log^2 m}{m}.
\]

(3.7)

Let \( \hat{A} \subseteq \mathcal{X} \) be \( m \)-inherently typical. Let \( \phi \) be the corresponding mapping such that (3.5) and (3.7) are satisfied. For any random vector \( X^n = (X_1, \ldots, X_n) \) taking values in \( \hat{A} \), we define another random vector \( \hat{U}^n = (\hat{U}_1, \ldots, \hat{U}_n) \) by letting \( \hat{U}_i = \phi(X^{i-1}) \) for all \( i: 1 \leq i \leq n \). Clearly (3.5) implies that with probability one, the following holds

\[
P_{\hat{X} \times \hat{U}, (\hat{x}, u)} = \frac{1}{n} \sum_{i=1}^{n} \Pr(\hat{X}_i = x, \hat{U}_i = u),
\]

(3.8)

Note that the left-hand side of (3.8) is the frequency, i.e., the average over time, and the right-hand side is the average
probability over ensemble. Intuitively, therefore, (3.8) just says that with probability one, the average over time is equal to the average over the ensemble. This is where the word “inherently typical” comes from. In typical applications (see the following sections), the random vector \( X^n \) is often assumed to be uniformly distributed on \( A \). In this case

\[
\frac{1}{n} \log |A| = \frac{1}{n} H(\bar{X}^n) = \frac{1}{n} \sum_{i=1}^{n} H(\bar{X}_i | \bar{X}^{i-1}). \tag{3.9}
\]

Let \( I \) be a random variable taking values uniformly in \( \{1, \ldots, n\} \) and independent of \( \bar{X}^n \). Let \( \bar{X} = \bar{X}_I \) and \( U = (\bar{X}^{I^c}, I) \), then

\[
\frac{1}{n} \log |A| = H(\bar{X} | U). \tag{3.10}
\]

If we extend the mapping \( \phi \) in the obvious way so that \( \phi(U) = \phi(\bar{X}^{I^c}) \) whenever \( U = (\bar{X}^{I^c}, I) \), then it is not hard to see that \( \bar{X} \) and \( U \) have the joint distribution \( P_{\bar{X}} \bar{U} = Q \) where \( \bar{U} = \phi(U) \). Therefore, (3.7) just says that

\[
H(\bar{X} | U) \leq H(\bar{X} | \bar{U}) \leq H(\bar{X} | U) + \frac{\log^2 m}{m}. \tag{3.11}
\]

**Example 2.** For any \( P \in \mathcal{P}_n(\mathcal{X}) \), let us consider the type class \( A \) corresponding to the \( n \)-type \( P \), i.e.,

\[
A = \{ x^n \in \mathcal{X}^n : P_{x^n} = P \},
\]

where \( P_{x^n} \in \mathcal{P}_n(\mathcal{X}) \) is the type of \( x^n \) defined by

\[
P_{x^n}(x) = \frac{1}{n} \left| \left\{ i : x_i = x \right\} \right|,
\]

for any \( x \in \mathcal{X} \).

If \( n \) is sufficiently large so that \( (|\mathcal{X}| \log (n+1))/n \leq \log^2 m/m \), then \( A \) is \( m \)-inherently typical. To see this is true, let the corresponding mapping \( \phi \) in (3.4) be a constant mapping. Then in terms of the notation in Definition 1, it is not hard to see that (3.5) holds and

\[
\frac{1}{n} \log |A| \leq H(\bar{X} | \bar{U}) \leq \frac{1}{n} \log |A| + \frac{|\mathcal{X}| \log (n+1)}{n} \leq \frac{1}{n} \log |A| + \frac{\log^2 m}{m}.
\]

This implies that \( A \) is \( m \)-inherently typical. On the other hand, it follows from Definition 1 that every \( m \)-inherently typical subset is a subset of some type class. Thus the concept of \( m \)-inherently typical subset is related to, but more general than the concept of type class. In fact, as the following lemma shows, an \( m \)-inherently typical subset exists in every subset of \( \mathcal{X}^n \). Thus the number of \( m \)-inherently typical subsets in \( \mathcal{X}^n \) is double exponential in \( n \); while the number of type classes in \( \mathcal{X}^n \) is only polynomial in \( n \).

**Lemma 4 (Inherently Typical Subset Lemma):** For any \( m \geq 2^{\log |\mathcal{X}|^2} \) satisfying \( ((m+1)^{|\mathcal{X}|^2+4} \log (n+1))/n \leq 1 \), and any \( A \subseteq \mathcal{X}^n \), there exists an \( m \)-inherently typical subset \( A \subset A \) such that

\[
\frac{1}{n} \log \frac{|A|}{|A|} \leq |\mathcal{X}|(m+1)^{|\mathcal{X}|^2} \log (n+1), \tag{3.12}
\]

Before proving Lemma 4, we remind the reader of the following two basic inequalities.

**Lemma 5 (Pincher Inequality [9], [5]):** For any two distributions \( P_1, P_2 \in \mathcal{P}(\mathcal{X}) \)

\[
D(P_1 \parallel P_2) \geq \frac{1}{2 \ln 2} \left\| P_1 - P_2 \right\|^2.
\]

**Lemma 6 (Folkeare [5, Lemma 1.27]):** If \( P_1 \) and \( P_2 \) are two distributions on \( \mathcal{X} \) such that

\[
\left\| P_1 - P_2 \right\| \leq \Theta \leq \frac{1}{2}
\]

then

\[
H(P_1) - H(P_2) \leq -\Theta \log \frac{\Theta}{|\mathcal{X}|}.
\]

**Proof of Lemma 4:** Let \( A \) be any subset of \( \mathcal{X}^n \). Let \( \bar{X}^n = (\bar{X}_1, \ldots, \bar{X}_n) \) be a random vector taking values uniformly in \( A \). Let \( p \) denote the distribution of \( \bar{X}_n \) on \( A \). Define a mapping \( \phi \) from \( \mathcal{F}_n \) to \( \mathcal{U}_m \) so that for any \( x_i \in A_i \), \( 0 \leq i \leq n - 1 \)

\[
\| p(\cdot | x^n) - P(\cdot | \phi(x^n)) \left\| \leq \frac{2 |\mathcal{X}|}{m} \tag{3.13}
\]

where \( p(\cdot | x^n) \) is the conditional distribution of \( \bar{X}_n \) given \( x_i = x'_i \), \( P(\cdot | \phi(x^n)) \) is the distribution in \( \mathcal{P}_m(\mathcal{X}) \) corresponding to \( u = \phi(x^n) \) (see (3.2)), and \( \| \cdot \| \) denotes the variational distance between distributions. It is easy to see that such a mapping exists. Essentially, this says that we use \( m \)-types to quantize distributions \( p(\cdot | x^n) \) by \( x_i \in \mathcal{A}_i \), and \( 0 \leq i \leq n - 1 \). For each \( m \)-type \( Q \in \mathcal{P}_m(\mathcal{X} \times \mathcal{U}_m) \), let \( A \subseteq A \) consist of all sequences \( x^n \in A \) such that

\[
P_{x^n}(x, u) = Q(x, u), \quad x \in \mathcal{X} \quad \text{and} \quad u \in \mathcal{U}_m
\]

where \( u^n \in \mathcal{U}_m^n \) is the sequence associated with \( x^n \) through the mapping \( \phi \) and

\[
P_{x^n}(x, u) = \frac{1}{n} \left| \left\{ i : (x_i, u_i) = (x, u) \right\} \right|.
\]

Clearly, \( \{ A_Q : Q \in \mathcal{P}_m(\mathcal{X} \times \mathcal{U}_m) \} \) is a partition of \( A \). Let \( Q \in \mathcal{P}_m(\mathcal{X} \times \mathcal{U}_m) \) satisfy

\[
|A_Q| = \max \{ |A_Q| : Q \in \mathcal{P}_m(\mathcal{X} \times \mathcal{U}_m) \}. \tag{3.14}
\]

We claim that \( \bar{A} = A_{Q} \) is the desired subset in Lemma 4. That is, \( \bar{A} \) satisfies (3.12) and is an \( m \)-inherently typical subset under the mapping \( \phi \). To see this, first note that

\[
|A| = \sum_{Q \in \mathcal{P}_m(\mathcal{X} \times \mathcal{U}_m)} |A_Q| \leq \left| \mathcal{P}_m(\mathcal{X} \times \mathcal{U}_m) \left\| A \right| \right|
\]

\[
\leq (n+1)^{|\mathcal{X}|} \log (n+1) \left| A \right| \tag{3.15}
\]

This, together with \( |\mathcal{U}_m| \leq (m+1)^{|\mathcal{X}|} \), implies immediately (3.12). On the other hand, by the definition of \( A_{Q} \), it follows that for any \( x^n \in \bar{A} \)

\[
P_{x^n}(x, u) = Q(x, u), \quad x \in \mathcal{X}, \quad u \in \mathcal{U}_m \tag{3.16}
\]

where \( u^n \) is the sequence associated with \( x^n \) through \( \phi \). Therefore, all remaining to be proved is that if \( (\bar{X}, \bar{U}) \) is a
random vector taking values on \(\mathcal{X} \times \mathcal{U}_m\) with joint distribution
\[ P_{\tilde{X}U} = Q, \]
then
\[
\frac{1}{n} \log |\tilde{A}| \leq H(\tilde{X} | \tilde{U}) \leq \frac{1}{n} \log |\tilde{A}| + \frac{\log^2 m}{m}. \tag{3.17}
\]
To prove (3.17), let \(\tilde{X} = (\tilde{X}_1, \ldots, \tilde{X}_n)\) be a random vector taking values uniformly in \(\tilde{A}\). Let \(\tilde{p}\) denote the distribution of \(\tilde{X}\) on \(\tilde{A}\). As in the analysis following Definition 1, let \(I\) be a random variable taking values uniformly on \(\{1, \ldots, n\}\). Let \(\tilde{X} = \tilde{X}_I, \ U = (\tilde{X}^{I-1}, I)\), and \(\tilde{U} = (\phi(U))\) where \(\phi(U) = \phi(\tilde{X}^{I-1})\) whenever \(U = (\tilde{X}^{I-1}, I)\). Then
\[
\frac{1}{n} \log |\tilde{A}| = H(\tilde{X} | \tilde{U}) \leq H(\tilde{X} | \tilde{U}) \tag{3.18}
\]
where the inequality in (3.18) is due to the fact that \(\tilde{X} \rightarrow U \rightarrow \tilde{U}\) forms a Markov chain. In view of (3.16), it is easy to see that \(\tilde{X}\) and \(\tilde{U}\) have the joint distribution \(P_{\tilde{X}\tilde{U}} = Q\). Consequently, in the following it suffices to prove that
\[
H(\tilde{X} | \tilde{U}) \leq H(\tilde{X} | \tilde{U}) + \frac{\log^2 m}{m}. \tag{3.19}
\]
To this end, note that for any \(x \in \mathcal{X}\) and \(u \in \mathcal{U}_m\)
\[
Q(x, u) = P_{\tilde{X}U}(x, u) = \frac{1}{n} \sum_{i=1}^{n} \mathbb{P}(X_i = x, \phi(\tilde{X}^{i-1}) = u)
\]
= \(\sum_{x \in \tilde{A}} \tilde{p}(x^n) \frac{1}{n} \sum_{i=1}^{n} \delta(x_i, x)\delta(\phi(\tilde{X}^{i-1}), u)\)
= \(\sum_{x \in \tilde{A}} \tilde{p}(x^n) \frac{1}{n} \sum_{i=1}^{n} \tilde{p}(x | \tilde{X}^{i-1})\delta(\phi(\tilde{X}^{i-1}), u)\). \tag{3.20}
where \(\delta(\cdot, \cdot)\) is the Kronecker Delta function, that is,
\[
\delta(z, z') = \begin{cases} 1, & \text{if } z = z' \\ 0, & \text{otherwise} \end{cases}
\]
and \(\tilde{p}(x | \tilde{X}^{i-1})\) is the conditional probability of \(X_i = x\) given \(\tilde{X}^{i-1} = \tilde{x}^{i-1}\). Since for any \(x^{\prime} \in \tilde{A}\)
\[
P_0(u) = \frac{1}{n} \sum_{i=1}^{n} \delta(\phi(\tilde{X}^{i-1}), u), \quad u \in \mathcal{U}_m
\]
it follows from (3.20) that
\[
P_{\tilde{X}U}(x, u) - P_0(u)P(x | u)
= \sum_{x \in \tilde{A}} \tilde{p}(x^n) \frac{1}{n} \sum_{i=1}^{n} (\tilde{p}(x | \tilde{X}^{i-1}) - P(x | u))\delta(\phi(\tilde{X}^{i-1}), u). \tag{3.21}
\]
This implies
\[
\sum_{x \in \tilde{X}} |P_{\tilde{X}U}(x, u) - P_0(u)P(x | u)|
\leq \sum_{x \in \tilde{A}} \tilde{p}(x^n) \frac{1}{n} \sum_{i=1}^{n} \|\tilde{p}(\cdot | \tilde{X}^{i-1}) - P(\cdot | u)\| \delta(\phi(\tilde{X}^{i-1}), u), \tag{3.22}
\]
On the other hand, from (3.12) it follows that
\[
\frac{1}{n} \sum_{x \in \tilde{A}} \tilde{p}(x^n)^* \log \frac{\tilde{p}(x^n)}{p(x^n)}
= \sum_{x \in \tilde{A}} \tilde{p}(x^n) \frac{1}{n} \sum_{i=1}^{n} \log \frac{\tilde{p}(x | \tilde{X}^{i-1})}{p(x | \tilde{X}^{i-1})}
= \sum_{x \in \tilde{A}} \tilde{p}(x^n) \frac{1}{n} \sum_{i=1}^{n} D (\tilde{p}(\cdot | \tilde{X}^{i-1}) || p(\cdot | \tilde{X}^{i-1}))
\leq |\mathcal{X}|(m + 1)^{\mathcal{X}} \frac{\log(n + 1)}{n}. \tag{3.23}
\]
Using Pinsker’s inequality, we get
\[
\sum_{x \in \tilde{A}} \tilde{p}(x^n) \frac{1}{n} \sum_{i=1}^{n} ||\tilde{p}(\cdot | \tilde{X}^{i-1}) - p(\cdot | \tilde{X}^{i-1})||^2
\leq 2|\mathcal{X}|(m + 1)^{|\mathcal{X}|} \frac{\log(n + 1)}{n}. \tag{3.24}
\]
Applying Schwartz inequality to (3.24) yields
\[
\sum_{x \in \tilde{A}} \tilde{p}(x^n) \frac{1}{n} \sum_{i=1}^{n} ||\tilde{p}(\cdot | \tilde{X}^{i-1}) - p(\cdot | \tilde{X}^{i-1})||
\leq \left[ 2|\mathcal{X}|(m + 1)^{|\mathcal{X}|} \frac{\log(n + 1)}{n} \right]^\frac{1}{2}. \tag{3.25}
\]
Going back to (3.22), we get
\[
\sum_{x \in \tilde{X}} |P_{\tilde{X}U}(x, u) - P_0(u)P(x | u)|
\leq \sum_{x \in \tilde{A}} \tilde{p}(x^n) \frac{1}{n} \sum_{i=1}^{n} \|\tilde{p}(\cdot | \tilde{X}^{i-1}) - p(\cdot | \tilde{X}^{i-1})\|
\times \delta(\phi(\tilde{X}^{i-1}), u) + \sum_{x \in \tilde{A}} \left[ \tilde{p}(x^n)
\times \frac{1}{n} \sum_{i=1}^{n} \|p(\cdot | \tilde{X}^{i-1}) - P(\cdot | u)\| \delta(\phi(\tilde{X}^{i-1}), u) \right]
\leq \left[ 2|\mathcal{X}|(m + 1)^{|\mathcal{X}|} \frac{\log(n + 1)}{n} \right]^\frac{1}{2} + 2|\mathcal{X}| \frac{1}{m} P_0(u) \tag{3.26}
\]
where the last inequality is due to (3.25) and (3.13). Therefore, if
\[
P_0(u) \geq \left[ 2|\mathcal{X}|(m + 1)^{|\mathcal{X}|} \frac{\log(n + 1)}{n} \right]^\frac{1}{2}
\]
then
\[
||P_{\tilde{X}U}(\cdot | u) - P(\cdot | u)||
\leq \left[ 2|\mathcal{X}|(m + 1)^{|\mathcal{X}|} \frac{\log(n + 1)}{n} \right]^\frac{1}{2} + 2|\mathcal{X}| \frac{1}{m}
\leq 4|\mathcal{X}| \frac{1}{m}. \tag{3.27}
\]
where \(P_{\tilde{X}U}(\cdot | u)\) is the conditional probability distribution of \(\tilde{X}\) given \(\tilde{U} = u\) and the last inequality is due to the assumption.
that \([(m+1)^3|\mathcal{X}|^4 \ln(n+1)])/n \leq 1. From (3.27) and Lemma 6, we have
\[
H(\mathcal{X} \mid U) = \sum_{x' \in \mathcal{A}} \bar{p}(x') \frac{1}{n} \sum_{i=1}^{n} H(P_{\mathcal{X}}(\cdot \mid \phi(x'^{-1}))) \\
\leq \sum_{x' \in \mathcal{A}} \bar{p}(x') \frac{1}{n} \sum_{i=1}^{n} H(P(\cdot \mid \phi(x'^{-1}))) \\
+ 4|\mathcal{X}| \frac{\log m}{m} \\
+ \left|\mathcal{A}_{\mathcal{X}}\right| \frac{2|\mathcal{X}|(m+1)|\mathcal{X}|^{1/2} \log(n+1)}{n} \leq 1
\]
where the inequality 1) is due to the assumption that
\[(m+1)^3|\mathcal{X}|^4 \ln(n+1))/n \leq 1
\]
and $m \geq 2^{1/|\mathcal{X}|^2}$, and inequality 2) is due to (3.13) and Lemma 6. To continue (3.28), we next compare $H(p(\cdot \mid x^{-i}))$ with $H(\bar{p}(\cdot \mid x^{-i}))$. Let
\[
F = \{ (i, x^{-i}) : 1 \leq i \leq n, x \in \mathcal{A}, \}
\]
\[
\left|\bar{p}(\cdot \mid x^{-i}) - p(\cdot \mid x^{-i})\right| \geq \left[2|\mathcal{X}|(m+1)|\mathcal{X}|^{1/2} \log(n+1)\right]^{1/4}
\]
Think of \{\bar{p}(x^n)\} n as a probability distribution on $\mathcal{X} \times \{1, 2, \cdots, n\}$. Applying the Markov inequality to (3.25) yields
\[
\sum_{x'^{-i} \in \mathcal{A}} \bar{p}(x'^{-i}) \sum_{i=1}^{n} 1_F(i, x^n) \leq \left[2|\mathcal{X}|(m+1)|\mathcal{X}|^{1/2} \log(n+1)\right]^{1/4} \tag{3.29}
\]
where $1_F$ denotes the indicator function of $F$. From (3.29) and Lemma 6, it is not hard to verify that
\[
\sum_{x'^{-i} \in \mathcal{A}} \bar{p}(x'^{-i}) \sum_{i=1}^{n} H(p(\cdot \mid x'^{-i})) \\
\leq \sum_{x'^{-i} \in \mathcal{A}} \bar{p}(x'^{-i}) \sum_{i=1}^{n} H(p(\cdot \mid x'^{-i})) + 2|\mathcal{X}|^2 \frac{\log m}{m} + 2|\mathcal{X}| \frac{\log m}{m} \\
= H(\mathcal{X} \mid U) + 2|\mathcal{X}|^2 \frac{\log m}{m} + 2|\mathcal{X}| \frac{\log m}{m} \\
\leq H(\mathcal{X} \mid U) + (2|\mathcal{X}| + 1) \frac{\log m}{m}. \tag{3.30}
\]
Combining (3.30) with (3.28) yields
\[
H(\mathcal{X} \mid U) \leq H(\mathcal{X} \mid U) + (8|\mathcal{X}| + 2) \frac{\log m}{m} \\
\leq H(\mathcal{X} \mid U) + \frac{\log m}{m} \tag{3.31}
\]
where the last inequality is due to the assumption that $m > 2^{1/|\mathcal{X}|^2}$. This completes the proof of (3.19) and hence the proof of Lemma 4.

Note that Lemma 4 is proved by estimating the variational distance between the distribution $P_{\mathcal{X}}(\cdot \mid \phi(x'^{-1}))$ and $p(\cdot \mid x'^{-1})$ where $x'^{-1} \in \mathcal{A}_{\mathcal{X}}$. Roughly speaking, the attempt we have made in the proof of Lemma 4 is to show that the variational distance between these two distributions is roughly upper-bounded by $\frac{\log m}{m}$. In fact, this is just what the second condition of the definition of $m$-inherently typical subset implies. To see this, let us go back to (3.11), where $\mathcal{A} \subset \mathcal{X}$ is assumed to be $m$-inherently typical. It is not hard to see that (3.11) can be rewritten as
\[
H(\mathcal{X} \mid U) - H(\mathcal{X} \mid U) \\
= \sum_{x'^{-i} \in \mathcal{A}} \bar{p}(x'^{-i}) \sum_{i=1}^{n} D(p(\cdot \mid x'^{-1}), P_{\mathcal{X}}(\cdot \mid \phi(x'^{-1}))) \\
\leq \frac{\log m}{m}. \tag{3.32}
\]
Using Pinsker’s inequality once again, we get
\[
\sum_{x'^{-i} \in \mathcal{A}} \bar{p}(x'^{-i}) \sum_{i=1}^{n} \|p(\cdot \mid x'^{-1}) - P_{\mathcal{X}}(\cdot \mid \phi(x'^{-1}))\|_2^2 \\
\leq 2\frac{\log m}{m} \tag{3.33}
\]
which, together with Schwartz inequality, implies
\[
\sum_{x'^{-i} \in \mathcal{A}} \bar{p}(x'^{-i}) \sum_{i=1}^{n} \|p(\cdot \mid x'^{-1}) - P_{\mathcal{X}}(\cdot \mid \phi(x'^{-1}))\| \\
\leq \sqrt{2\frac{\log m}{m}} \tag{3.34}
\]
This means that the average variational distance between $P_{\mathcal{X}}(\cdot \mid \phi(x'^{-1}))$ and $p(\cdot \mid x'^{-1})$ is upper bounded by
\[
\sqrt{2\frac{\log m}{m}}.
\]
Therefore, the second condition in the definition of $m$-inherently typical subsets is also stringent.

IV. PROOFS OF THEOREMS 2 AND 3

In this section, we assume $X$ and $Y$ are independent. First of all, let us review some basic facts about types and typical sequences. Let $U$ be a random variable taking values on some finite set $\mathcal{U}$. Let $\{\gamma_n\}$ be a sequence of positive numbers such that $\gamma_n \to 0$ and $n \gamma_n \to \infty$ as $n \to +\infty$. Recall that $\mathcal{T}_n(\mathcal{U})$
denotes the set of all n-types on \( \mathcal{U} \). For each \( u^n \in \mathcal{U}^n \), the type \( P_{u^n} \) of \( u^n \) is defined by
\[
P_{u^n}(u) = \frac{1}{n} |\{ i : u_i = u \}|, \quad u \in \mathcal{U}.
\]
For each \( P \in \mathcal{P}_n(\mathcal{U}) \), let
\[
T^n_P(\mathcal{U}) = \{ u^n \in \mathcal{U}^n : P_{u^n} = P \}
\]
denote by \( \mathcal{V}_n(P, P \mathcal{U} \times \mathcal{X}) \) the set of all stochastic matrices \( V = (V(x \mid u))_{x \in \mathcal{X}, u \in \mathcal{U}} \) such that \( V(x \mid u) \in \left\{ 0, \frac{1}{n} P(u), \frac{2}{n} P(u), \ldots, 1 \right\} \) for all \( x \in \mathcal{X} \) and \( u \in \mathcal{U} \).

Given \( u^n \in \mathcal{U}^n \) and \( V \in \mathcal{V}_n(P_{u^n}, P \mathcal{U} \times \mathcal{X}) \), a sequence \( x^n \) is said to be \( V \)-generated by \( u^n \) if for all \( x \in \mathcal{X} \) and all \( u \in \mathcal{U} \)
\[
P_{x^n}(u, x) = P_{u^n}(u) V(x \mid u).
\]
Denote by \( T^n_{P_X}(\mathcal{U}, \mathcal{X}) \) the set of all sequences \( x^n \) \( V \)-generated by \( u^n \).

An n-type \( P \in \mathcal{P}_n(\mathcal{U}) \) is said to be \((U, \gamma_n)\)-essential if
\[
|P(u) - P_X(u)| \leq \gamma_n
\]
and \( P(u) = 0 \) whenever \( P_X(u) = 0 \). A sequence \( u^n \in \mathcal{U}^n \) is called \((U, \gamma_n)\)-typical if \( P_{u^n} \) is \((U, \gamma_n)\)-essential. Denote by \( T^n_{U, \gamma_n} \) the set of all \((U, \gamma_n)\)-typical sequences. Similarly, for \( u^n \in \mathcal{U}^n \), we call \( V \in \mathcal{V}_n(P_{u^n}, U \times \mathcal{X}) \) \((u^n, X \mid U, \gamma_n)\)-typical if \( |P_{u^n}(u) V(x \mid u) - P_{x^n}(u) P_{X} V(x \mid u)| \leq \gamma_n \) and \( V(x \mid u) = 0 \) whenever \( P_{X} V(x \mid u) = 0 \), where \( P_{X} V(x \mid u) \) is the conditional probability of \( X = x \) given \( U = u \). A sequence \( x^n \in \mathcal{X}^n \) is called \((u^n, X \mid U, \gamma_n)\)-typical if there exists a \((u^n, X \mid U, \gamma_n)\)-essential stochastic matrix \( V \in \mathcal{V}_n(P_{u^n}, P \mathcal{U} \times \mathcal{X}) \) such that \( x^n \) is \( V \)-generated by \( u^n \).

Although the above notation is introduced for random variables \( X \) and \( U \) and for finite sets \( \mathcal{X} \) and \( \mathcal{U} \), in the following we shall use freely these notation and terminology for other random variables and finite sets. Note that if \( u^n \) is \((U, \gamma_n)\)-typical, and \( x^n \) is \((u^n, X \mid U, \gamma_n)\)-typical, then \( u^n x^n \) is \((U, 2\gamma_n)\)-typical and \( x^n \) is \((X, 2\gamma_n)\)-typical.

The following facts will be used.
\[
\mathcal{V}_n(P, P \mathcal{U} \times \mathcal{X}) \leq (n + 1)^{|\mathcal{U}|} |\mathcal{X}|, \text{ for any } P \in \mathcal{P}_n(\mathcal{U}). \tag{4.1}
\]
\[
(n + 1)^{|\mathcal{U}|} 2^{H(r')} \leq |T^n_P(\mathcal{U})| \leq 2^{H(r')}, \quad P \in \mathcal{P}_n(\mathcal{U}). \tag{4.2}
\]
\[
(n + 1)^{|\mathcal{U}|} 2^{H(V(r'))} \leq |T^n_{V}(u^n, \mathcal{X})| \leq 2^{H(V(r'))}, \quad u^n \in T^n_P, \quad P \in \mathcal{P}_n(\mathcal{U}), \text{ and } V \in \mathcal{V}_n(P, \mathcal{U} \times \mathcal{X}) \tag{4.3}
\]
where
\[
H(V \mid P) = \sum_{u \in \mathcal{U}} P(u) H(V(\cdot \mid u)) = \sum_{u \in \mathcal{U}} \sum_{x \in \mathcal{X}} -P(u) V(x \mid u) \log V(x \mid u). \tag{4.4}
\]

Furthermore
\[
\Pr \left( U^n \in T^n_{U, \gamma_n} \right) \geq 1 - \frac{|\mathcal{U}|^2}{4n \gamma_n^2} \tag{4.5}
\]
and if \( r m \Pr \left( U^n = u^n \right) > 0 \), then
\[
\Pr \left( X^n \in T^n_{X | U, \gamma_n}(u^n) \mid U^n = u^n \right) \geq 1 - \frac{|X|^2 |\mathcal{U}|^2}{4n \gamma_n^2} \tag{4.6}
\]
where \((X^n, U^n)\) are \( n \) independent drawings of \((X, U)\).

**A. Proof of Theorem 2**

In view of the fact that \( R^n_{X,Y}(\alpha, \beta, d) \) is continuous at \( \beta = 0 \), it suffices to prove Theorems 2 and 3 for \( 0 < \beta < \beta(d) \).

**Proof of Theorem 2**: We first prove the direct part, that is,
\[
R^n_{X,Y}(+\infty, \beta, d) \leq R(P_X, P_Y, \beta, d).
\]

By the definition of \( R^n_{X,Y}(+\infty, \beta, d) \), it suffices to prove that for any \( R > R(P_X, P_Y, \beta, d) \), \((R, +\infty, \beta)\) is achievable. To this end, we fix \( R > R(P_X, P_Y, \beta, d) \) below and prove \((R, +\infty, \beta)\) is achievable.

In view of the definitions of \( R(P_X, P_Y, \beta, d) \) and \( R(P_X, P_Y, \beta, d) \), it is not hard to see that for any \( \delta > 0 \), there exists a random variable \( U \) taking values on some finite set \( \mathcal{U} \) such that
\[
I(X \wedge U) < R \quad \text{and} \quad \epsilon(P_X U, \mathcal{U}) \geq \beta - \delta. \tag{4.7}
\]

Based on the pair \((X, U)\), the standard technique of [21] (see also [5, pp. 306–310]) can be used to show that there exists for sufficiently large \( n \) a system \( \{(u^n(i), S_i) : 1 \leq i \leq M\} \) which has the following properties:

- **Property i)** \( \log M \leq n(I(X \wedge U) + \epsilon) \).
- **Property ii)** For \( 1 \leq i \leq M \), \( u^n(i) \in T^n_{U, \gamma_n}(u^n(i)) \), and
\[
\Pr \left( X^n \in S_i \mid U^n = u^n(i) \right) \geq \frac{\delta}{2}
\]
where \((X^n, U^n)\) are \( n \)-independent drawings of \((X, U)\).
- **Property iii)** \( S_i : 1 \leq i \leq M \) are disjoint and
\[
\Pr \left( X^n \in \bigcup_{i=1}^{M} S_i \right) \geq 1 - \delta.
\]

Based on this system, we construct an \( n \)-th order ID source code \( C_n = (f_n, B_n, g_n) \) as follows. For each \( x^n \notin \bigcup_{i=1}^{M} S_i \), the encoder simply sends the sequence \( x^n \) itself to the decoder. After receiving \( x^n \), the decoder outputs 1 if \( \rho_n(x^n, y^n) \leq d \) and 0 otherwise. The number of bits needed for the lossless transmission of \( x^n \) is \( \lceil \log |X^n| \rceil + 1 \) plus one bit flag indicating \( x^n \notin \bigcup_{i=1}^{M} S_i \). For each \( x^n \in \bigcup_{i=1}^{M} S_i \), the encoder first finds the integer \( i \) such that \( x^n \in S_i \) and then transmits \( i \) to the decoder. Upon receiving \( i \), the decoder outputs 1 if \( \rho_n(S_i, y^n) \leq d \), and 0 otherwise, where
\[
\rho_n(S_i, y^n) = \min \{ \rho_n(x^n, y^n) : x^n \in S_i \}.
\]

The number of bits needed for the transmission of the integer \( i \) is \( \lceil \log M \rceil + 1 \) plus one bit flag indicating \( x^n \in \bigcup_{i=1}^{M} S_i \).
Therefore, the average rate of the IDS code described above is upper-bounded by
\begin{align}
r_n(C_n) &= \frac{1}{n} \Pr \left( X^n \in \bigcup_{i=1}^M S_i \left( \lceil \log M \rceil + 1 \right) \right) \\
&\quad + \frac{1}{n} \Pr \left( X^n \not\in \bigcup_{i=1}^M S_i \left( \lceil \log |X| \rceil + 1 \right) \right) \\
&\leq I(X \wedge U) + \delta + \delta \log |X| + \frac{2}{n} \\
&\leq R + (1 + \log |X|) \delta + \frac{2}{n} \tag{4.8}
\end{align}
where the last inequality is due to (4.7). From the construction of $C_n$, it is clear that the probability of misidentification is zero and the probability of false identification is upper-bounded by
\begin{align}
P_{\text{r}2}(C_n) &\leq \frac{1}{\Pr \left( p_n(X^n, Y^n) > d \right)} \\
&\quad \times \sum_{i=1}^M \Pr \left( X^n \in S_i \right) \Pr \left( Y^n \in S^d_i \right) \\
&\leq 2 \sum_{i=1}^M \Pr \left( X^n \in S_i \right) \Pr \left( Y^n \in S^d_i \right) \tag{4.9}
\end{align}
for sufficiently large $n$, where
\[ S^d_i = \{ y^n \in \Y^n : \rho_n(S_i, y^n) \leq d \} \]
and the last inequality is due to the fact that $d < E_P(X, Y)$. To continue (4.9), note that for $1 \leq i \leq M$ and $x^n \in S_i$, $(u^n(i), x^n) \in (UX, 2\gamma_n)$-typical. Since $E_{P_X, U}(d) \geq \beta - \delta$, it follows from Lemma 1 that for sufficiently large $n$ and any $x^n \in S_i$
\[ E_{P_{X, U^n(i)}}(d) \geq \beta - 2\delta. \tag{4.10} \]
Clearly, for each $1 \leq i \leq M,$
\[ S^d_i = \bigcup_{V \in \V_n} S^d_i \cap T^\nu_Y(u^n(i), \Y). \tag{4.11} \]
It is easy to see that if $S^d_i \cap T^\nu_Y(u^n(i), \Y)$ is not empty, then there exist $x^n \in S_i$ and $Q \in \P_n(\U \times \X \times \Y)$ such that
i) the marginal of $Q$ on $U \times \X$ is $P_{U^n(i)}$;
ii) the marginal of $Q$ on $U \times \Y$ is given by
\[ P_{U^n(i)}(u) V(y \mid u), \quad u \in \U \text{ and } y \in \Y; \]
iii) under the distribution $Q$, $E_P(x, Y_0) \leq d.$
In view of (2.3) and (4.10), this implies
\[ \sum_{u \in \U} P_{U^n(i)}(u) D(V \mid u) \| P_Y \right) \]
\[ = \sum_{u \in \U, y \in \Y} P_{U^n(i)}(u) V(y \mid u) \log \frac{V(y \mid u)}{P_Y(y)} \geq \beta - 2\delta. \tag{4.12} \]
Therefore, if $S^d_i \cap T^\nu_Y(u^n(i), \Y)$ is not empty, then
\[ \Pr \left( Y^n \in S^d_i \cap T^\nu_Y(u^n(i), \Y) \right) \]
\[ \leq \Pr \left( Y^n \in T^\nu_Y(u^n(i), \Y) \right) \\
= \left[ T^\nu_Y(u^n(i), \Y) \right] \\
\times 2^{-n \left[ H(P_{U^n(i)}) + \sum_{u \in \U} P_{U^n(i)}(u) D(V(y \mid u) \| P_Y) \right]} \\
\leq 2^{-n \left[ \sum_{u \in \U} P_{U^n(i)}(u) D(V(y \mid u) \| P_Y) \right]} \\
\leq 2^{-n(\beta - 2\epsilon)} \tag{4.13} \]
where the inequality 1) is due to (4.3) and the last inequality is due to (4.12). Going back to (4.11), we get for sufficiently large $n$
\[ \Pr \left( Y^n \in S^d_i \right) \leq \left| \V_n(P_{U^n(i)}(U \times \Y) \right| 2^{-n(\beta - 2\epsilon)} \leq 2^{-n(\beta - 3\epsilon)} \tag{4.14} \]
where the last inequality is due to (4.1). Substituting (4.14) into (4.9) yields
\[ P_{\text{r}2}(C_n) \leq 2^{-n(\beta - 3\epsilon)}. \tag{4.15} \]
Since $\delta > 0$ is arbitrary, by definition, (4.8) and (4.15) imply that $(R, +\infty, \beta)$ is achievable. This completes the proof of the direct part of Theorem 2.

We now turn to the converse part, that is,
\[ R_X^{XY}(+\infty, \beta, d) \geq \bar{R} \left( P_X, P_Y, (\beta, d) \right). \]
Clearly, it is enough to prove that for any achievable triple $(R, +\infty, \beta)$
\[ R \geq \bar{R} \left( P_X, P_Y, (\beta, d) \right). \]
To this end, let us below fix an achievable triple $(R, +\infty, \beta)$. By definition, there exists for any $\epsilon > 0$ a sequence of ID source codes $C_n = (f_n, B_n, g_n)$ such that for sufficiently large $n$
\[ r_n(C_n) \leq R + \epsilon; \quad P_{\text{e}1}(C_n) = 0 \quad \text{and} \quad P_{\text{e}2}(C_n) \leq 2^{-n(\beta - \epsilon)}. \tag{4.16} \]
As in the binary-symmetric case, we define for each $b^n \in B_n$
\[ S(b^n) = \{ x^n \in \X^n : f_n(x^n) = b^n \} \]
and
\[ S^d(b^n) = \{ y^n \in \Y^n : \rho_n(x^n, y^n) \leq d \text{ for some } x^n \in S(b^n) \}. \]
Since $P_{\text{e}1}(C_n) = 0$, we must have
\[ S^d(b^n) \subset \{ y^n \in \Y^n : g_n(y^n, b^n) = 1 \}. \]
Therefore, the inequality $P_{\text{e}2}(C_n) \leq 2^{-n(\beta - \epsilon)}$ implies
\[ \sum_{b^n \in B_n} \Pr \left( X^n \in S(b^n) \right) \Pr \left( Y^n \in S^d(b^n) \right) \]
\[ \leq 2^{-n(\beta - \epsilon)} + \Pr \left( \rho_n(X^n, Y^n) \leq d \right) \leq 2^{-n(\beta - \epsilon)} \]
In view of (2.2) and the fact that $\beta < \beta(d)$, it follows that for sufficiently large $n$
\[ \sum_{b^n \in B_n} \Pr \left( X^n \in S(b^n) \right) \Pr \left( Y^n \in S^d(b^n) \right) \leq 2 \times 2^{-n(\beta - \epsilon)} \]
which, coupled with the Markov inequality, implies
\[
\sum_{b^n \in B_n} \Pr(X^n \in S(b^n)) \geq 1 - \epsilon
\]  
(4.17)
where
\[B_n = \{b^n \in B_n : \Pr\{Y^n \in S(b^n)\} \geq 2^{-n(\beta - \epsilon - n^{-1} \log(2/\epsilon))}\}.
\]

Let \(m\) be a sufficiently large positive integer to be specified later. Fix a \(b^n \in B_n\). Applying the inherently typical subset lemma (i.e., Lemma 4) to \(S(b^n) \cap T_{X^n}^n\), where \(T_{X^n}^n\) is the set of all \((X^n, r_n)\)-typical sequences \(x^n\), we get an \(m\)-inherently typical subset \(A \subset S(b^n) \cap T_{X^n}^n\) such that
\[
\frac{1}{n} \log \frac{|S(b^n) \cap T_{X^n}^n|}{|A|} \leq |X|(m + 1) - \frac{\log(n + 1)}{n}.
\]  
(4.18)
By the definition of \(m\)-inherently typical subsets, there exists a mapping \(\phi\) from \(\bigcup_{i=1}^{n} A_i \rightarrow U_m^n\), where \(A_i = \{x^i \in X^i : x^i\text{ is a prefix of some element in } A\}\), such that the following hold:

i) There exists an \(n\)-type \(Q \in \mathcal{P}_n(X \times U_m)\) such that for any \(x^n \in A\)
\[
P_{\tilde{X} \tilde{U}}(x, u) = Q(x, u), \quad x \in X \text{ and } u \in U_m
\]  
(4.19)
where \(u^n \in U_m^n\) is the sequence associated with \(x^n\) through \(\phi\).

ii) If \((\tilde{X}, \tilde{U})\) is a random vector taking values on \(X \times U_m\) with joint distribution \(Q\), then
\[
\frac{1}{n} \log |A| \leq H(\tilde{X} | \tilde{U}) \leq \frac{1}{n} \log |A| + \frac{\log^2 m}{m}.
\]  
(4.20)
As what we did in the analysis following Definition 1, let \(X^n = (X_1, \ldots, X_n)\) be a random vector taking values uniformly on \(A\). Define a random vector \(\tilde{U}^n = (\tilde{U}_1, \ldots, \tilde{U}_n)\) by letting \(\tilde{U}_i = \phi(X^{i-1})\), \(1 \leq i \leq n\). Let \(I\) be a random variable taking values uniformly on \(\{1, 2, \ldots, n\}\) and independent of \(\tilde{X}\). Let
\[
\tilde{X} = \tilde{X}_I, \quad \tilde{U} = \tilde{U}_I, \text{ and } U = (\tilde{X}^{I-1}, I).
\]  
(4.21)
Clearly, we can extend the mapping \(\phi\) in the obvious way so that \(\phi(U) = \phi(\tilde{X}^{I-1})\) whenever \(U = (\tilde{X}^{I-1}, I)\), then \(\tilde{U} = \phi(U)\).

As pointed out in the analysis following Definition 1, \(X\) and \(\tilde{U}\) have the joint distribution \(P_{\tilde{X} \tilde{U}} = Q\). Furthermore, \(n^{-1} \log |A| \geq H(\tilde{X} | \tilde{U})\) and (4.20) can be rewritten as
\[
H(\tilde{X} | \tilde{U}) \leq H(\tilde{X} | \tilde{U}) \leq \frac{1}{n} \log |A| + \frac{\log^2 m}{m}.
\]  
(4.22)
Having defined the random pair \((\tilde{X}, \tilde{U})\) taking values on \(X \times U_m^n\), we next lower-bound \(\Pr(Y^n \in A^d)\) by a function of \(\mathcal{E}(P_{\tilde{X} \tilde{U}}; d - \epsilon)\), where
\[
A^d = \{y^n \in Y^n : \rho_n(x^n, y^n) \leq d \text{ for some } x^n \in A\}.
\]

In view of the definition of \(\mathcal{E}(P_{\tilde{X} \tilde{U}}; d - \epsilon)\), let \(Y\) be a random variable taking values on \(Y\) such that \(E_{\tilde{X}, \tilde{U}}(Y) \leq d - \epsilon\). Let
\[
V = \{V(y | x^n) : x^n \in X^n, u \in U_m^n, y \in Y\}
\]
be a stochastic matrix so that \(V(y | x^n)\) is the conditional probability of \(Y = y\) given \(X = x\) and \(U = u\). Let \(\tilde{Y} = (\tilde{Y}_1, \ldots, \tilde{Y}_n)\) be the random vector resulting from passing \((X^n, \tilde{U}^n)\) through the channel \(V\). From (4.6), it follows that for any \(x^n \in A\)
\[
\Pr(\tilde{Y}^n \in T_{\tilde{Y}|\tilde{X}, \gamma_n}^n(x^n, u^n)) = x^n, \tilde{U}^n = u^n
\]
\[\geq 1 - \frac{|X| |Y| |U_m|}{4n\gamma_n^2}.
\]  
(4.23)
where \(u^n \in U_m^n\) is the sequence associated with \(x^n\) through \(\phi\). From (4.19), it is not hard to see that for any \(x^n \in A\)
\[
T_{\tilde{Y}|\tilde{X}, \gamma_n}^n(x^n, u^n) \subset T_{\tilde{Y}|\tilde{X}}^n(x^n, u^n).
\]  
(4.24)
Furthermore, since \(E_{\tilde{X}, \tilde{U}}(\tilde{Y}) \leq d - \epsilon\), it follows that for sufficiently large \(n\) and any \(y^n \in T_{\tilde{Y}|\tilde{X}, \gamma_n}^n(x^n, u^n)\)
\[
\rho_n(x^n, y^n) \leq d.
\]
Therefore, we get
\[
F = \bigcup_{x^n \in A} T_{\tilde{Y}|\tilde{X}, \gamma_n}^n(x^n, u^n)
\]
where \(u^n \in U_m^n\) is the sequence associated with \(x^n\) through \(\phi\), then \(F \subset A^d\) and for any \(x^n \in A\)
\[
\Pr(\tilde{Y}^n \in F | X^n = x^n, U^n = u^n) > 1 - \frac{|X| |Y| |U_m|}{4n\gamma_n^2}.
\]  
(4.25)
This implies
\[
\Pr(\tilde{Y}^n \in F) > 1 - \frac{|X| |Y| |U_m|}{4n\gamma_n^2}.
\]  
(4.25)
For convenience, let
\[
\delta_n = \frac{|X| |Y| |U_m|}{4n\gamma_n^2}.
\]
From (4.25), we have
\[
H(\tilde{Y}^n) \leq h(\delta_n) + \log |F| + n\delta_n \log |Y|
\]
where \(h(\cdot)\) represents the binary entropy function. From this, it is not hard to verify that
\[
\log |F| \geq H(\tilde{Y}^n) - h(\delta_n) - n\delta_n \log |Y|
\]
\[
= \sum_{i=1}^{n} H(\tilde{Y}_i | \tilde{Y}^{i-1}) - h(\delta_n) - n\delta_n \log |Y|
\]
\[
\geq \sum_{i=1}^{n} H(\tilde{Y}_i | \tilde{Y}^{i-1}, \tilde{U}^{i-1}) - h(\delta_n) - n\delta_n \log |Y|
\]
\[
eq 1 \sum_{i=1}^{n} H(\tilde{Y}_i | \tilde{X}^{i-1} \tilde{U}^{i-1}) - h(\delta_n) - n\delta_n \log |Y|
\]
\[
= 2 \sum_{i=1}^{n} H(\tilde{Y}_i | \tilde{X}^{i-1}) - h(\delta_n) - n\delta_n \log |Y|
\]  
(4.26)
where equality 1) is due to the fact that given \((\tilde{X}^{i-1}, \tilde{U}^{i-1})\), \(\tilde{Y}^{i-1}\), and \(\tilde{Y}_i\) are conditionally independent, and the equality 2) follows from the fact that \(\tilde{U}^{i-1} = \phi(\tilde{X}^{i-2})\). Recall that
I is the random variable which takes values uniformly on
\{1, \ldots, n\} and is independent of \(X^n\) and \(Y^n\). Let \(\bar{Y} = \bar{Y}_1\). In view of (4.21), (4.26) continues as follows:

\[
\log |F| \geq nH(\bar{Y} | \bar{U}) - h(\delta_n) - n\delta_n \log |\mathcal{Y}|
\]

\[
= nH(\bar{Y} | \bar{U}) + n(H(\bar{Y} | \bar{U}) - H(\bar{Y} | \bar{U}))
\]

\[
- h(\delta_n) - n\delta_n \log |\mathcal{Y}|
\]

\[
= nH(\bar{Y} | \bar{U}) + n(H(\bar{Y} | \bar{U}) - H(\bar{Y} | \bar{U}))
\]

\[
- h(\delta_n) - n\delta_n \log |\mathcal{Y}|
\] (4.27)

where the last equality follows from the observation that \((\bar{X}, \bar{U}, \bar{Y})\) has the same joint distribution as that of \((X, U, Y)\). To continue (4.27) further, we next estimate the difference \(H(\bar{Y} | \bar{U}) - H(\bar{Y} | U)\). Since \(\bar{U} = \phi(U)\), it is not hard to verify that

\[
H(\bar{Y} | \bar{U}) - H(\bar{Y} | U) = \frac{1}{n} \sum_{i=1}^{n} \sum_{\bar{X} \in \mathcal{X}} \left[ \Pr(\bar{X} = x | \bar{X} = x_{i-1}) \right]
\]

\[
\times \log \left( \frac{\Pr(\bar{Y} = y | \bar{X} = x_{i-1})}{\Pr(\bar{Y} = y | x_{i-1})} \right)
\] (4.28)

where \(\Pr(\bar{Y} = y | x_{i-1})\) is the conditional probability of \(\bar{Y} = y\) given \(\bar{U} = \phi(x_{i-1})\). By construction, it is not hard to see that

\[
\Pr(\bar{Y} = y | \bar{X} = x_{i-1}) = \sum_{x \in \mathcal{X}} \Pr(\bar{Y} = y | \bar{X} = x) V(y | x \phi(x_{i-1}))
\]

and

\[
\Pr(\bar{Y} = y | \phi(x_{i-1})) = \sum_{x \in \mathcal{X}} \Pr(\bar{Y} = y | \bar{X} = x_{i-1}) V(y | x \phi(x_{i-1})).
\]

Using the log-sum inequality, one gets that

\[
\sum_{y \in \mathcal{Y}} \Pr(\bar{Y} = y | \bar{X} = x_{i-1}) \log \left( \frac{\Pr(\bar{Y} = y | \bar{X} = x_{i-1})}{\Pr(\bar{Y} = y | \phi(x_{i-1}))} \right)
\]

\[
\leq \sum_{y \in \mathcal{Y}} \sum_{x \in \mathcal{X}} \left[ \Pr(\bar{X} = x | \bar{X} = x_{i-1}) \right]
\]

\[
\times V(y | x \phi(x_{i-1})) \log \left( \frac{\Pr(\bar{X} = x | \bar{X} = x_{i-1})}{\Pr(\bar{X} = x | \phi(x_{i-1}))} \right)
\]

\[
\leq \sum_{x \in \mathcal{X}} \left[ \Pr(\bar{X} = x | \bar{X} = x_{i-1}) \right]
\]

\[
\times \log \left( \frac{\Pr(\bar{X} = x | \bar{X} = x_{i-1})}{\Pr(\bar{X} = x | \phi(x_{i-1}))} \right)
\] (4.29)

Substituting (4.29) into (4.28) yields

\[
H(\bar{Y} | \bar{U}) - H(\bar{Y} | U) \leq H(\bar{X} | \bar{U}) - H(\bar{X} | U)
\]

\[
\leq \frac{\log^2 m}{m}
\] (4.30)

where the last inequality is due to (4.22). Combining (4.27) and (4.30) yields

\[
\log |F| \geq nH(\bar{Y} | \bar{U}) - n\frac{\log^2 m}{m} - h(\delta_n) - n\delta_n \log |\mathcal{Y}|.
\]

From (4.24)

\[
F \subset T^n_{Y, \mathcal{X}, \mathcal{Y}}(\epsilon_n).
\]

Thus

\[
\Pr(\bar{Y} \in F) \geq |F|^2 e^{-nH(\bar{Y} | \bar{U}) - n\log^2 m/m - \epsilon_n}
\]

\[
\geq \exp \left\{ -n \left( I(\bar{U} \vee \bar{Y}) + D(P_{\bar{Y}} \parallel P_{Y}) + \frac{\log^2 m}{m} + \epsilon_n \right) \right\}
\] (4.31)

where \(\epsilon_n \rightarrow 0\) as \(n\) goes to infinity. Since \(F \subset A^d\), (4.31) implies

\[
\Pr(\bar{Y} \in A^d) \geq \exp \left\{ -n \left( I(\bar{U} \vee \bar{Y}) + D(P_{\bar{Y}} \parallel P_{Y}) + \frac{\log^2 m}{m} + \epsilon_n \right) \right\}.
\] (4.32)

Note that (4.32) holds for any random variable \(\bar{Y}\) taking values on \(\mathcal{Y}\) such that \(E[I(\bar{U} \vee \bar{Y})] \leq d - \epsilon\). This, together with the definition of \(E(F_{\bar{X}, \bar{U}, \bar{Y}}, d - \epsilon)\), implies

\[
\Pr(\bar{Y} \in A^d) \geq \exp \left\{ -n \left( E(F_{\bar{X}, \bar{U}, \bar{Y}}, d - \epsilon) + \frac{\log^2 m}{m} + \epsilon_n \right) \right\}.
\] (4.33)

Let us go back to (4.17) and (4.18). We next want to estimate the probability \(\Pr\{X^n \in S(b^n) \cap T^n_{X, Y, \gamma}\}\), where \(b^n \in B^n\). Since \(A \subset S(b^n) \cap T^n_{X, Y, \gamma}\), it is easy to see from (4.19) and (4.21) that \(F_{\bar{X}}\) is \((X, \gamma)\)-essential, that is,

\[
|P_{\bar{X}}(x) - P_X(x)| \leq \gamma_n, \quad x \in X
\] (4.34)

and \(P_{\bar{X}}(x)\) whenever \(P_X(x) = 0\). For convenience, let

\[
a_n = |X|/(m+1) \leq \frac{\log(n+1)}{n}.
\]

It is not hard to see that

\[
\Pr(\{X^n \in S(b^n) \cap T^n_{X, Y, \gamma}\} \leq |S(b^n) \cap T^n_{X, Y, \gamma}| \leq 2^{-n(H(\bar{X}) - \epsilon_n)}
\]

\[
\leq 2^{-n(H(\bar{X}) - \epsilon_n)} \log |A| - a_{-\infty} \leq |(1)\right)
\]

\[
\leq 2^{-n(H(\bar{X}) - \epsilon_n)} \log |A| - a_{-\infty} \leq |(1)\right)
\]

\[
= 2^{-n(\beta - \epsilon_n - \frac{\log 2}{m})}.
\] (4.35)

where the inequality 1) is due to (4.18), the inequality 2) is due to the fact that \(n^{-1} \log |A| \leq H(\bar{X} | \bar{U})\) and \(\epsilon_n\) goes to zero as \(n\) goes to infinity, since \(b^n \in B^n\), it follows that

\[
\Pr(\{Y^n \in A^d\}) \leq \Pr(\{Y^n \in S(b^n)\}) \leq 2^{-n(\beta - \epsilon_n - \frac{\log 2}{m})}.
\] (4.36)

Comparing (4.35) with (4.33) yields

\[
E(F_{\bar{X}, \bar{U}, \bar{Y}}, d - \epsilon) \geq \beta - \epsilon - \frac{\log^2 m}{m} - \epsilon_n - \frac{1}{n} \log 2 \epsilon.
\]
Note that \( \hat{U} \) takes values on \( \mathcal{U}_m \). From the definition of \( R_b(P_X, P_Y, \beta, d) \), it follows that

\[
I(\hat{X} \wedge \hat{U}) \geq R_{|U|,m}(P_X, P_Y, \beta - \varepsilon - \frac{\log^2 m}{m} - \varepsilon_n - \frac{1}{n} \log \frac{2}{\varepsilon} d - \varepsilon)
\]

which, combined with (4.35), implies

\[
-\frac{1}{n} \log \Pr \left( X^n \in S(b^n) \cap T^n_{X,\gamma_n}\right) \geq R_{|U|,m}(P_X, P_Y, \beta - \varepsilon - \frac{\log^2 m}{m} - \varepsilon_n - \frac{1}{n} \log \frac{2}{\varepsilon} d - \varepsilon) - \varepsilon_n.
\]

Letting \( m \) go to infinity yields

\[
R_{XY}(+\infty, \beta, d) \geq \hat{R}(P_X, P_Y, \beta, d).
\]

This completes the proof of the converse part and hence the proof of Theorem 2.

**Remark 3:** In response to Remark 1, let us note that in view of Lemma 4, the inequality (4.40) actually holds for any \( m \geq 2|V| \cdot |V|^\beta \). From the proof of Theorem 2, therefore, we obtain that for any \( m \geq 2|V| \cdot |V|^\beta \)

\[
R_{|U|,m}(P_X, P_Y, \beta - \frac{\log^2 m}{m}, d) \leq R_{XY}(+\infty, \beta, d)
\]

(4.41)

This gives us in a sense how accurate the value obtained could be if we approximate \( \hat{R}(P_X, P_Y, \beta, d) \) by \( R_{|U|,m}(P_X, P_Y, \beta, d) \). If some regular conditions are satisfied, hopefully this approximation could be as accurate as \( O(\log^2 m/m) \).

### B. Proof of Theorem 3

We next turn to the proof of Theorem 3. Although the proof of Theorem 3 is more complicated than that of Theorem 2, the basic idea is the same and in fact, most parts of the proof are just the translation of the corresponding parts in the proof of Theorem 2 to the present case. This is why we stated separately Theorems 2 and 3. We hope this will help the reader understand the proofs more easily.

**Proof of Theorem 3:** In view of Remark 2, it suffices to prove Theorem 3 for \( \alpha > \beta(P_X, d) - \beta(d) \) and \( 0 < \beta < \beta(d) \). We first prove the direct part, that is,

\[
R_{XY}(\alpha, \beta, d) \leq \hat{R}(P_X, P_Y, \alpha, \beta(d), \beta, d).
\]

By the definition of \( R_{XY}(\alpha, \beta, d) \), it is enough to prove that for any \( R \) satisfying

\[
R > \hat{R}(P_X, P_Y, \alpha, \beta(d), \beta, d)
\]

\((\alpha, \beta)\) is achievable. To this end, let us fix below \( R > \hat{R}(P_X, P_Y, \alpha, \beta(d), \beta, d) \). As in the proof of Theorem 2, it is not hard to see that for any \( \delta > 0 \), there exists a random variable \( U \) taking values on some finite set \( \mathcal{U} \) such that

\[
I(X \wedge U) < R \quad \text{and} \quad \mathcal{E}(P_{XU}, \alpha, \beta(d), d) \geq \beta - \delta.
\]

Corresponding to the random pair \((X, U)\), there exists for sufficiently large \( n \) a system \( \{(u^n(i), S_i) \mid 1 \leq i \leq M\} \) which satisfies Properties i–iii. Based on this system, we construct an \( n \)-th order 1D source code \( C_n = (f_n, B_n, g_n) \) as follows. For each \( x^n \in \bigcup_{i=1}^M S_i \), the encoder sends the index \( i \) itself to the decoder. After receiving \( x^n \), the decoder outputs 1 if \( b^n(x^n, y^n) \leq d \) and 0 otherwise. For each \( x^n \in \bigcup_{i=1}^M S_i \), the encoder first finds the integer \( i \) such that \( x^n \in S_i \) and then transmits \( i \) to the decoder. Upon receiving
i, the decoder outputs 1 if \( y^n \in \mathcal{Y}^n \) satisfies that there exists some \( x^n \in S_i \) such that \( \rho_n(x^n, y^n) \leq d \) and

\[
\sum_{x \in \mathcal{V}, u \in \mathcal{U}} P_{x^n, u^n}(y) D(P_{x^n, u^n} || P_Y) \leq \beta(d) + \alpha \tag{4.43}
\]

where

\[
P_{x^n, u^n}(y) \in \mathcal{V}_n(P_{x^n, u^n}, (X \times \mathcal{U}) \times \mathcal{Y})
\]

is defined by

\[
P_{x^n, u^n}(y) = P_{x^n, u^n}(y, x, u, y)
\]

for all \( y \in \mathcal{Y}; \) and otherwise outputs 0. Clearly, the encoder \( f_n \) defined here is the same as in the proof of Theorem 2. From (4.48), therefore, the average rate \( r_n(C_n) \) is also upper-bounded by

\[
r_n(C_n) \leq R + (1 + \log |\mathcal{X}|) \delta + \frac{2}{n} \tag{4.44}
\]

For each \( 1 \leq i \leq M \), let

\[
S_i^d = \{ y^n \in \mathcal{Y}^n : \rho_n(x^n, y^n) \leq d \text{ for some } x^n \in S_i \}
\]

and

\[
\hat{S}_i^d = \{ y^n \in \mathcal{Y}^n : g_n(y^n, i) = 1 \}
\]

Obviously, \( \hat{S}_i^d \subseteq S_i^d \) for \( 1 \leq i \leq M \). For each \( x^n \in S_i \), let \( B_i^d(x^n) \) denote the set of all \( y^n \in \mathcal{Y}^n \) such that \( \rho_n(x^n, y^n) \leq d \) and

\[
\sum_{x \in \mathcal{V}, u \in \mathcal{U}} P_{x^n, u^n}(x, u) D(P_{x^n, u^n} || P_Y) > \beta(d) + \alpha
\]

From (4.45), it is not hard to see that

\[
\Pr(Y^n \in B_i^d(x^n)) \leq (n + 1)^{1/2} \#(\mathcal{U}) 2^{-n(\beta(d) + \alpha)} \tag{4.46}
\]

By the construction of the ID source code \( C_n \), we can now verify that

\[
P_{T_1}(C_n) = \frac{\Pr \{ (X^n, Y^n) \in \bigcup_{i=1}^M S_i \times \hat{S}_i^d, \rho_n(X^n, Y^n) \leq d \}}{\Pr \{ \rho_n(X^n, Y^n) \leq d \}}
\]

\[
\leq \frac{1}{\Pr \{ \rho_n(X^n, Y^n) \leq d \}} \times \sum_{i=1}^M \sum_{x^n \in S_i} \Pr \{ X^n = x^n \} \Pr \{ Y^n \in B_{\delta}(x^n) \}
\]

\[
\leq 1^{(n + 1)^{1/2} |\mathcal{U}| |\mathcal{Y}|} 2^{-n(\beta(d) + \alpha)}
\]

\[
\leq 2^{-n(\alpha - \delta)} \tag{4.47}
\]

for sufficiently large \( n \), where the inequality 1) follows from (4.46) and the inequality 2) follows from (2.2). As in the proof of the direct part of Theorem 2, it is clear that the probability \( P_{T_2}(C_n) \) of false identification of the ID source code \( C_n \) is upper-bounded by

\[
P_{T_2}(C_n) \leq \frac{1}{\Pr \{ D_{\delta}(X^n, Y^n) > d \}} \times \sum_{i=1}^M \Pr \{ X^n \in S_i \} \Pr \{ Y^n \in \hat{S}_i^d \} \tag{4.48}
\]

for sufficiently large \( n \). To continue (4.48), we do the same thing as we did before. First note that for any \( 1 \leq i \leq M \) and \( x^n \in S_i \), \( (u^n(x^n), x^n) \) is \( (U, X, 2y^n) \)-typical in view of Lemma 2 and (4.42), therefore, it follows that for sufficiently large \( n \) and any \( x^n \in S_i \)

\[
\mathcal{E}(P_{x^n, u^n}(i); \alpha, \beta(d), d) \geq \beta - 2\delta \tag{4.49}
\]

Let us now look at

\[
\hat{S}_i^d \cap T_{\delta}(u^n(i), \mathcal{Y}) \text{ where } V \in \mathcal{V}_n(P_{x^n, u^n}, \mathcal{U} \times \mathcal{Y}).
\]

Clearly, if \( \hat{S}_i^d \cap T_{\delta}(u^n(i), \mathcal{Y}) \) is not empty, then from the definition of \( \hat{S}_i^d \), there exist an \( x^n \in S_i \) and a \( Q \in P_n(\mathcal{U} \times \mathcal{X} \times \mathcal{Y}) \) such that

i) the marginal of \( Q \) on \( \mathcal{U} \times \mathcal{X} \) is \( P_{x^n, u^n} \); i)

ii) the marginal of \( Q \) on \( \mathcal{U} \times \mathcal{Y} \) is given by

\[
P_{x^n, u^n}(i) V(y \mid u), u \in \mathcal{U} \text{ and } y \in \mathcal{Y};
\]

iii) if \( (\tilde{U}, \tilde{X}, \tilde{Y}) \) is a random vector taking values on \( \mathcal{U} \times \mathcal{X} \times \mathcal{Y} \) with joint distribution \( P_{\tilde{X} \tilde{U} \tilde{Y}} = Q \), then

\[
D(P_Y \parallel P_Y) + I(\tilde{X} \tilde{U} \wedge \tilde{Y}) \leq \beta(d) + \alpha.
\]

This, along with the definition of \( \mathcal{E}(P_{x^n, u^n}(i); \alpha, \beta(d), d) \) and the inequality (4.49), implies

\[
\sum_{u \in \mathcal{U}} P_{u^n}(u) D(V(\cdot \mid u) \parallel P_Y) > \beta - 2\delta.
\]

Therefore, if \( \hat{S}_i^d \cap \mathcal{T}_{\delta}(u^n(i), \mathcal{Y}) \) is not empty, then

\[
\Pr \{ Y^n \in \hat{S}_i^d \cap \mathcal{T}_{\delta}(u^n(i), \mathcal{Y}) \}
\]

\[
\leq \Pr \{ Y^n \in \mathcal{T}_{\delta}(u^n(i), \mathcal{Y}) \}
\]

\[
\leq 2^{-n(\beta - 2\delta)}
\]

which, in turn, implies

\[
\Pr \{ Y^n \in \hat{S}_i^d \} \leq \mathcal{V}_n(P_{u^n}, \mathcal{U} \times \mathcal{Y}) | 2^{-n(\beta - 2\delta)} \leq 2^{-n(\beta - 3\delta)} \tag{4.50}
\]

for sufficiently large \( n \). Substituting (4.50) into (4.48) yields

\[
P_{T_2}(C_n) \leq 2 \times 2^{-n(\beta - 3\delta)}, \tag{4.51}
\]

Since \( \delta > 0 \) is arbitrary, (4.44), (4.47), and (4.51) imply that \( (R, \alpha, \beta) \) is achievable. This completes the proof of the direct part of Theorem 3.
We next turn to the converse part. Clearly, it is enough to prove that for any achievable triple \((R, \alpha, \beta)\)
\[ R \geq \hat{R}(P_X, P_Y, \alpha, \beta; d, \delta). \]
To this end, let us below fix an achievable triple \((R, \alpha, \beta)\). By definition, there exists for any \(\epsilon > 0\) a sequence of ID source codes \(C_n = (f_n, B_n, g_n)\) such that for sufficiently large \(n\)
\[ r_n(C_n) \leq R + \epsilon, \quad P_e(C_n) \leq 2^{-n(\alpha - \epsilon)} \]
and
\[ P_2(C_n) \leq 2^{-n(\beta - \epsilon)}. \] (4.52)
For each \(b^n \in B_n\), let
\[ S(b^n) = \{ x^n \in \mathcal{X}^n : f_n(x^n) = b^n \} \]
and
\[ G(b^n) = \{ y^n \in \mathcal{Y}^n : g_n(y^n, b^n) = 1 \}. \]
For each \(x^n \in \mathcal{X}^n\), denote by \(B(x^n)\) the set of sequences \(y^n \in \mathcal{Y}^n\) such that \(p_n(x^n, y^n) \leq d\) and \(y^n \not\in G(f_n(x^n))\). It is not hard to see that
\[ P_{e1}(C_n) = \frac{1}{\text{Pr}(\rho_n(X^n, Y^n) \leq d)} \sum_{x^n \in \mathcal{X}^n} \text{Pr}(X^n = x^n) \text{Pr}(Y^n = B(x^n)). \]
By virtue of (2.2) and (4.52), we have for sufficiently large \(n\)
\[ \sum_{x^n \in \mathcal{X}^n} \text{Pr}(X^n = x^n) \text{Pr}(Y^n = B(x^n)) \leq 2^{-n(\alpha - 2\epsilon + \beta - \epsilon)). \] (4.53)
Let
\[ F_n = \{ x^n \in \mathcal{X}^n : \text{Pr}(Y^n = B(x^n)) \leq \epsilon^{-1} 2^{-n(2\alpha - 2\epsilon + \beta - \epsilon))} \}. \]
From (4.53) and the Markov inequality,
\[ \text{Pr}(X^n \in F_n) \geq 1 - \epsilon. \] (4.54)
As in the proof of the converse part of Theorem 2, it is not hard to prove that the inequality \(P_{22}(C_n) \leq 2^{-n(\beta - \epsilon)}\) implies that for sufficiently large \(n\)
\[ \sum_{b^n \in B_n} \text{Pr}(X^n = S(b^n)) \text{Pr}(Y^n = G(b^n)) \leq 2^{-n(\beta - \epsilon)). \]
Using the Markov inequality once again, one gets that
\[ \sum_{b^n \in B'_n} \text{Pr}(X^n = S(b^n)) \geq 1 - \epsilon \]
where
\[ B'_n = \{ b^n \in B_n \mid \text{Pr}(Y^n = G(b^n)) \leq 2^{-n(\beta - \epsilon - \log \frac{1}{\epsilon})) \}. \]
We are now in a position to apply the inherently typical subset lemma (Lemma 4). Fix a \(b^n \in B'_n\). Applying the lemma to \(S(b^n) \cap T^n_{X,Y,n} \cap F_n\), we get an \(n\)-inherently typical subset
\[ A \subset S(b^n) \cap T^n_{X,Y,n} \cap F_n \]
such that
\[ \frac{1}{n} \log \frac{|S(b^n) \cap F_n \cap T^n_{X,Y,n}|}{|A|} \leq |\mathcal{X}|(m + 1) |\mathcal{Y}| \log(n + 1) \]
\[ \text{Pr}(Y^n \in B(x^n)) \leq \epsilon^{-1} 2^{-n(\alpha + \beta - 2\epsilon)). \] (4.59)
By comparing (4.60) with (4.59), we can obtain that
\[ |T^n_{X,Y}(x^n, \mathcal{Y})| \leq \frac{1}{n} \text{Pr}(Y^n \in B(x^n)) \leq \epsilon^{-1} 2^{-n(\alpha + \beta - 2\epsilon)). \] (4.61)
for sufficiently large \(n\), where in derivation of 1), the following inequality was used:
\[ |T^n_{X,Y}(x^n, \mathcal{Y})| \geq (n + 1)^{-|\mathcal{X}|} \]
\[ \exp \left\{ -n \sum_{x^n \in \mathcal{X} \cap \mathcal{X}^n} P_{x^n,u^n}(x, u)\mathcal{H}(\hat{V}(\cdot, x, u)) \right\}. \]
From (4.61), it is now easy to check that
\[
\Pr\left(\tilde{Y}^n \in T_{Y|\tilde{X},\gamma_n}^n(x^n u^n) \cap B(x^n) \mid \tilde{X}^n = x^n, \tilde{U}^n = u^n\right)
\]
\[
= \sum_{\tilde{V}} \Pr\left(\tilde{Y}^n \in T_{Y|\tilde{X},\gamma_n}^n(x^n u^n, \tilde{V}) \cap B(x^n) \mid \tilde{X}^n = x^n, \tilde{U}^n = u^n\right)
\]
\[
\leq 2^{-\frac{n}{2}} \sum_{\tilde{V}} \Pr\left(\tilde{Y}^n \in T_{Y|\tilde{X},\gamma_n}^n(x^n u^n, \tilde{V}) \mid \tilde{X}^n = x^n, \tilde{U}^n = u^n\right)
\]
\[
= 2^{-\frac{n}{2}} \Pr\left(\tilde{Y}^n \in T_{Y|\tilde{X},\gamma_n}^n(x^n u^n) \mid \tilde{X}^n = x^n, \tilde{U}^n = u^n\right)
\]
\[
\leq 2^{-\frac{n}{2}}
\]
(4.62)
where the summation is taken over all \(\tilde{V}\) such that \(\tilde{V}\) is \((x^n u^n, \tilde{Y} \mid \tilde{X}, \gamma_n)\)-essential. In view of (4.23), (4.57), and (4.62), it follows that
\[
\Pr\left(\tilde{Y}^n \in T_{Y|\tilde{X},\gamma_n}^n(x^n u^n) \cap G(b^n) \mid \tilde{X}^n = x^n, \tilde{U}^n = u^n\right)
\]
\[
\geq 1 - \frac{F_{||h(x)||}}{4n^2} - 2^{-\frac{n}{2}}
\]
\[
\geq 1 - \delta_n^n
\]
(4.63)
where \(\delta_n^n \to 0\) as \(n \to \infty\). Let
\[
g = \bigcup_{x^n \in A} T_{Y|\tilde{X},\gamma_n}^n(x^n u^n) \cap G(b^n).
\]
The inequality (4.63) implies that for any \(x^n \in A\)
\[
\Pr\left(\tilde{Y}^n \in g \mid \tilde{X}^n = x^n, \tilde{U}^n = u^n\right) \geq 1 - \delta_n^n
\]
which in turn implies
\[
\Pr\left(\tilde{Y}^n \in g\right) \geq 1 - \delta_n^n
\]
(4.64)
Note that (4.64) is in parallel with (4.25). A similar argument to the derivation of (4.31) can be used to show that
\[
\Pr\left(Y^n \in g\right)
\]
\[
\geq \exp\left\{-n \left(I(\tilde{U} \land \tilde{Y}) + D(P_{Y^n} \parallel P_Y) + \frac{\log^2 m}{m} + \epsilon_n\right)\right\}
\]
(4.65)
where \(\epsilon_n \to 0\) as \(n \to \infty\). Since \(g \subseteq G(b^n)\), (4.65) implies
\[
\Pr\left(Y^n \in G(b^n)\right)
\]
\[
\geq \exp\left\{-n \left(I(\tilde{U} \land \tilde{Y}) + D(P_{Y^n} \parallel P_Y) + \frac{\log^2 m}{m} + \epsilon_n\right)\right\}
\]
(4.66)
Note that (4.66) holds for any random variable \(Y\) taking values on \(\mathcal{Y}\) such that (4.56) is satisfied. This, together with the definition of \(E(P_{X^n \tilde{U}^n}, \alpha - 4 \epsilon, \beta(d), d - \epsilon)\), implies that
\[
\Pr\left(Y^n \in G(b^n)\right)
\]
\[
\geq \exp\left\{-n \left(E(P_{X^n \tilde{U}^n}, \alpha - 4 \epsilon, \beta(d), d - \epsilon) + \frac{\log^2 m}{m} + \epsilon_n\right)\right\}
\]
(4.67)
On the other hand, since \(b^n \in B^n\)
\[
\Pr\left(Y^n \in G(b^n)\right) \leq 2^{-n(\beta - \epsilon - \frac{1}{2} \log 2)}
\]
which, combined with (4.67), yields
\[
E(P_{X^n \tilde{U}^n}, \alpha - 4 \epsilon, \beta(d), d - \epsilon) \geq \beta - \epsilon - \frac{\log^2 m}{m} - \epsilon_n
\]
(4.68)
where \(\epsilon_n \) goes to zero as \(n \to \infty\). A similar argument to the derivation of (4.35) can be used to show that
\[
\Pr\left(X^n \in S(b^n) \cap F_n \cap T_{X,n}^n\right) \leq 2^{-n(I(\tilde{X} \land \tilde{U}) - \epsilon_n)}
\]
that is,
\[
-\frac{1}{n} \log \Pr\left(X^n \in S(b^n) \cap F_n \cap T_{X,n}^n\right) \geq I(\tilde{X} \land \tilde{U}) - \epsilon_n
\]
(4.69)
where \(\epsilon_n \) goes to zero as \(n \to \infty\). In view of (4.68) and the definition of \(R_{\text{tun}}(P_X, P_Y, \alpha, \gamma, \beta, d)\), (4.69) continues as follows:
\[
-\frac{1}{n} \log \Pr\left(X^n \in S(b^n) \cap F_n \cap T_{X,n}^n\right)
\]
\[
\geq R_{\text{tun}}\left(P_X, P_Y, \alpha - 4 \epsilon, \beta(d), d - \epsilon\right)
\]
(4.70)
Using Fact 3 in Subsection II-A, we get
\[
-\frac{1}{n} \log \Pr\left(X^n \in S(b^n) \cap F_n \cap T_{X,n}^n\right)
\]
\[
\geq R_{\text{tun}}\left(P_X, P_Y, \alpha - 4 \epsilon, \beta(d), d - \epsilon - \frac{\log^2 m}{m}\right)
\]
\[
- \epsilon_n
\]
(4.71)
where \(\epsilon_n \) goes to zero as \(n \to \infty\). Note that (4.71) holds for any \(b^n \in B^n\). In parallel with (4.39), we now have
\[
R + \epsilon \geq r_n(C_n) \geq \frac{1}{n} H\left(f_{\text{ex}}(X^n)\right)
\]
\[
\geq \sum_{b^n \in B^n} \frac{1}{n} \Pr\left(X^n \in S(b^n) \cap F_n \cap T_{X,n}^n\right)
\]
\[
\times \log \Pr\left(X^n \in S(b^n) \cap F_n \cap T_{X,n}^n\right) - \frac{2}{n}
\]
\[
\geq \left(1 - 2e - \frac{1}{4n^2}\right)
\]
\[
\times \left(R_{\text{tun}}\left(P_X, P_Y, \alpha - 4 \epsilon, \beta(d), d - \epsilon - \frac{\log^2 m}{m}\right)
\]
\[
- \epsilon_n\right) - \frac{2}{n}
\]
(4.72)
In view of Fact 3 in Subsection II-A once again, letting \(n \to \infty\) and then letting \(\epsilon \to 0\) in (4.72) yields
\[
R \geq R_{\text{tun}}\left(P_X, P_Y, \alpha, \beta(d), d - \frac{\log^2 m}{m}, d\right)
\]
which implies
\[
R_{XY}^n(\alpha, \beta, d) \geq R_{\text{tun}}\left(P_X, P_Y, \alpha, \beta(d), d - \frac{\log^2 m}{m}, d\right)
\]
(4.73)
Letting $m \to \infty$ in (4.73) yields
\[ R_{XY}(\alpha, \beta, d) \geq \tilde{R}(P_X, P_Y, \alpha, \beta(d), \beta, d) \]
which completes the proof of the converse part and hence the proof of Theorem 3.

V. PROOFS OF THEOREMS 5 AND 6

In this section, $X$ and $Y$ may be correlated. As in Subsection II-C, let $W = (W(y \mid x), x \in X, y \in Y)$ denote the transition probability matrix from $X$ to $Y$.

Proof of Theorem 5: We begin with proving
\[ R_{XY}(+\infty, 0, d) \leq R(P_{XY}, 0, d). \]  
(5.1)

To prove (5.1), it suffices to prove that for any $R > R(P_{XY}, 0, d)$, there exists a $\delta_0 > 0$ such that $(R, +\infty, \delta_0)$ is achievable. To this end, we fix below $R > R(P_{XY}, 0, d)$. By the definition of $R(P_{XY}, 0, d)$, there exists a random variable $U$ taking values on some finite set $\mathcal{U}$ such that

i) $U \to X \to Y$ forms a Markov chain;

ii) $I(X \cup U) < R$ and $\mathbb{E}\rho(P_{X|U}(\cdot \mid U), P_{Y|U}(\cdot \mid U)) > d$.

Without loss of generality, in what follows, we shall assume $P_U(U) > 0$ for any $u \in \mathcal{U}$. Let $\delta$ be a positive real to be specified later. As in the proof of the direct part of Theorem 2, corresponding to the random pair $(X, U)$, there exists for sufficiently large $n$ a system $\{S_{n}(i), S_{n+1}(i) \mid 1 \leq i \leq M\}$ which has the Properties i)–iii). Let $C_n = (f_n, B_n, g_n)$ be the nth-order IDS code which is based on the system we just defined and constructed as in the proof of the direct part of Theorem 2. From the proof of the direct part of Theorem 2, the probability of misrejection of $C_n$ is zero and the average rate in bits per symbol $C_n$ is upper-bounded by
\[ r_n(C_n) \leq I(X \cup U) + (1 + \log |X|)\delta + \frac{2}{n}. \]  
(5.2)

Furthermore, the probability of false identification of $C_n$ is now upper-bounded by
\[
P_{2}(C_n) \leq \frac{1}{\Pr(\rho_n(X^n, Y^n))} \sum_{i=1}^{M} \Pr((X^n, Y^n) \in S_{i} \times S_{i}^d) \\
\leq 2 \sum_{i=1}^{M} \sum_{y \in S_{i}^d} \sum_{y \in S_{i}} \Pr(X^n = x^n) \\
\times \Pr(Y^n = y^n \mid X^n = x^n).
\]  
(5.3)

for sufficiently large $n$. Since $u_n(i) \in T_{\gamma_n}$ and $S_{i} \subset T_{\gamma_n}(u_n(i))$ for each $1 \leq i \leq M$, it follows that for sufficiently large $n$ and for any $x^n \in S_{i}$
\[
\Pr(X^n = x^n) \leq 2^{-n(I(X \cup U) + o(1))} \\
\times \Pr(X^n = x^n \mid U^n = u_n(i))
\]
which, together with (5.3) and the fact that $U \to X \to Y$ forms a Markov chain, implies (see (5.4) at the bottom of this page) where $(U^n, X^n, Y^n)$ is $n$ independent drawings of $(U, X, Y)$. Let
\[
d_0 = \mathbb{E}\rho(P_{X|U}(\cdot \mid U), P_{Y|U}(\cdot \mid U)).
\]
For convenience, we think of $\mathbb{E}\rho(P_{X|U}(\cdot \mid U), P_{Y|U}(\cdot \mid U))$ as a function of $(P_U, P_{X|U}, P_{Y|U})$ which is denoted by $F(P_U, P_{X|U}, P_{Y|U})$. It is not hard to prove that this function is continuous. Since $d_0 > d$, there exists a $\sigma > 0$ such that for any $P \in \mathcal{P}(\mathcal{U})$ and any stochastic matrix $V = V(x \mid u)$ the following holds:
\[
\|P - P_u\| \leq \sigma, \|V - P_{X|U}\| \leq \sigma \\
\Rightarrow F(P, V, P_{X|U}) > \frac{d_0 + d}{2}
\]  
(5.5)

where
\[
\|V - P_{X|U}\| = \sum_{u \in \mathcal{U}} \|V(\cdot \mid u) - P_{X|U}(\cdot \mid u)\|. 
\]

Particularly, for sufficiently large $n$ and for any $x^n \in S_{i}$
\[
F(P_{u_n(i)}, P_{x^n|u_n(i)}, P_{Y|U}) > \frac{d_0 + d}{2}
\]  
(5.6)

where
\[
P_{x^n|u_n(i)} \in \mathcal{V}_n(P_{u_n(i)}, \mathcal{U} \times \mathcal{X})
\]
is the stochastic matrix so that $x^n$ is $P_{x^n|u_n(i)}$-generated by $u_n(i)$, since $(u_n(i), x^n)$ is $(U, X_2\gamma_n)$-typical. To continue (5.4), let us note that if $S_{i}^d \cap T_{\gamma_n}(u_n(i), \mathcal{Y})$ is not empty, where $V \in \mathcal{V}_n(P_{u_n(i)}, \mathcal{U} \times \mathcal{X})$, then there exists $x^n \in S_{i}$ and $Q \in \mathcal{P}(\mathcal{U} \times \mathcal{X} \times \mathcal{Y})$ such that

i) the marginal of $Q$ on $\mathcal{U} \times \mathcal{X}$ is $P_{x^n|u_n(i)}$;

ii) the marginal of $Q$ on $\mathcal{U} \times \mathcal{Y}$ is given by
\[
P_{u_n(i)}(u)V(y \mid u), \quad u \in \mathcal{U} \text{ and } y \in \mathcal{Y};
\]

iii) under the distribution $Q$, $\mathbb{E}\rho(X_0, Y_0) \leq d$.

This implies
\[
F(P_{u_n(i)}, P_{x^n|u_n(i)}, V) \leq d.
\]  
(5.7)

In view of (5.5) and (5.6), (5.7) implies
\[
\sum_{u \in \mathcal{U}} P_{u_n(i)}(u)D(V(\cdot \mid u)\|P_{Y|U}(\cdot \mid u)) > 3\delta_0
\]  
(5.8)
where \( \delta_0 > 0 \) is a constant independent of \( \nu, u_n(i), \) and \( V. \)
Therefore, if \( S_0^d \cap T^X_Y(u_n(i), Y) \) is not empty, then
\[
\Pr \{ Y^n \in S_0^d \cap T^X_Y(u_n(i), Y) \mid U^n = u_n(i) \} \\
\leq \Pr \{ Y^n \in T^X_Y(u_n(i), Y) \mid U^n = u_n(i) \} \\
\leq 2^{-3n\delta_0}
\]
which in turn implies
\[
\Pr \{ Y^n \in S_0^d[U^n = u_n(i)] \} \leq |V_n(P_{x(i)}, U \times Y)| 2^{-3n\delta_0} \\
\leq 2^{-2n\delta_0}
\tag{5.9}
\]
for sufficiently large \( n. \) Substituting (5.9) into (5.4) yields
\[
P_{2}(C_n) \leq 2^{-n(2\delta_0 - \delta + o(1))},
\tag{5.10}
\]
Selecting \( \delta < \delta_0 \) to small that the right-hand side of (5.2) is less than \( R_L. \)
Accordingly
\[
P_{2}(C_n) \leq 2^{-n\delta_0}
\tag{5.11}
\]
for sufficiently large \( n. \) This shows that \((R_L, +\infty, \delta_0)\) is achievable and hence completes the proof of (5.1).
We next turn to proving
\[
R_{XY}(+\infty, 0, d) \geq R_{L}(P_{XY}, 0, d).
\tag{5.12}
\]
By the definition of \( R_{XY}(+\infty, 0, d) \), it suffices to prove that for any achievable triple \((R_L, +\infty, \beta)\)
\[
R \geq R_{L}(P_{XY}, 0, d).
\tag{5.13}
\]
As we did before, for each \( b^n \in B_n, \) let
\[
S(b^n) = \{ x^n \in X^n : f_n(x^n) = b^n \}.
\]
Let \( \tilde{S}(b^n) \) denote the set of all sequences \( y^n \in Y^n \) such that
\[
\Pr \{ X^n \in S(b^n) \cap B_d(y^n) \mid Y^n = y^n > 0
\]
\[
| y^n \in Y^n : g_n(y^n, b^n) = 1 \}.
\]
Clearly, \( P_{1}(C_n) = 0 \) implies
\[
\tilde{S}(b^n) \subset \{ y^n \in Y^n : g_n(y^n, b^n) = 1 \}.
\]
From (5.13), therefore, it is not hard to see that
\[
\sum_{b^n \in B_n} \Pr \{ (X^n, Y^n) \in S(b^n) \times \tilde{S}(b^n) \} \\
\leq 2^{-n(\beta - \epsilon)} + \Pr \{ \rho_n(X^n, Y^n) \leq d \}
\]
which in turn implies
\[
\sum_{b^n \in B_n} \Pr \{ X^n \in S(b^n) \} \\
\sum_{b^n \in S(b^n)} \left[ \frac{\Pr \{ X^n = x^n \}}{\Pr \{ X^n \in S(b^n) \}} \right] \\
\times \Pr \{ Y^n \in \tilde{S}(b^n) \mid X^n = x^n \} \\
= 0
\tag{5.15}
\]
as \( n \) goes to infinity. Let \( B'_n \) consist of all \( b^n \in B_n \) such that
\[
\sum_{x^n \in S(b^n)} \frac{\Pr \{ X^n = x^n \}}{\Pr \{ X^n \in S(b^n) \}} \Pr \{ Y^n \in \tilde{S}(b^n) \mid X^n = x^n \} < \frac{\epsilon}{d}.
\tag{5.16}
\]
From (5.15) and the Markov inequality, for sufficiently large
\[
\sum_{b^n \in B'_n} \Pr \{ X^n \in S(b^n) \} > 1 - \epsilon.
\tag{5.17}
\]
Fix \( b^n \in B'_n \) and consider \( S(b^n) \cap T^X_{XY,d,n} \). It is easy to see that there exists \( A \subset S(b^n) \cap T^X_{XY,d,n} \) such that \( A \subset T^X_{XY} \) for some \((X, \gamma_n)\)-essential \( P \) and
\[
\frac{1}{n} \log |S(b^n) \cap T^X_{XY,d,n} | \\
|A| \\
\leq |A| \log n + 1 \frac{n}{n}.
\tag{5.18}
\]
From (5.16)
\[
\sum_{x^n, \in A} \frac{1}{|A|} \Pr \{ Y^n \in \tilde{A} \mid X^n = x^n \} < \frac{\epsilon}{d}
\tag{5.19}
\]
where \( \tilde{A} \) is defined in the same way as \( \tilde{S}(b^n) \) was. Focusing on \( A, \) we define a random vector \( X^n = (X_1, \ldots, X_n) \) taking values uniformly on \( A. \) Let \( Y^n = (Y_1, \ldots, Y_n) \) be the output of the memoryless channel \( W \) resulting from passing \( X^n \) through \( W. \) It is easy to verify that
\[
\frac{1}{n} \log |A| = \frac{1}{n} H(\tilde{X}) \\
= \frac{1}{n} H(\tilde{X} \mid \tilde{Y}) + \frac{1}{n} I(\tilde{X}, \tilde{Y}) \\
= \frac{1}{n} \sum_{i=1}^n H(\tilde{X}_i \mid \tilde{X}_{i-1}, \tilde{Y}_i) + \frac{1}{n} I(\tilde{X}, \tilde{Y}) \\
\leq \frac{1}{n} \sum_{i=1}^n H(\tilde{X}_i \mid \tilde{X}_{i-1}, \tilde{Y}_i, \tilde{Y}_{i+1}) + \frac{1}{n} H(\tilde{Y}) \\
= \frac{1}{n} \sum_{i=1}^n H(\tilde{Y}_i \mid \tilde{X}_i).
\tag{5.20}
\]
Let \( I \) be a random variable taking values uniformly on \( (1, \ldots, n) \) and independent of \( X^n \) and \( Y^n. \) Let
\[
\tilde{X} = \tilde{X}_1, \tilde{Y} = \tilde{Y}_1 \text{ and } U = \tilde{X}_{i-1}, \tilde{Y}_{i+1}, I. \tag{5.21}
\]
Then (5.19) continues as follows:
\[
\frac{1}{n} \log |A| = H(\tilde{X} \mid \tilde{Y}, U) + I(\tilde{X} \wedge \tilde{Y}) \\
= H(\tilde{X} \mid U) + I(U \wedge \tilde{Y}) \tag{5.22}
\]
where the last step follows from the fact that \( U \rightarrow \tilde{X} \rightarrow \tilde{Y} \) forms a Markov chain. From (5.17) and (5.21), we now have
\[
\Pr \{ X^n \in \tilde{S}(b^n) \cap T^X_{XY,d,n} \} \\
\leq |S(b^n) \cap T^X_{XY,d,n} | 2^{-n(H(\tilde{X}) + o(1))} \\
\leq \exp(-n[I(\tilde{X} \wedge U) - I(\tilde{Y} \wedge U) - o(1)]).
\tag{5.23}
\]
Next we show that \( U, \tilde{X}, \tilde{Y} \) satisfy
\[
E \bar{P}_n(P_{XY}(\cdot \mid U) > d - \epsilon. \tag{5.24}
\]
To this end, let \( \mathcal{U} \) be the finite set on which \( U \) takes values, that is,
\[
\mathcal{U} = \{(x^{i-1}, y^{i+1}, i) : x^{i-1} \in X^{i-1}, y^{i+1} \in Y^{i+1}, 1 \leq i \leq n\}.
\]
For each \( u \in \mathcal{U} \), let \( \tilde{W}_u = (\tilde{W}_u(y \mid x)) \) be a stochastic matrix such that
1. \( P_{\hat{X} \mid U} (\cdot \mid u) \tilde{W}_u = P_{\hat{X} \mid U} (\cdot \mid u) W_u \);
2. \( \tilde{W}_u \) is absolutely continuous with respect to \( W \);
3. \( \rho(x, \cdot) = \sum_{x \in X, y \in Y} P_{\hat{X} \mid U} (x \mid u) \tilde{W}_u(y \mid x) \rho(x, y) \),

Therefore
\[
E \rho(x, \cdot) = \sum_{u \in \mathcal{U}, x \in X, y \in Y} P_U(u) P_{\hat{X} \mid U} (x \mid u) \tilde{W}_u(y \mid x) \rho(x, y).
\]
We now write \( \tilde{W}_u(y \mid x) = \tilde{W}_i(y \mid x^{i-1}, y^{i+1}, x) \) whenever \( u = (x^{i-1}, y^{i+1}, i) \). Think of \( \tilde{W}_i(\cdot, \cdot) \) as a channel
\[
X^{i-1} \times Y^{i-1} \times X \rightarrow Y
\]
and construct a random vector \( \hat{Y}^n = (\hat{Y}_1, \ldots, \hat{Y}_n) \) as follows:

1. For \( i = n, \tilde{W}_n \) is from \( X_{n-1} \times X \) to \( Y \). Pass \( \hat{X}^n \) (viewed as \( X^{n-1} \cdot X_n \)) through \( \tilde{W}_n \) and denote the output by \( \hat{Y}_n \);
2. Pass \( X^{n-2} \hat{Y}_2, X_{n-1} \) through \( \tilde{W}_{n-1} \), and denote the output by \( \hat{Y}_{n-1} \);
3. So far, \( \hat{Y}_{n-i} \) for \( j = 0, \ldots, i-2 \) have been constructed. Pass \( \hat{X}_{n-i}, \hat{Y}_{n-i+2}, \hat{X}_{n-i+1} \) through channel \( \tilde{W}_{n-i+1} \) and denote the output by \( \hat{Y}_{n-i+1} \);
4. Continue this procedure until
5. Pass \( \hat{Y}_2, \hat{X}_1 \) through the channel \( \tilde{W}_1 \) and denote the output by \( \hat{Y}_1 \).

Since
\[
P_{\hat{X} \mid U} (\cdot \mid u) \tilde{W}_u = P_{\hat{X} \mid U} (\cdot \mid u) W_u
\]
from the above construction, we can see that for any \( i : 1 \leq i \leq n, (X^{n-1}, \hat{Y}_{i+1}) \) has the same distribution as that of \( (X^{n-1}, \hat{Y}_{n+1}) \). From this, we obtain
\[
E \rho(x, \cdot) = E \rho(x, \hat{Y}^n) = E \rho(x, \hat{Y}^n) \quad (5.24)
\]
where \( E \rho(x, \cdot) \) denotes the conditional expectation with respect to \( \hat{Y}^n \). Since \( \tilde{W}_u \) is absolutely continuous with respect to \( W \) for any \( u \in \mathcal{U} \), it follows from the construction of \( \hat{Y}^n \) that \( P_{\hat{X} \mid U} \) is also absolutely continuous with respect to \( P_{\hat{X} \mid U} \). Therefore, for any \( y \neq \hat{Y}^n \), if \( \Pr(\hat{Y}^n = y^n) > 0 \), or equivalently, \( \Pr(\hat{X}^n = y^n) > 0 \), then from the definition of \( \hat{A}^d \), we have
\[
\Pr(\rho(x, \hat{Y}^n) \leq d \mid \hat{Y}^n = y^n) = 0
\]
which implies
\[
E(\rho(x, \hat{Y}^n) \mid \hat{Y}^n = y^n) > d. \quad (5.25)
\]
Note that (5.18) can be rewritten as
\[
\Pr(\hat{Y}^n \in \hat{A}^d) < \frac{\epsilon}{d}.
\]
This, combined with (5.24) and (5.25), yields
\[
E \rho(x, \cdot) = E(\rho(x, \hat{Y}^n) \mid \hat{Y}^n) \geq d \Pr(\hat{Y}^n \not\in \hat{A}^d) = d \Pr(\hat{Y}^n \not\in \hat{A}^d) > d - \epsilon.
\]
Finally, let us go back to (5.22). In view of the definition of \( R_1(P_{\hat{X} \mid \hat{Y}}, 0, d) \), we have
\[
\Pr(\hat{Y}^n \in S(b^n) \cap T^n, \gamma) \leq \exp\{-nR_1(P_{\hat{X} \mid \hat{Y}}, 0, d - \epsilon) + o(n)\}
\]
where the last inequality is due to the fact that \( P_{\hat{X} \mid \hat{Y}} \) is \( (X, \gamma) \)-essential. Note that (5.26) holds for any \( b^n \in B^n \). In view of (5.13), we have
\[
R + \epsilon \geq r_n(C_n)
\]
and construct a random vector \( \hat{Y}^n = (\hat{Y}_1, \ldots, \hat{Y}_n) \) as follows:

Step 1. For \( i = n, \tilde{W}_n \) is from \( X^{n-1} \times X \) to \( Y \). Pass \( \hat{X}^n \) (viewed as \( X^{n-1} \cdot X_n \)) through \( \tilde{W}_n \) and denote the output by \( \hat{Y}_n \);
Step 2. Pass \( (X^{n-2}, \hat{Y}_2, X_{n-1}) \) through \( \tilde{W}_{n-1} \), and denote the output by \( \hat{Y}_{n-1} \);
Step 3. So far, \( \hat{Y}_{n-i} \) for \( j = 0, \ldots, i-2 \) have been constructed. Pass \( (\hat{X}_{n-i}, \hat{Y}_{n-i+2}, \hat{X}_{n-i+1}) \) through channel \( \tilde{W}_{n-i+1} \) and denote the output by \( \hat{Y}_{n-i+1} \);
Step 4. Continue this procedure until
Step 5. Pass \( (\hat{Y}_2, \hat{X}_1) \) through the channel \( \tilde{W}_1 \) and denote the output by \( \hat{Y}_1 \).

Since
\[
P_{\hat{X} \mid U} (\cdot \mid u) \tilde{W}_u = P_{\hat{X} \mid U} (\cdot \mid u) W_u
\]
from the above construction, we can see that for any \( i : 1 \leq i \leq n, (X^{n-1}, \hat{Y}_{i+1}) \) has the same distribution as that of \( (X^{n-1}, \hat{Y}_{n+1}) \). From this, we obtain
\[
E \rho(x, \cdot) = E \rho(x, \hat{Y}^n) = E(\rho(x, \hat{Y}^n) \mid \hat{Y}^n) \quad (5.24)
\]
where \( E(\cdot, \hat{Y}^n) \) denotes the conditional expectation with respect to \( \hat{Y}^n \). Since \( \tilde{W}_u \) is absolutely continuous with respect to \( W \) for any \( u \in \mathcal{U} \), it follows from the construction of \( \hat{Y}^n \) that \( P_{\hat{X} \mid U} \) is also absolutely continuous with respect to \( P_{\hat{X} \mid U} \). Therefore, for any \( y \neq \hat{Y}^n \), if \( \Pr(\hat{Y}^n = y^n) > 0 \), or equivalently, \( \Pr(\hat{X}^n = y^n) > 0 \), then from the definition of \( \hat{A}^d \), we have
\[
\Pr(\rho(x, \hat{Y}^n) \leq d \mid \hat{Y}^n = y^n) = 0
\]
which implies
\[
E(\rho(x, \hat{Y}^n) \mid \hat{Y}^n = y^n) > d. \quad (5.25)
\]
Problem 2. What is the counterpart of Theorem 3 in the general case in which X and Y may be correlated?

Problem 3. Problem 2 may be too difficult to solve. An easier problem is this: what is $R^*_X Y (+; 0, d)$ in the general case?

Problem 4. In this paper, we considered the case when $d < E_{\rho}(X, Y)$. What happens if $d > E_{\rho}(X, Y)$? In the binary-symmetric case, of course, the problem associated with $d > E_{\rho}(X, Y)$ is equivalent to that associated with $d < E_{\rho}(X, Y)$. In general, however, this is not true.

APPENDIX I

In this appendix, we prove Theorem 1. To prove $R^*_X Y = 0$, we construct, for sufficiently large $n$, an $n$th-order 1D source code $c_n = (f_n, b_n, g_n)$ as follows. For each $x^n \in X^n$, the encoder sends $x^n$ completely to the decoder. This needs $n^{-1} [k \log |X|]$ bits per source symbol. Observing $y^n \in Y^n$ and receiving $x^n$, the decoder outputs 1 if $\rho_h(x^n, y^n) \leq d + \delta$ and 0 otherwise, where $\delta > 0$ is selected so that $d + \delta < E_{\rho}(X, Y)$. The probability of false identification is given by

$$P_{c2}(C_n) = \Pr \left( \rho_h(x^n, y^n) \leq d + \delta \mid \rho_n(x^n, y^n) > d \right).$$

Since $d < E_{\rho}(X, Y)$, it is easy to see that for sufficiently large $n$

$$P_{c2}(C_n) \leq 2 \Pr \left( \rho_h(x^n, y^n) \leq d + \delta \right).$$

Let $P_d$ denote the set of all $Q \in \mathcal{P}(X \times Y)$ such that

$$E_{\rho}(X_0, Y_0) \leq d.$$

Clearly, $P_d$ is a convex and closed set. Let $Q^*$ be the unique element of $P_d$ such that

$$D(Q^* \| P_{XY}) = \max_{Q \in P_d} D(Q \| P_{XY}).$$

For any $\epsilon > 0$, select $k$ so large that

$$P_{c2}(C_n) \leq \epsilon$$

and

$$\Pr \left( \rho_h(\hat{x}^k, \hat{y}^k) > d + \delta \right) < \epsilon$$

where $(\hat{x}^k, \hat{y}^k)$ is the sequence of $k$-times independent drawings of a pair of random variables $(\hat{X}, \hat{Y})$ taking values on $X \times Y$ with joint distribution of $P_{\hat{X}\hat{Y}} = Q^*$. Fix such a $k$. All that remains is to prove that for sufficiently large $n$, the probability of misrejection $P_{c2}(C_n)$ will be less than $\epsilon$. To see this is true, note that

$$P_{c2}(C_n) = \Pr \left( \rho_h(x^n, y^n) > d + \delta \mid \rho_n(x^n, y^n) \leq d \right).$$

By virtue of the conditional limit theorem [6, ch. 12, pp. 297-304], [10], it is not hard to prove that

$$\lim_{n \to \infty} P_{c2}(C_n) = \Pr \left( \rho_h(\hat{x}^k, \hat{y}^k) > d + \delta \right) < \epsilon.$$

This completes the proof of Theorem 1.

APPENDIX II

In this appendix, we prove Theorem 4. Recall that $d_o \leq 1/2$ satisfies $h(d) = 1 - \beta$, where $h(\cdot)$ is the binary entropy function. It is easy to see that $1 - h(d-o - d)$ is a continuous function of $\beta$. In view of Theorem 2, it suffices to prove that for any $0 < \beta < h(d)$$R(P_X \mid P_Y, \beta, d) = 1 - h(d-o - d)$. (A1)

Let $U$ be a random variable taking values uniformly in $\{0,1\}$ and such that

$$I(X \wedge U) = 1 - h(d-o - d) \quad \text{and} \quad E_{\rho}(X, U) \leq d-o - d. \quad (A2)$$

Since $X$ takes values uniformly in $\{0,1\}$, such a random variable exists [6, ch. 13, pp. 336-346]. It is easy to verify that

$$\mathcal{E}(P_{XU} \mid d) = \inf_{E_{\rho}(X, Y) \leq d} \left[ D(P_{Y \mid P_X} \| P_Y) + I(U \wedge \hat{Y}) \right] = \inf_{E_{\rho}(X, Y) \leq d} \left[ 1 - H(\hat{Y} \mid U) \right] \geq \inf_{E_{\rho}(X, Y) \leq d} I(U \wedge \hat{Y}) \geq \inf_{E_{\rho}(X, Y) \leq d} I(U \wedge \hat{Y}) = 1 - h(d-o) = \beta \quad (A3)$$

where the last inequality is due to (A2). Thus it follows from (2.4) that

$$R(P_X \mid P_Y, \beta, d) \leq I(X \wedge U) = 1 - h(d-o - d). \quad (A4)$$

To prove the reverse inequality of (A4), let $U$ be any random variable taking values in some finite set $\mathcal{U}$ such that $\mathcal{E}(P_{XU} \mid d) \geq \beta$. Since $X$ takes values uniformly in $\{0,1\}$, it suffices to prove that

$$H(X \mid U) \leq h(d-o - d). \quad (A5)$$

To this end, we solve the following optimization problem:

$$\inf_{E_{\rho}(X, Y) \leq d} \left[ 1 - H(\hat{Y} \mid U) \right]. \quad (A6)$$

For each $u \in \mathcal{U}$, let $x_u$ be an element of $\{0,1\}$ such that $P_{XU}(x_u \mid u) \leq \frac{1}{2}$, where $P_{XU}(x_u \mid u)$ denotes the conditional probability of $X = x_u$ given $U = u$. Since

$$\mathcal{E}(P_{XU} \mid d) \geq \beta > 0$$

it is not hard to see that

$$\sum_{u \in \mathcal{U}} P_U(u) \left( \frac{1}{2} - P_{XU}(x_u \mid u) \right) > d. \quad (A7)$$

From (A7), it follows that the optimization problem (A6) is equivalent to the following optimization problem:

$$\inf_{E_{\rho}(X, Y) \leq d} \left[ 1 - H(\hat{Y} \mid U) \right]. \quad (A8)$$
Since the objective function \( 1 - H(\hat{Y} \mid U) \) depends only on \( P_{X|U}(x_u | u) \), it is not hard to see that the optimization problem (A8) can be reformulated as maximizing

\[
\sum_u P_U(u) h(P_{X|U}(x_u | u))
\]

subject to

\[
\sum_u P_U(u) [P_{X|U}(x_u | u) - P_{\hat{Y}|U}(x_u | u)] = d
\]

and

\[
0 \leq P_{\hat{Y}|U}(x_u | u) \leq 1.
\]

Since \( P_{\hat{Y}|U}(x_u | u) \leq \frac{1}{2} \), conditions (A10) and (A11) can be replaced by

\[
\sum_u P_U(u) [P_{\hat{Y}|U}(x_u | u) - P_{X|U}(x_u | u)] = d
\]

and

\[
P_{X|U}(x_u | u) \leq P_{\hat{Y}|U}(x_u | u) \leq 1.
\]

The standard Lagrange Multiplier Method can be used to show that the maximum of the optimization problem given by (A9), (A12), and (A13) is achieved at the point \( \{ P_{\hat{Y}|U}(x_u | u) \} \) for which there exists a \( \beta > 0 \) such that

i) \( P_{\hat{Y}|U}(x_u | u) = \) constant for any \( u \in U \) satisfying \( P_{X|U}(x_u | u) \leq \lambda \);

ii) \( P_{\hat{Y}|U}(x_u | u) = P_{X|U}(x_u | u) \) for any \( u \in U \) satisfying \( P_{X|U}(x_u | u) > \lambda \); and

iii) \( \frac{\sum u: P_{X|U}(x_u | u) \leq \lambda}{u: P_{X|U}(x_u | u) \leq \lambda} \sum_u P_U(u) [\lambda - P_{X|U}(x_u | u)] = d \) (A14)

Clearly, this is something like water-filling. Since

\[ E(P_{X|U}, d) \geq \beta \]

it follows that

\[
\sum u: P_{X|U}(x_u | u) \leq \lambda P_U(u) h(\lambda)
\]

\[
+ \sum u: P_{X|U}(x_u | u) > \lambda P_U(u) h(\lambda) \leq 1 - \beta.
\]

We now claim that (A5) holds. Otherwise, say

\[ H(X \mid U) = \sum_u P_U(u) h(P_{X|U}(x_u | u)) > h(d_\beta - d) \]

Then, in view of (A7) and (A14), we have \( 0 < \lambda < 1/2 \). Since the derivative of the function \( h(u) \) is strictly decreasing over the interval \( u \in (0, \frac{1}{2}) \), we can then deduce from (A16) that

\[
\sum u: P_{X|U}(x_u | u) \leq \lambda P_U(u) h(\lambda)
\]

\[
+ \sum u: P_{X|U}(x_u | u) > \lambda P_U(u) h(\lambda) > h(d_\beta - d) = 1 - \beta.
\]

To see this is the case, let \( u_1, u_2, \ldots, u_m \) be all elements \( u \) in \( U \) such that \( P_{X|U}(x_u | u) < \lambda \). Since \( d > 0 \), it follows from (A14) that \( m \geq 1 \). Without loss of generality in proving (A17), we assume that

\[ P_{X|U}(x_{u_1} | u_1) < P_{X|U}(x_{u_2} | u_2) \]

\[ \cdots < P_{X|U}(x_{u_m} | u_m) < \lambda \]

since otherwise we can combine elements \( u_i \) with the same value \( P_{X|U}(x_u | u_i) \) as a super-element. For each \( 1 \leq i \leq m \), let

\[
\lambda_i = P_{X|U}(x_{u_i} | u_i)
\]

and

\[
d_i = [P_{X|U}(x_{u_{i+1}} | u_{i+1}) - P_{X|U}(x_{u_i} | u_i)]
\]

\[ \times \sum_{j=1}^i P_{X|U}(x_{u_j} | u_j). \]

For \( i = m \), let

\[
\lambda_m = \lambda \text{ and } d_m = [\lambda - P_{X|U}(x_{u_m} | u_m)] \sum_{j=1}^m P_{X|U}(x_{u_j} | u_j). \]

It is easy to see that

\[
\sum_{i=1}^m d_i = d.
\]

Let us now compare the sum

\[
\sum u: P_{X|U}(x_u | u) < \lambda_1 P_U(u) h(\lambda_1)
\]

\[ + \sum u: P_{X|U}(x_u | u) \geq \lambda_1 P_U(u) h(\lambda_1) \]

\[ = P_U(u_1) h(\lambda_1) + \sum u: P_{X|U}(x_u | u) \geq \lambda_1 P_U(u) h(\lambda_1) \]

\[ > h(d_\beta - d + d_1). \]

To this end, we distinguish between two cases: i) \( \lambda_1 > d_\beta - d + d_1 \) and ii) \( \lambda_1 \leq d_\beta - d + d_1 \). In Case i), we obviously have

\[
\sum u: P_{X|U}(x_u | u) \leq \lambda_1 P_U(u) h(\lambda_1)
\]

\[ + \sum u: P_{X|U}(x_u | u) \geq \lambda_1 P_U(u) h(\lambda_1) \]

\[ > h(d_\beta - d + d_1). \]

In Case ii), we have

\[
\sum u: P_{X|U}(x_u | u) < \lambda_1 P_U(u) h(\lambda_1)
\]

\[ + \sum u: P_{X|U}(x_u | u) \geq \lambda_1 P_U(u) h(\lambda_1) \]

\[ = [H(X \mid U) + P_U(u_1) h(\lambda_1) - P_{X|U}(x_{u_1} | u_1)] \]

\[ + h(d_\beta - d) + P_U(u_1) h(\lambda_1) - h(P_{X|U}(x_{u_1} | u_1)) \]

\[ > h(d_\beta - d + d_1) + P_U(u_1) \]

\[ \times [h(\lambda_1) - h(P_{X|U}(x_{u_1} | u_1))]. \]
In the derivation of (A18), the strict inequality 1) follows from (A16). The inequality 2) is attributable to the following observation; the derivation of the function \( h(s) \) is strictly decreasing over the interval \( s \in (0, \frac{1}{2}) \); this, along with the fact that

\[
- \left[ h(d_3 - d + d_1) - h(d_3 - d) \right]
\]

\[
\geq h(d_3 - d + d_1).
\]  

(A18)

Let \( I \) be a random variable taking values in \( \{1, 2\} \) with \( \Pr(I = 1) = \lambda \). The random variable \( I \) is assumed to be independent of \( (U_i, X_i, Y_i) \) for \( i = 1, 2 \). Define

\[
\bar{X} = X_1, \bar{Y} = Y_1, \text{ and } U = (U_1, I).
\]

Clearly, \( P_{\bar{X}\bar{Y}} = P_{XY} \) and \( U \rightarrow \bar{X} \rightarrow \bar{Y} \) forms a Markov chain. Furthermore, it is not hard to see that

\[
E\bar{p}_i(P_X(u) \mid U) = \lambda E\bar{p}_i(P_X(u_1) \mid U_1) + (1 - \lambda) E\bar{p}_i(P_X(u_2) \mid U_2)
\]

\[
> \lambda d_1 + (1 - \lambda) d_2
\]

and

\[
I(\bar{X} \wedge U) - I(\bar{Y} \wedge U) = \lambda(I(X_1 \wedge U_1) - I(Y_1 \wedge U_1)) + (1 - \lambda)(I(X_2 \wedge U_2) - I(Y_2 \wedge U_2)).
\]

From this and the definition of \( R_\ell(P_{XY}, 0, d) \), it follows that \( R_\ell(P_{XY}, 0, d) \) as a function of \( d \) is convex.

To prove the second part of Lemma 3, first note that \( \bar{p}_i(P) \) is convex as a function of \( P \) over \( \mathcal{P}(X) \). Since \( \mathcal{P}(X) \) is a convex polytope, it follows from [11] that \( \bar{p}_i(P) \) is upper-semicontinuous on \( \mathcal{P}(X) \). On the other hand, from the definition of \( \bar{p}_i(P) \), it is easy to prove that \( \bar{p}_i(P) \) is lower-semicontinuous on \( \mathcal{P}(X) \). Therefore, \( \bar{p}_i(P) \) is continuous on \( \mathcal{P}(X) \). Applying the support lemma to the definition of \( R_\ell(P_{XY}, 0, d) \) yields immediately the second result of Lemma 3.
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