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Summary

Let X and Y be two finite sets. Let ρ : X × Y → [0, +∞) be a distortion measure. The
distortion measure defined on the power sets ρn : X n×Yn → [0, +∞) is given by the formula

ρn(xn, yn) =
1

n

n
∑

i=1

ρ(xi, yi) (1)

where xn = (x1, . . . , xn) and yn = (y1, . . . , yn) (∀i, xi ∈ X and yi ∈ Y) are elements of the
power sets X n,Yn, respectively.

Let A ⊂ X n. The d-neighbor of A is defined by

Γd(A) = {yn ∈ Yn : ∃xn ∈ A s.t. ρn(xn, yn) ≤ d}. (2)

Define
Gn(M,d) = min{|Γd(A)| : |A| ≥ M}. (3)

The isoperimetric problem is to determine this function and to find subsets A of X n for
which the minimum in the definition of Gn(M,d) is achieved. This is a well known problem
in Extremal Combinatorial Theory. It seems to be very difficult. So far the solutions are
known only in some very special cases like for the binary Hamming case.

In this paper, we are interested in asymptotic solutions of the isoperimetric problem which
is formulated as follows. Let R > 0 and δ > 0. Define

γ(R, δ) = inf
r

1

n
log2(Gn(2nR, δn)). (4)

The problem is to determine this function for given sets X ,Y and given distortion measure
ρ. Here is our solution in terms of auxiliary random variables and conditional entropy H.

Theorem 1. For given sets X ,Y and given distortion measure ρ : X × Y → [0, +∞), let
U be a finite set of cardinality N . Let X,Y, U be three random variables jointly distributed
over X × Y × U with probability mass function PXY Z. Define

ξN(R, δ) = inf
(XU):H(X|U)≥R

sup
(XY ):E[ρ(X,Y )]≤δ

H(Y |U). (5)

Then

ξN(R, δ) ≥ γ(R, δ) ≥ ξN(R, δ) − O

(

ln N

N
1

|X|

)

. (6)
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The key tool for the proof of this result is the so-called Inherently Typical Subset Lemma,
which was developed in [3]. We briefly explain the lemma as follows: For each integer m > 0,
let Pm(X ) denote the set of all m-types on X , that is

Pm(X ) =

{

P ∈ P(X ) : P (x) ∈

{

0,
1

m
,

2

m
, . . . ,

m − 1

m
, 1

}

∀ x ∈ X

}

, (7)

with P(X ) as set of all probability distributions on X .

Let Um = {u1, . . . , u|Pm(x)|} be an arbitrary set. Since |Um| = |Pm(X )|, we can associate
with each P ∈ Pm(X ) an element u ∈ Um so that elements of Um associated with distinct
m-types are distinct. If u ∈ Um is associated with P ∈ Pm(X ), for convenience, we shall
write P as P (·|u). In terms of this notation, we have

Pm(X ) = {P (·|u) : u ∈ Um}. (8)

Let A be any subset of X n. For any 0 ≤ i ≤ n − 1, define

Ai = {xi ∈ X i : xi is a prefix of some element of A}. (9)

Here, we make use of the convention that A0 = {Λ}, where Λ is the empty string. Assume
the integer m is greater than or equal to 216|X |2 .

Definition 1. A ⊂ X n is called m-inherently typical if there exists a mapping φ :
⋃n−1

i=0 Ai →
Um such that the following holds:

(i) There exists an n-type Q ∈ Pn(X × Um) such that for any xn ∈ A,

Pxnun(x, u) = Q(x, u), x ∈ X , u ∈ Um (10)

where un = (u1, u2, . . . , un) ∈ Un
m is a sequence defined by ui = φ(xi−1) for all i : 1 ≤

i ≤ n, (such a sequence is called a sequence associated with xn through φ) and for any
x ∈ X and any u ∈ Um,

Pxnun(x, u) =
1

n
|{i : (xi, ui) = (x, u)}|. (11)

(ii) If (X̂, Û) is a pair of random variables taking values on X ×Um with joint distribution
Q, then

1

n
log |A| ≤ H(X̂|Û) ≤

1

n
log |A| +

log2 m

m
. (12)

Let A ⊂ X n be m-inherently typical. Let φ be the corresponding mapping such that (10)
and (12) are satisfied. For any random vector X̃n = (X̃1, . . . , X̃n) taking values on A, we
define another random vector Ũm = (Ũ1, . . . , Ũn) by letting Ũi = φ(X̃ i−1) for all i : 1 ≤ i ≤ n.
Clearly (10) implies that with probability one, the following holds:

PX̃nŨn(x, u) =
1

n

n
∑

1

Pr{X̃i = x, Ũi = u} x ∈ X , u ∈ Um. (13)
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Note that the left hand side of (13) is the frequency, i.e. the average over time, and the right
hand side is the average probability over the ensemble. Intuitively, therefore, (13) just says
that with probability one, the average over time is equal to the average over the ensemble.
This is where the word “inherently typical” comes from. In typical applications, the random
vector X̃n is often assumed to be uniformly distributed on A. In this case

1

n
log |A| =

1

n
H(X̃n) =

1

n

n
∑

i=1

H(X̃i|X̃
i−1). (14)

Let I be a random variable taking values uniformly on {1, . . . , n} and independent of X̃n.
Let X̃ = X̃I and U = (X̃I−1, I), then

1

n
log |A| = H(X̃|U). (15)

If we extend the mapping φ in the obvious way so that φ(U) = φ(X̃I−1) whenever U =
(X̃I−1, I), then it is not hard to see that X̃ and Ũ have the joint distribution PX̃Ũ = Q
where Ũ = φ(U). Therefore, (12) just says that

H(X̃|U) ≤ H(X̃|Ũ) ≤ H(X̃|U) +
log2 m

m
. (16)

Lemma 1 (Inherently Typical Subset Lemma). For any m ≥ 216|X |2, n satisfying
((m+1)5|X |+4ln(n+1))/n ≤ 1, and any A ⊂ X n, there exists an m-inherently typical subset
Ã ⊂ A such that

1

n
log

|A|

|Ã|
≤ |X |(m + 1)|X | log(n + 1)

n
. (17)
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