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Prefa
eOver the past thirty years there has been an in
reasing number of 
ontributions to the topi
of sear
hing, both in theoreti
ally as well as in appli
ations-oriented journals. It is remarkablethat very di�erent kinds of problems are 
lassi�ed as sear
h problems and that resear
hers fromvarious �elds often know little about results a
hieved in areas with whi
h they are not familiar.In this book we attempt to present the extensive literature in su
h a way that the reader 
anqui
kly understand the range of questions and obtain a survey of them whi
h is 
omprehensiveas possible.Our goal was to treat the most important works in the �eld from the viewpoint of the 
urrentstate of the s
ien
e. However, we make no 
laim at all at 
ompleteness sin
e the restraints ofthis book make su
h an attempt futile. For some works, whi
h a
tually deserved to be presentedin detail, we therefore settled for presenting the results. The interested resear
her will then bein a position to �nd his own path through the literature. The book should be useful to theexpert as a referen
e.But our primary 
on
ern is to provide to every reader who is willing and able to engage inabstra
t, formal thought a

ess to the basi
 ideas, methods and results in the �eld whi
h havenot yet appeared in book form but whi
h deserve broader distribution due to their importan
e.Part 2 of the book is intended primarily for this broader group of readers. The only requirementhere is a solid ba
kground in basi
 mathemati
s. All proofs are presented in great detail.Knowledge of elementary probability theory is ne
essary to understand Part 4. Part 3 requiresknowledge equivalent to a basi
 
ourse in sto
hasti
s. In both these Parts the proofs are more
on
ise.All the individual Parts 
an be read and used independently for tea
hing putposes.We wish to thank Mrs Waltraud Blenski for typing the manus
ript.We thank Beatrix and Christa for having found us.Bielefeld, May 1979R. AhlswedeI. Wegener
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Prefa
e to the English EditionThe German edition of the book appeared in 1979. In 1982 the Russian edition was publishedby MIR. It in
ludes also a supplement, Information-theory Methods in Sear
h Problems, whi
hwas written by Maljutov and 
ontains primarily those results obtained in the Soviet Union,to whi
h we had no a

ess. There, in parti
ular, fas
inating 
onne
tions between multi-userinformation theory and the theory of s
reening design of experiments are emphasized. We thinkthat some readers will appre
iate that we in
luded here the referen
es from that supplement.In re
ent years some striking improvements of earlier results hve been obtained and, even moreimportantly, new 
onne
tions of sear
h to other areas and also new types of sear
h problemshave 
ome into fo
us.Under the heading `Further reading' we mention a
ti
les and books whi
h inform the resear
herabout new developments and results whi
h seem to 
arry the seed for further dis
overies. Thissele
tion 
ertainly re
e
ts the authors' resear
h interests and judgements. However, we feelthat an attempt to give some orientation to the reader, even at the rist of being proved wrongat a later time, is more valuable than an en
y
lopedi
 
olle
tion. It is 
on
eivable that thereis important work in progress whi
h es
aped our attention. We are grateful for any advi
e inthis and other respe
ts, whi
h 
ould be 
onsidered in another edition.A systemati
 treatment of all the material referred to would require a major revision andextension of the book. This would not only 
ause further delay of this English edition, butalso would not 
onform with the mostly elementary 
hara
ter of the book. Among 
on
i
tingdemands we have kept as our highest priority the readability of the text for a large 
ommunity.The time for another book will have 
ome when most sear
h problems 
an be put into theframe of a uni�ed theory of sear
h.It is a pleasure to thank on this o

asion Prof. M.V. Maljutov for his supplement of the RussianEdition. We are indebted to John Wiley & Sons Ltd for in
luding the book in their series andto Dr. Spuhler from B.G. Teubner of Stuttgart as well as to Mrs C. Farmer from John Wiley& Sons Ltd for all their help and patien
e during the 
ourse of publi
ation. We also thank MrsM. Matz for her se
retarial assistan
e.Finally, we express our gratitude to Mrs J.E. Wots
hke for undertaking the tasks of translationand typing with great diligen
e and devotion.November 1986R. AhlswedeI. Wegener
3



ContentsPART 1 Introdu
tory Remarks and De�nitionsChapter 1 Introdu
tionChapter 2 A sample sear
h modelPART 2 Sear
h Problems with Error-Free TestsChapter 3 Binary sear
h problems without restri
tions on the tests1. Introdu
tion2. Nonsequential strategies and separating systems3. Random nonsequential strategies4. Sequential strategies and pre�x 
odes5. Kraft's inequality and the noiseless-
oding theorem6. Hu�man's algorithm7. Optimal strategies with uniform distribution on the sear
h domainChapter 4 Alphabeti
 
odes and binary sear
h trees1. Introdu
tion2. Minimizing the sear
h time in the worst 
ase3. Good and optimal alphabeti
 
odes4. Constru
ting optimal binary sear
h trees5. The eÆ
ient 
onstru
tion of good binary sear
h trees6. Lower bounds on the 
osts of optimal binary sear
h trees7. Optimal binary sear
h trees and optimal alphabeti
 
odes withmaximal 
ostsChapter 5 Sorting problems1. Introdu
tion2. Sorting a set with distin
t elements3. Sorting a set of not ne
essarily distin
t elements4. Sorting the disjoint union of two ordered sets5. The median problem6. The sele
tion problem and the partition problem7. Yao's hypothesis8. The mass produ
tion of partial orders4



Chapter 6 Weighting problems and geometri
 problems1. Introdu
tion2. Finding a 
ounterfeit 
oin with a beam balan
e3. Finding a 
ounterfeit 
oin with an analyti
al balan
e4. Separating systems of sets with at most k elements5. Separating 
oins of various weightsChapter 7 Spe
ial sear
h problems with error-free tests1. Introdu
tion2. A medi
al sear
h problem3. The questionnaire theory4. The number of available strategiesPART 3 Sear
h Problems having Tests with Chan
e ErrorsChapter 8 Sto
hasti
 approximation1. Introdu
tion2. Approximate solution of equations by the Newton-Raphson rule3. The iteration method of v. Mises and Polla
zek-Geiringer4. The Robbins-Monro method of sto
hasti
 approximation5. Almost-everywhere 
onvergen
e of the RM method6. Approximating the maximum of a regression fun
tion7. Dvoretzky's approximation method8. Estimations of the 
onvergen
e rate of the RM method9. Sequential minimax sear
h for the maximum of a unimodal fun
tionChapter 9 Sear
h problems having answers with 
han
e errors and
hannels with feedba
k1. Introdu
tion2. An equivalent information-theoreti
 problem3. An error-free method4. Shannon's 
oding theorem5. Feedba
k does not in
rease the 
apa
ity of dis
rete memoryless 
hannels6. A blo
k-
oding method: information as list redu
tion7. A robust model8. A Bayes method9. A 
ommon reneralization of the noiseless-
oding theorem andShannon's 
oding theorem, sequential methods10. Gaussian 
hannels with feedba
k and sto
hasti
 approximation5



Chapter 10 Identi�
ation and ranking problems1. Introdu
tion2. A model for general sequential multi-de
ision problems3. Upper bounds for the expe
ted loss4. Conditions for the �niteness of the average sample number and itshigher moments5. A lower bound on the average sample number for a multi-de
ision problem6. The ordering theorem7. Identi�
ation problems and their algebrai
 stru
ture8. A fundamental sequential de
ision pro
edure9. Spe
ial identi�
ation problems10. Paulson's sequential pro
edure for sele
ting the population withthe largest expe
ted value from k normal distributed populationPART 4 Sear
h problems with inspe
tionsChapter 11 Minimizing expe
ted sear
h 
osts1. Introdu
tion2. The existen
e of su

essful strategies with �nite expe
ted sear
h 
osts3. Methods for improving existing strategies4. The existen
e and the 
onstru
tion of optimal strategies5. The 
lass of pseudostrategies6. Constru
ting almost-optimal strategiesChapter 12 Maximizing the probability of su

ess with limited resour
es1. Introdu
tion2. The existen
e of optimal allo
ations3. Can there be fast algorithms for solving the problem?4. Bounds for the maximal probability of su

ess and dividing theproblem in subproblems5. An algorithm for 
onstru
ting an optimal allo
ation6. The analysis of the algorithm

6



Chapter 13 More general models for sear
h problems with inspe
tions1. Introdu
tion2. Almost periodi
 strategies3. Optimal strategies for lo
ating the obje
t being sought4. Dis
rete sear
h domains with in�nitely many elements5. Continuous sear
h problems with inspe
tions6. Sear
hing for one of several obje
ts7. Sear
h problems with random parameters8. Sear
h and stop problems9. Sear
h problems with positive 
osts10. Sear
hing for a nonstationary obje
t11. Sear
hing without being dis
overed12. Linear sear
hReferen
esFurther ReadingIndex

7


