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Abstract—At a recent workshop ( Hakone, Japan, July 1–2, 1988) I.
Csiszar stated that in spite of strong efforts the following question had
been waiting for an answer for many years. Is it true that for fixed
distortion level Δ the rate-distortion function \( R(P, \Delta) \) has in the distri-
bution \( P \) no local maxima with values different from the global maximum? It
is shown that in general the answer is negative. However, the answer is
positive for Hamming distortion measures. Moreover their \( R \) is Schar-
concave.

I. BASIC CONCEPTS AND AUXILIARY RESULTS

Let \( (X_i)_{i=1}^\infty \) be a discrete memoryless source (DMS), that is, a
sequence of independent and identically distributed random vari-
ables (RV's) with values of a finite set \( \mathcal{X} \). We are also given a
finite reconstruction space \( \hat{\mathcal{X}} \) and a per-letter distortion measure
\( d: \mathcal{X} \times \hat{\mathcal{X}} \to \mathbb{R}_+ \).

For a function \( F \) defined on a product space \( \mathcal{X}^n \), we use the nota-
tion
\[
\text{rate}(F) = \frac{1}{n} \log_2 \| F \|, \quad \| F \| = \text{the cardinality of the range of } F.
\]

(1.2)

For an encoding function \( f_n: \mathcal{X}^n \to \hat{\mathcal{X}}^n \), we consider the repro-
duction
\[
\hat{X}^n = (\hat{X}_1, \ldots, \hat{X}_n) = f_n(X^n)
\]

and the average distortion \( \text{dist}(f_n) \), defined by
\[
\text{dist}(f_n) = \frac{1}{n} \sum_{i=1}^n d(X_i, \hat{X}_i).
\]

(1.4)

\( \rho \) is said to be an \( \epsilon \)-achievable rate for distortion level \( \Delta \) if for all
large \( n \) there are encoding functions \( f_n \) with
\[
\text{rate}(f_n) \leq \rho, \quad \text{dist}(f_n) \leq \Delta + \epsilon.
\]

(1.5)

Now
\[
R(\Delta) = \inf \left\{ \sum_{i=1}^\infty \{ \rho: \rho \text{ is } \epsilon\text{-achievable for } \Delta \} \right\}
\]

(1.6)

can be seen to be the smallest rate which for arbitrarily small \( \epsilon \) is \( \epsilon\)-achievable for \( \Delta \). This quantity depends on the generic distribution \( P_X \) of the source. Thus we get a function
\[
R: \mathcal{P}(\mathcal{X}) \times \mathbb{R}_+ \to \mathbb{R}_+.
\]

(1.7)

Theorem 0: For the Hamming distortion measure the rate-distortion function
\[
R(\mathcal{P}(\mathcal{X}) \times [0,1]) \to \mathbb{R}_+.
\]

is of the form
\[
R(Q,\Delta) = \begin{cases}
0, & \text{for } m = 0 \\
\sum_{i=0}^{m-1} \frac{Q(i)}{S_m} - \Delta \log_2 (m-1), & \text{otherwise}
\end{cases}
\]

(1.13)

By the result in case \( m = 0 \) one has
\[
R(Q,0) = H(Q)
\]

(1.14)

and one may therefore expect that \( R \) has similar convexity

Using time-sharing one readily verifies with the foregoing
definitions that \( R(P, \Delta) \) is convex in \( \Delta \) for every \( P \in \mathcal{P}(\mathcal{X}) \). A remarkable characterization of \( R \) is due to Shannon [1].

A. Rate-Distortion Theorem

Let \( (X, \hat{X}) \) denote a pair of RV's with values in \( \mathcal{X} \times \hat{\mathcal{X}} \) and
\( I(X \wedge \hat{X}) \) their mutual information. Then
\[
R(P, \Delta) = \min_{p_{(X,\hat{X})} \in \mathcal{P}(\mathcal{X} \times \hat{\mathcal{X}})} (X \wedge \hat{X}) \leq \Delta \quad \forall \Delta \in \mathbb{R}_+, \quad P \in \mathcal{P}(\mathcal{X}).
\]

(1.9)

This formula has been used to derive several analytical properties
of \( R \), mainly as function of \( \Delta \). Whereas those properties can be
found in many textbooks, the properties of \( R \) as function of \( P \) are
not as well understood.

An exception seems to be the following basic result of E. Kolin
[6], which was independently found and derived from Shannon's
formula by Gallager (Theorem 9.5.1 and its extension on
p. 467-469 in [2]). For its formulation we need some notation.
Let the elements in \( \hat{\mathcal{X}} \) be labelled such that for fixed distri-
bution \( Q \)
\[
Q(0) \geq Q(1) \geq \cdots \geq Q(a-1), \quad \sum_{i=0}^{a-1} Q(i) = 1.
\]

(1.18)

For the fixed distortion level \( \Delta \) let \( m \) be the smallest nonnegative integer with
\[
mQ(m) + \sum_{k=m+1}^{a-1} Q(k) \leq \Delta \leq (m+1)Q(m-1) + \sum_{k=m}^{a-1} Q(k).
\]

(1.19)

The conventional understanding of (1.9) is for \( m = 0 \)
\[
1 - Q(0) \leq \Delta \leq 1
\]

(1.10)

and for \( m = a \)
\[
0 \leq \Delta \leq (a-1)Q(a-1).
\]

(1.11)

We also use the abbreviations
\[
S_m = \sum_{k=0}^{m-1} Q(k), \quad T_m = 1 - S_m
\]

(1.12)

and the quantities
\[
Q_n = \left( \frac{Q(0)}{S_n}, \ldots, \frac{Q(m-1)}{S_n} \right), \quad \Delta_s = \frac{\Delta - T_m}{S_m}.
\]

(1.13)

Theorem 0: For the Hamming distortion measure the rate-distortion function
\[
R: \mathcal{P}(\mathcal{X}) \times [0,1] \to \mathbb{R}_+.
\]

is of the form
\[
R(Q,\Delta) = \begin{cases}
0, & \text{for } m = 0 \\
\sum_{i=0}^{m-1} \frac{Q(i)}{S_m} - \Delta \log_2 (m-1), & \text{otherwise}
\end{cases}
\]

(1.14)
properties than $H$. Already the case $\mathcal{X} = \{0, 1\}$ is instructive. One readily verifies that
\[
R(Q, \Delta) = \begin{cases} 
0, & \text{if } Q(1) \leq \Delta \leq 1 \\
h(Q(1)) - h(\Delta), & \text{if } 0 \leq \Delta \leq Q(1) \leq \frac{1}{2} 
\end{cases} \tag{1.15}
\]

Therefore $R$ is not concave in $Q$. However our main result says that in the Hamming case even for general alphabets another basic convexity property of entropy generalizes to $R$, namely the property Schur-concavity.

We recall this concept. For two distributions $P = (P(0), \cdots, P(a-1))$ and $Q = (Q(0), \cdots, Q(a-1))$, we say that $P$ majorizes $Q$ and write $P \succ Q$, if
\[
\sum_{i=0}^{k} P[i] \geq \sum_{i=0}^{k} Q[i], \quad \text{for } k = 0, 1, \cdots, a-1, \tag{1.16}
\]
where $P[i]$ (resp. $Q[i]$) is the $i$th largest component of $P$ (resp. $Q$). A function $\phi: \mathcal{P}(\mathcal{X}) \to \mathbb{R}$ is Schur-concave, if
\[
P \succ Q \implies \phi(P) \leq \phi(Q), \tag{1.17}
\]
and it is strictly Schur-concave, if
\[
P \succ Q \text{ and } P \not\succ Q \implies \phi(P) < \phi(Q). \tag{1.18}
\]

II. THE KEY IDEAS AND A BASIC INEQUALITY

At the Hakone workshop Csiszár also stated that the truth of the main statement

- $R$ has no local maxima in $P$ with values different from the global maximum

would follow from the truth of anyone of the following:

1) $R$ is quasiconcave in $P$,
2) $R$ is concave in $P$ on $\mathcal{P}(\mathcal{X}, \Delta) = \{ P \in \mathcal{P}(\mathcal{X}) : R(P, \Delta) > 0 \}$.

Recall that quasiconcavity means that the level sets $\{ P \in \mathcal{P}(\mathcal{X}) : R(P, \Delta) > \rho \}$ are convex for all $\rho > 0$. Clearly 2) implies 1). In order to better understand the main statement, we studied first 1). We explain now our ideas to disprove 1). Those lead naturally to the counterexample to the main statement in Section IV. To find distributions $P_1$ and $P_2$ with
\[
R(P_i, \Delta) \geq \rho, \quad \text{for } i = 1, 2; R\left(\frac{1}{2} P_1 + \frac{1}{2} P_2, \Delta\right) \leq \rho - \delta \tag{2.1}
\]
we consider a new DMS with generic distribution
\[
\bar{P} = \frac{1}{2} P_1 + \frac{1}{2} P_2. \tag{2.2}
\]
Clearly, its $n$-variate distribution is
\[
\bar{P}^n = \prod_{i=1}^{n} \frac{1}{2} P_i. \tag{2.3}
\]

In order to get a link to sources involving $P_1$ and $P_2$ we view $\bar{P}^n$ as an average over the arbitrarily varying source (AVS) defined by the set of distributions $\{P_1, P_2\}$ that was studied intensively in [4] [5].

The set of $n$-variate distributions is
\[
\mathcal{A} = \left\{ P(\cdot^n) : s^n \in \{0, 1\}^n \right\},
\]
where
\[
P(s^n|x^n) = \prod_{i=1}^{n} P_i(x_i), \quad \text{for } s^n = (s_1, \cdots, s_n) \in \{0, 1\}^n
\]
and
\[
x^n = (x_1, \cdots, x_n) \in \mathcal{X}^n. \tag{2.4}
\]

For the distribution $q$ on $\{1, 2\}$ with $q(1) = q(2)$, we clearly have for $q^n = [1, q^n]$
\[
\bar{P}(s^n) = \sum_{s' \in \mathcal{X}^n} p(s'|s^n) q'(s^n). \tag{2.5}
\]

In the light of this formula one can view the operation of $\bar{P}$ as producing with "high probability" a string $s^n$ in which the number of $1$s occurs of $1$s’ and number of $2$s’ is "approximately equal" to $n/2$. Therefore $P(\cdot^n)$ is typically of the form $\prod_{i=2}^{n/2} P_1 \times \prod_{i=n/2}^{n} P_2$.

What is the rate-distortion function for such a nonstationary source? More generally, if $\lambda$ is the fraction of $P_1$s in the product, the answer is in obvious notation
\[
R(P_1, P_2, \lambda, \Delta) = \inf_{|s^n| \leq \Delta} \left\{ \lambda R(P_1, \Delta + \gamma) + (1 - \lambda) R(P_2, \Delta - \gamma) \right\}. \tag{2.6}
\]

which is smaller than $\lambda R(P_1, \Delta) + (1 - \lambda) R(P_2, \Delta)$.

The exact difference
\[
V(P_1, P_2, \lambda, \Delta) = -\lambda R(P_1, \Delta) + (1 - \lambda) R(P_2, \Delta)
\]
depends on the slopes of $R(P_1, \Delta)$ and $R(P_2, \Delta)$ as functions of $\Delta$. There is no reason why this difference cannot become arbitrary big by proper choices of $P_1, P_2$ and the distortion measure $d$. But then this fact can be exploited for $\bar{P}$ via the AVS by a simple trick. Let us consider only $P_1, P_2$ with disjoint supports. Then the encoder can identify $s^n$ and he can form the decoder with $n$ bits, that is, at a rate 1. Quasiconcavity is then disproved if the difference mentioned can be made bigger than 1. Of course our idea to estimate the rate-distortion function via AVS's works for general convex combinations
\[
\bar{P} = \sum_{i=1}^{t} \lambda_i P_i, \quad \lambda = (\lambda_1, \cdots, \lambda_t). \tag{2.8}
\]

Viewing $\bar{P}$ as a $\lambda$-average over the AVS with generic distributions $\mathcal{A} = \{P_i : 1 \leq i \leq 1\}$ for any $\eta > 0$, we can find by Chebyshev's inequality a $\epsilon(\eta) > 0$ and an $n(\eta)$ such that for $n \geq n(\eta)$ with a probability greater than $1 - e^{-\epsilon(\eta)n}$ the relative frequencies $\lambda + \eta$, for $P_i$ satisfy $|\eta| \leq \eta$. Therefore, as $\eta \to 0$ and $n \to \infty$ we conclude
\[
R(\bar{P}, \Delta) \geq \min \left\{ \sum_{i=1}^{t} \lambda_i R(P_i, \Delta + \gamma) : \sum \eta - 0, |\eta| \leq \Delta \right\}. \tag{2.9}
\]

Even more importantly, we have also included an inequality upper bounding $R(\bar{P}, \Delta)$. For $\mathcal{X} = \{0, 1, \cdots, a-1\}$ let $\mathcal{X}(i) = \{(0, i), \cdots, (a-1, i)\}$ be $1$ copies of $\mathcal{X}$, which are disjoint sets. Define a distortion measure $d^*$ on $\mathcal{X}^* = \bigcup_{i=1}^{a} \mathcal{X}(i)$ by
\[
d^*((j, i), (j', i')) = d(j, j'), \tag{2.10}
\]
where $d$ is our original distortion measure on $X$. Also define $P^*$ on $X^*$ by
\[ P^*((j,i)) = \lambda, P(j) \]  
and the AVS $\mathcal{M} = \{P^*: 1 \leq l \leq l\}$, where $P^*((j,i)) = P(j)$ for $j = 0, \ldots, a - 1$. As earlier the encoder can now record $s'$. Here by the source coding theorem a rate $H(\lambda)$ suffices for a recording that is false with arbitrarily small probability.

Thus we have derived
\[ R(P^*, \Delta) \leq \min \left\{ \sum_{i=1}^{l} \lambda_i P(R(P_j, \Delta + \epsilon_i)) : \sum_{i=1}^{l} \lambda_i = 0, \lambda_i \leq \Delta \right\} + H(\lambda). \]  
(2.12)

Identification of all points $(j,i)$ $(i = 1, \ldots, l)$ with $j$ transforms $d^*$ into $d$ and $P^*$ into $P$. Therefore a code for the $P^*$-source gets transformed into a code for the $P$-source with at least the same distortion level guaranteed. We summarize our result as
\[ A. Basic Inequality \]

For any distortion measure $d$ and any $\Delta \in \mathbb{R}_+$ for $\overline{P} = \sum_{\lambda_i P(j)}$, we have
\[ R(P, \Delta) \geq \min \left\{ \sum_{i=1}^{l} \lambda_i P(R(P_j, \Delta + \epsilon_i)) : \sum_{i=1}^{l} \lambda_i = 0, \lambda_i \leq \Delta \right\} + H(\lambda). \]  
(2.12)

III. SCHUR-CONCAVITY IN THE HAMMING CASE

We consider the case $X = \hat{X}$, $d = d_{\hat{x}}$, where
\[ d_{\hat{x}}(x, \hat{x}) = \begin{cases} 0, & \text{if } x = \hat{x} \\ 1, & \text{if } x \neq \hat{x} \end{cases}. \]  
(3.1)

For fixed $\Delta \in [0,1]$, $P \in \mathcal{P}(X)$ is a local maximum of $R$ if for some neighborhood $U(P)$
\[ R(P, \Delta) \geq R(Q, \Delta), \quad \forall Q \in U(P). \]  
(3.2)

The local maximum is called strict, if
\[ R(P, \Delta) > R(Q, \Delta), \quad \forall Q \in U(P) \setminus \{P\}. \]  
(3.3)

Theorem 1: In the Hamming case for each $\Delta \in [0,1]$ $R$ has no strict local maximum other than the global maximum at $(1/a, \ldots, 1/a)$.

Proof: We do not use Theorem 0 here or even Shannon’s result from Section I. As in [5, Sect. 5] we exploit symmetry. Let $\Pi$ be the symmetric group (the group of permutations) acting on $X = \{0, 1, \ldots, a - 1\}$. For $\pi \in \Pi$ and $P = (P(0), \ldots, P(a - 1)) \in \mathcal{P}(X)$ we denote $P(\pi(0)), \ldots, P(\pi(a - 1))$ by $\pi P$. Obviously since $d_{\hat{x}}(x, \hat{x}) = d_{\hat{x}}(\pi(x), \pi(\hat{x}))$ we have
\[ R(P, \Delta) = R(\pi P, \Delta), \quad \forall \Delta \in [0,1]. \]  
(3.4)

Now for any $P \in \text{conv}(\pi P: \pi \in \Pi)$ we have
\[ P^* = \sum_{\pi \in \Pi} \lambda(\pi) \pi P, \quad \lambda(\pi) \geq 0, \quad \sum_{\pi \in \Pi} \lambda(\pi) = 1. \]  
(3.5)

Consider the AVS with $\mathcal{M} = \{\pi P: \pi \in \Pi\}$ and the discrete memoryless source with generic distribution $P^*$.

From the basic inequality 1) in Theorem 2
\[ R(P^*, \Delta) \geq \min \left\{ \sum_{\pi \in \Pi} \lambda(\pi) R(\pi P, \Delta + \gamma(\pi)) : \sum_{\pi \in \Pi} \gamma(\pi) = 0, \quad \gamma(\pi) \leq \Delta \right\}. \]  
(3.6)

However by (3.4) the quantity on the right side in (3.6) equals $R(P, \Delta)$.

Since for $P \neq (1/a, \ldots, 1/a)$ $P^*$ can be chosen arbitrarily close to but different from $P$, there cannot be a strict local maximum other than at $(1/a, \ldots, 1/a)$. Clearly, since for every $P \in \{1/a, \ldots, 1/a\} \in \text{conv}(\pi P: \pi \in \Pi)$, the global maximum is assumed at $(1/a, \ldots, 1/a)$. A stronger conclusion can be drawn from our main result

Theorem 2: In the Hamming case
\[ 1) R is Schur-concave on $\mathcal{P}(X)$, for every $\Delta \in [0,1]$. \]
\[ 2) R(P, \Delta) = 0, \quad \forall P \in \mathcal{P}(X), \Delta \in \{0 - (a - 1)/a\}, \quad \forall P \in \{0 - (a - 1)/a\} \text{ has no local maximum in } P \text{ other than the global maximum at } (1/a, \ldots, 1/a). \]
\[ 3) \text{Statement (A) is true.} \]

Proof: 3) obviously follows from 2). The first part of 2) follows from Theorem 0. While we prove 1) we also shall prove the second statement in 2).

Since $R(\pi P, \Delta) = R(P, \Delta)$ it suffices to consider $P, Q \in \mathcal{P}(X)$ with $Q > P$ and $P(0) \geq P(1) \geq \cdots \geq P(a - 1)$, $Q(0) \geq Q(1) \geq \cdots \geq Q(a - 1)$. It is well-known (see [6]) that there are finitely many transfers $U_{\epsilon}$, $Q \rightarrow \tilde{Q}_\epsilon$, where
\[ Q_{\epsilon} = (Q(0), Q(1), \ldots, Q(i) + \epsilon, Q(i + 1) + \epsilon, \ldots) \]  
(3.7)

\[ Q(i) - \epsilon \leq Q(i + 1) + \epsilon, \]  
(3.8)

in which the successive applications finally transform $Q$ into $P$. We have to show that such a transfer $R$ on $\mathcal{P}(X, \Delta)$ that is,
\[ R(Q_{\epsilon}, \Delta) \geq R(Q, \Delta), \quad \forall Q \in \mathcal{P}(X, \Delta), \]  
(3.9)

Since $R(Q, \Delta) = 0$ for $Q \in \mathcal{P}(X, \Delta)$ and always $R(P, \Delta) \geq 0$, only Schur-concavity on $\mathcal{P}(X, \Delta)$ remains to be shown. That is the $m$ defined in (1.9) may have values between 2 and $a$. By the assumed minimality of $m$ we have
\[ mQ(m) + \sum_{k=m+1}^{a-1} Q(k) \leq \Delta < (m-1)Q(m-1) + \sum_{k=m+1}^{a-1} Q(k) \]  
(3.10)

for these values of $m$.

Now notice that transfers for $i = 0, 1, \ldots, m - 3, m + 1, \ldots, a - 1$ have no effect on either side in (3.10). They also leave $S_m, T_{m}$, and $Q_m$ invariant. By Theorem 0 also $R$ does not change. For $i = m - 2$ (resp. $i = m$) the right (resp. left) side in (3.10) increases (resp. decreases), but as before $S_m, T_{m}$ and finally $R$ do not change.

Only the case $i = m - 1$ needs serious consideration. We show that for transfers $U_{m-1, \beta}$ with
\[ \Delta < (m-1)(Q(m - 1) - \beta) + (Q(m) + \beta) \sum_{i = m+1}^{a-1} Q(k) \]  
(3.11)

\[ R(U_{m-1, \beta}Q, \Delta) > R(Q, \Delta). \]
For this we calculate first the change in rate.

\[ R(U_{m-1}, Q, \Delta) - R(Q, \Delta) = (S_m - \beta) \left[ \frac{Q(0)}{S_m - \beta}, \ldots, \frac{Q(m-1) - \beta}{S_m - \beta} \right] - h \left( \frac{\Delta - (T_m + \beta)}{S_m - \beta} \right) - \frac{\Delta - (T_m + \beta)}{S_m - \beta} \log(m-1) \]

\[ = S_m \left[ \frac{Q(0)}{S_m}, \ldots, \frac{Q(m-1) - \beta}{S_m} \right] - h \left( \frac{\Delta - T_m}{S_m} \right) - \frac{\Delta - T_m}{S_m} \log(m-1) \]

\[ + Q(m-1) \log(Q(m-1) - (S_m - \beta) h \left( \frac{1 - \Delta}{S_m - \beta} \right) + S_m h \left( \frac{1 - \Delta}{S_m} \right) + \beta \log(m-1). \]

It suffices now to show that

\[ \omega(\beta) - \frac{d}{d\beta} [R(U_{m-1}, Q, \Delta) - R(Q, \Delta)] > 0 \]

for \( \beta \) satisfying (3.11)

We use that for \( f(\beta) = (x - \beta) \log(x - \beta) \)

\[ f'(\beta) = -\log(x - \beta) - 1 \]

and that

\[ h'(y) = \frac{1 - y}{y}. \]

Now

\[ \omega(\beta) = -\log(S_m - \beta) + (S(m-1) - \beta) + \log(m-1) \]

\[ + \frac{1 - \Delta}{S_m - \beta} \log \left( \frac{S_m - \beta}{S_m - (1 - \Delta)} \right) \]

\[ - \log \left( \frac{S_m - \beta - (1 - \Delta)}{S_m - \beta} \right) \]

\[ = \log \left( \frac{S_m - \beta - (1 - \Delta)}{S_m - \beta - (1 - \Delta)} \right). \]

Since \( \Delta < (m-1)Q(m-1) + \beta + \beta \), we have \( (m-1)Q(m-1) - \beta + \beta = S_m - \beta - (1 - \Delta) \) and thus \( \omega(\beta) > 0 \).

Notice that there cannot be a local maximum at \( Q \) unless \( m = a \) and thus \( \Delta < (a-1)Q(a-1) \). In this case the transfer is not defined.

However, since \( Q > P \) implies \( P(a-1) \geq Q(a-1) \), we have also \( \Delta < (a-1)P(a-1) \) and by Theorem 0 not only

\[ R(Q, \Delta) = H(Q) - h(\Delta) - \Delta \log(a-1) \]

but also

\[ R(P, \Delta) = H(P) - h(\Delta) - \Delta \log(a-1) \]

holds. The fact that the entropy function \( H \) is strictly Schur-concave completes the proof.

Remark: The proof shows that \( R \) stays constant for transfers \( U_m(t \neq m-1) \). Therefore (C) is not true even in the Hamming case. We have not decided upon (B). It is worthwhile knowing that symmetry and quasiconcavity imply Schur-concavity, but not conversely (see [6], p. 69).

IV. THE COUNTEREXAMPLE

Let us consider a simple distortion measure \( \tau \), which does not equal the Hamming distortion measure. \( \Omega \) is partitioned into two sets \( \Omega' \) and \( \Omega'' \) and \( \Omega = \Omega' \cup \Omega'' \), where \( \Omega' = \Omega', \Omega'' = \Omega'' \)

\[ \tau(x, \hat{x}) = \begin{cases} 0, & \text{if } x = \hat{x} \\ 1, & \text{if } x \neq \hat{x} \text{ and } x, \hat{x} \in \Omega' \\ a, & \text{if } x \neq \hat{x} \text{ and } x, \hat{x} \in \Omega'' \\ b, & \text{otherwise} \end{cases} \]

Basic in our analysis are the uniform distributions \( Q_1 \) and \( Q_2 \) on \( \Omega \) resp. \( \Omega'' \), that is,

\[ Q_1(x) = \frac{1}{|\Omega'|}, \quad \text{for } x \in \Omega' \]

\[ Q_2(x) = \frac{1}{|\Omega''|}, \quad \text{for } x \in \Omega''. \]

The reduction to these distributions proceeds as follows. Any distribution \( P \in \mathcal{P}(\Omega) \) can be written as \( \lambda P_1 + (1 - \lambda) P_2 \), where

\[ P_1(x) = P(x) \left( \sum_{x \in \Omega'} P(x) \right)^{-1}, \quad \text{for } x \in \Omega' \]

\[ P_2(x) = P(x) \left( \sum_{x \in \Omega''} P(x) \right)^{-1}, \quad \text{for } x \in \Omega'' \]

\[ \lambda = \sum_{x \in \Omega'} P(x) \]

and therefore \( P_1 \in \mathcal{P}(\Omega'), P_2 \in \mathcal{P}(\Omega'') \).

Lemma 1: For the distortion measure \( \tau \), any \( \Delta \) and any \( P = \lambda P_1 + (1 - \lambda) P_2 \in \mathcal{P}(\Omega), P_1 \in \mathcal{P}(\Omega'), P_2 \in \mathcal{P}(\Omega''), \) the inequality

\[ R(\lambda Q_1 + (1 - \lambda) Q_2, \Delta) \geq R(P, \Delta) \]

holds.

Proof: We follow the idea in the proof of Theorem 1. The only difference is that now we have the groups of permutations \( \sigma \) on \( \Omega \) and \( \Sigma \) on \( \Omega'' \) and we define

\[ (\sigma, \sigma) P = \lambda \sigma P_1 + (1 - \lambda) \sigma P_2. \]

Notice that

\[ \sum_{(\sigma, \sigma) \in \Pi \times \Omega} (\sigma, \sigma) P = \lambda \sigma P_1 + (1 - \lambda) \sigma P_2 \]

and, as explained in earlier sections, (4.6) holds.

In order to show that there are two local maxima with different values, we define three sets of distributions with the property that
every continuous path from the first set to the third has to meet the second.

For \( c \in (0, 1/2) \) the sets are
\[
\mathcal{B}_1 = \{ \lambda Q_1 + (1 - \lambda) Q_2 : \lambda \geq 1 - c \},
\mathcal{B}^c = \{ \lambda P_1 + (1 - \lambda) P_2 : P_1 \in \mathcal{P}(\mathcal{F}), P_2 \in \mathcal{P}(\mathcal{F}^c), c \leq \lambda \leq 1 - c \}
\mathcal{B}_2 = \{ \lambda Q_1 + (1 - \lambda) Q_2 : \lambda \leq c \}.
\]

We also use
\[ \mathcal{B} = \{ P \in \mathcal{B}^c \} \text{ of the form } \lambda Q_1 + (1 - \lambda) Q_2. \]

By Lemma 1 global maxima in \( \mathcal{B}_1 \) and \( \mathcal{B}_2 \) are local maxima in \( \mathcal{B} \) with the desired properties, if we can show that
\[
\max_{P \in \mathcal{B}_1} R(P, \Delta) < \max_{P \in \mathcal{B}_2} R(P, \Delta) < \max_{P \in \mathcal{B}_1} R(P, \Delta). \tag{4.8}
\]

We consider the ranges
\[
\gamma = |\mathcal{B}| > \gamma(B), a < 1 < b, \Delta \leq \frac{\beta - 1}{\beta}, \frac{1}{a} \leq \frac{\gamma - 1}{\gamma} \tag{4.9}
\]

By Theorem 0 we have
\[
R(Q_1, \Delta) = \log \beta - h(\Delta) - \Delta \log(\beta - 1)
R(Q_2, \Delta) = \log \gamma - h\left(\frac{\Delta}{a}\right) - \frac{\Delta}{a} \log(\gamma - 1).
\]

In order to simplify calculations, we give up some freedom in the choice of parameters by requiring
\[
\Delta + \frac{\Delta}{a} = 1. \tag{4.10}
\]

Under this constraint we choose the other parameters so that \( R(Q_1, \Delta) \) and \( R(Q_2, \Delta) \) are approximately equal, that is,
\[
\log \beta - \Delta \log(\beta - 1) - \log \gamma \leq \Delta \log(\gamma - 1)
\]

or
\[
\beta(\beta - 1)^{\Delta} = \gamma(\gamma - 1)^{-1(\gamma - 1)}. \tag{4.11}
\]

Choose now
\[
\gamma = \beta^3, \Delta = \frac{1}{4} + \epsilon, a = \frac{1}{3} + \epsilon \tag{4.12}
\]

Thus
\[
\beta(\beta - 1)^{\Delta} = \beta^3(\beta - 1)^{\frac{1}{3}} \tag{4.13}
\]
\[
\gamma(\gamma - 1)^{-1(\gamma - 1)} = \beta^3(\beta - 1)^{1/3}. \tag{4.14}
\]

Application of our basic inequality 2) to \( P = \lambda Q_1 + (1 - \lambda) Q_2 \) yields
\[
R(P, \Delta) \leq \min_{\Delta \in [0, \Delta]} \left( \lambda R(Q_1, \Delta + \delta) + (1 - \lambda) R(Q_2, \Delta - \delta) \right) + \log 2
\]
and for
\[
\lambda = \frac{1}{2}, \Delta = \frac{1}{a}, a = \frac{1}{3}
\]
\[
R\left( P, \frac{1}{4} \right) \leq \frac{1}{2} \left( R\left( Q_1, \frac{1}{6} + \eta \right) + R\left( Q_2, \frac{1}{3} - \eta \right) \right),
\]

where \( \eta \) is introduced to assure \( (1/3 - \eta)^{\alpha - 1} \leq \gamma - 1/\gamma \). Since \( \gamma - 1/\gamma \) goes to 1 quickly, \( \gamma \) is ignorably small.

Just notice that
\[
(\log \beta)^{-1} R\left( Q_1, \frac{1}{4} \right) \to \frac{3}{4}, \quad \text{as } \beta \to \infty
\]
\[
(\log \beta)^{-1} R\left( Q_2, \frac{1}{4} \right) \to \frac{3}{4}, \quad \text{as } \beta \to \infty
\]
\[
(\log \beta)^{-1} R\left( Q_1, \frac{1}{6} + \eta \right) \to \frac{5}{6} - \eta, \quad \text{as } \beta \to \infty
\]
\[
(\log \beta)^{-1} R\left( Q_2, \frac{1}{3} - \eta \right) \to 9\eta, \quad \text{as } \beta \to \infty
\]
and thus
\[
(\log \beta)^{-1} R\left( P, \frac{1}{4} \right) \to \frac{5}{12} + 4\eta \leq \frac{5}{4}, \quad \text{as } \beta \to \infty.
\]

For \( c \) sufficiently close to \( 1/2 \)
\[
\max_{P \in \mathcal{B}} R\left( P, \frac{1}{4} \right) \leq \frac{1}{2} \leq \frac{3}{4}.
\]

If by chance we should have
\[
\max_{P \in \mathcal{B}} R\left( P, \frac{1}{4} \right) = \max_{P \in \mathcal{B}} R\left( P, \frac{1}{4} \right)
\]
by continuity of \( R \) in all parameters, a slight change in them would make the maxima different.

V. A CONSEQUENCE FOR ERROR EXPONENTS

Our results seem to be relevant to the theory of universal source coding. We present now an immediate consequence in another direction. Marton [3] has investigated and found the error exponent \( e(P, \rho, \Delta) \) for the following refined source coding problem.

For encoding functions \( f_k : \mathcal{B}^n \to \mathcal{F}^n \) with \( \lim_{n \to \infty} n - \text{rate}(f_k) - \rho > R(Q, \Delta) \) what is the value of
\[
e(P, \rho, \Delta) = - \lim_{n \to \infty} \frac{1}{n} \min_{f_k} \log \text{Prob}\{ d(x^n, f_k(x^n)) > \Delta \}.
\]

Her answer is Theorem 3.

Theorem 3:
\[
e(P, \rho, \Delta)
\]
\[
e = \begin{cases} \min_{Q : R(Q, \Delta) > \rho} D(Q||P), & \text{if } R(Q, \Delta) > \rho \text{ for some } Q \\ 0, & \text{otherwise.} \end{cases}
\]

Since \( D(Q||P) \) is continuous in \( P \) and \( R(Q, \Delta) \) is continuous in \( \Delta, e(P, \rho, \Delta) \) is continuous in \( P \) and \( \Delta \).

Csizsár mentioned his interest in the question of whether the exponent is also continuous in \( \rho \) and mentioned the following observation.

Lemma 2: \( e(P, \rho, \Delta) \) is continuous in \( \rho \), for all \( P, \Delta \) exactly if (A) holds for \( R \).

Proof: If (A) does not hold, then for some \( \Delta \) there are two local maxima at \( P_1 \) and \( P_2 \) say with \( R(P_1, \Delta) > R(P_2, \Delta) \).
For $P - P_2$ and $\rho = R(P, \Delta) - \epsilon$ we have

$$\min_{Q: R(Q, \Delta) + \rho} D(Q|P_2) - D(P_2||P) = 0.$$ 

However, if $\epsilon = 0$, then there is no $Q$ in the neighborhood of $P_2$ with $R(Q, \Delta) > \rho$, but there is one far away in the neighborhood of $P$. The exponent is discontinuous at $\rho$. Conversely, if $(A)$ holds, no such jump can occur. This result, Theorem 2 and the example give valuable information about $e(P, \rho, \Delta)$.

Corollary: Marton’s exponent $e(P, \rho, \Delta)$ is continuous in $\rho$ for Hamming distortion measures. For general distortion measures it can jump.
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Abstract—It is shown that an $N$-time slot can be arbitrarily permuted with $2 \log_2 N - 1$ controlled exchange switches with associated delay elements. This is an improvement over previously known interconnection networks that require $2N - 1$ exchange elements. The proof utilizes the recursive algorithm of Benes and the time-interchange properties of a particular configuration of a single exchange element.

I. INTRODUCTION

For more than 30 years, considerable effort has been devoted to delineating the properties of rearrangeable, multistage interconnection networks [1]-[7]. The impetus for this effort came first from telephone switching systems, and somewhat later from parallel and distributed processing systems. As an example of previous results, Wu and Feng [14] showed that an arbitrary spatial permutation can be achieved with at most $3 \log_2 N - 1$ shuffle exchange stages, each stage requiring $N/2$ exchange switches. More recently, in the design of an optical guided wave system, Thompson [18] has shown how to realize an arbitrary time-slot permutation with $3N$ switched directional couplers as exchange elements. In this system the optical switches are very expensive and the design attempts to minimize their use.

The key result of this correspondence is the following theorem.

Theorem: An arbitrary permutation of $N$-time slots may be achieved with $2 \log_2 N - 1$ exchange switches as in Fig. 1.

Proof: Assume that in the serial array structure shown in Fig. 3, the first basic block $A$ is an exchange switch with a feedback loop of delay $N/2$. This is followed by a serial universal time-slot interchanger $T$. $T$ operates on frames of size $N/2$, which is half the original frame size. The inductive assumption is that $T$ can arbitrarily permutate the first half sequence of $N/2$-time slots first, and then can arbitrarily permutate the second half sequence of $N/2$-time slots. Part of the assumption is that the frame delay is fixed, independent of the permutation, so that the