

SIGNATURES OF HERMITIAN FORMS


VINCENT ASTIER AND THOMAS UNGER


A. Signatures of quadratic forms have been generalized to hermitian forms
over algebras with involution. In the literature this is done via Morita theory, which
causes sign ambiguities in certain cases. The main result ofthis paper consists of a
method for resolving this problem, using properties of the underlying algebra with
involution.


1. I


Signatures of quadratic forms over formally real fields havebeen generalized in
[BP2] to hermitian forms over central simple algebras with involution over such fields.
This was achieved by means of an application of Morita theoryand a reduction to the
quadratic form case. A priori, signatures of hermitian forms can only be defined up
to sign, i.e., a canonical definition of signature is not possible in this way. In [BP2]
a choice of sign is made in such a way as to make the signature ofthe form which
mediates the Morita equivalence positive. A problem ariseswhen that form actually
has signature zero or, equivalently, when the rank one hermitian form represented by
the unit element over the algebra with involution has signature zero, for it is not then
possible to make a sign choice.


In this paper, after introducing the necessary preliminaries (Section 2), we review
the definition of signature of hermitian forms and study someof its properties, before
proposing a method to address the problem mentioned above (Sections 3 and 4). Our
main result (Theorem 4.6) shows that there exists a finite number of rank one hermitian
forms over the algebra with involution, having the propertythat at any ordering of the
base field at least one of them has nonzero signature. These rank one forms are used
in an algorithm for making a sign choice, resolving the problem formulated above.


In Section 5 we show that the resulting total signature map associated to any hermit-
ian form is continuous. Finally, in Section 6 we show, using signatures, that in general
there is no obvious connection between torsion in the Witt group of an algebra with
involution and sums of hermitian squares in this algebra.
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2. P


2.1. Central Simple Algebras with Involution. The general reference for this sec-
tion is [KMRT, 2.A, 2.C]. LetF be a field of characteristic not two and letA be a
central simple F-algebra, i.e.,Z(A) = F andA has no nontrivial two-sided ideals. We
always assume that dimF(A) is finite. It can be shown that dimF(A) is a square. We
call deg(A) :=


√
dimF(A) thedegreeof A. Let m= deg(A).


An involutionσ on A is an anti-automorphism ofA of period two. Throughout the
paper we assume thatσ is F-linear, i.e., the restriction ofσ to F is the identity onF.
Such involutions are also said to beof the first kind. Let


Sym(A, σ) = {a ∈ A | σ(a) = a} and Skew(A, σ) = {a ∈ A | σ(a) = −a}.


Thenσ is eitherorthogonal(or, of type+1) if dimF Sym(A, σ) = m(m + 1)/2, or
symplectic(or, of type−1) if dimF Sym(A, σ) = m(m− 1)/2. By the Skolem-Noether
theorem, twoF-linear involutionsσ andτ on A differ by an inner automorphism:


τ = Int(u) ◦ σ


for someu ∈ A× such thatσ(u) = ±u. Here Int(u)(x) := uxu−1 for x ∈ A. The
involutionsτ andσ are of the same type if and only ifσ(u) = u.


We denote by Sym(A, σ)× and Skew(A, σ)× the sets of invertible elements in Sym(A, σ)
and Skew(A, σ), respectively.


Examples 2.1.


(1) (F, idF): the fieldF is trivially a central simpleF-algebra. The identity map idF is
an orthogonal involution.


(2) (Mn(F), t): the algebra ofn × n-matrices with entries fromF is a central simple
F-algebra. The transposition mapt is an orthogonal involution.


(3) ((a, b)F,−): the quaternion algebra determined bya, b ∈ F× with F-basis{1, i, j, k}
satisfying i2 = a, j2 = b and i j = − ji = k is a central simpleF-algebra. It
is a division algebra if and only if the (quadratic) norm form〈1,−a,−b, ab〉 is
anisotropic overF. Quaternion conjugation−, determined byi = −i, j = − j, and
thusk = −k is the unique symplectic involution on (a, b)F. Quaternion conjugation
is often denoted byγ instead of−.


(4) ((a, b)F, ϑ): the involutionϑ defined on the quaternion algebra (a, b)F byϑ(i) = −i,
ϑ( j) = j, ϑ(k) = k is orthogonal.


2.2. ε-Hermitian Spaces and Forms.The general reference for this section is [K,
Chap. I]. Treatments of the general and division cases can also be found in [G-B] and
[L2], respectively.


Let A be a central simpleF-algebra, equipped with anF-linear involutionσ. Let
ε ∈ {−1, 1}. An ε-hermitian spaceover (A, σ) is a pair (M, h), whereM is a finitely
generated rightA-module andh : M × M −→ A is a sesquilinear form such that
h(y, x) = εσ(h(x, y)) for all x, y ∈ M. We call (M, h) ahermitian spacewhenε = 1 and
a skew-hermitian spacewhenε = −1. Consider the leftA-moduleM∗ = HomA(M,A)
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as a rightA-module via the involutionσ. The formh induces anA-linear maph∗ :
M −→ M∗, x 7−→ h(x, ·). We call (M, h) nonsingularif h∗ is an isomorphism. All
spaces occurring in this paper are assumed to be nonsingular. If it is clear whatM is,
we simply writeh instead of (M, h) and speak of aform instead of a space.


Witt cancellation and Witt decomposition hold forε-hermitian spaces (M, h) over
(A, σ). Furthermore, ifA = D is a division algebra (so thatM � Dn for some integer
n) such that (D, σ, ε) , (F, idF ,−1), thenh can be diagonalized: there exist elements
a1, . . . , an ∈ Sym(D, σ)× such that


h(x, y) =
n
∑


i=1


σ(xi)aiyi , ∀x, y ∈ Dn.


In this case we use the shorthand notation


h = 〈a1, . . . , an〉σ,
which resembles the notation used for diagonalized quadratic forms. If A is central
simple we can certainly consider diagonal hermitian forms defined on freeA-modules
of finite rank, but some hermitian forms over (A, σ) may not be diagonalizable.


Let Sε(A, σ) denote the commutative monoid of isometry classes ofε-hermitian
spaces over (A, σ) under orthogonal sum. In this paper we considerε-hermitian spaces
(M, h) up to isometry, and so identify them with their class inSε(A, σ). Let Wε(A, σ)
denote the Witt group (or, more precisely, theW(F)-module) of Witt classes ofε-
hermitian spaces over (A, σ). Whenε = 1 we drop the subscript and simply write
S(A, σ) andW(A, σ).


2.3. Adjoint Involutions. The general reference for this section is [KMRT, 4.A]. Let
A be a central simpleF-algebra, equipped with anF-linear involutionσ. Let (M, h) be
anε-hermitian space over (A, σ). The algebra EndA(M) is again central simple overF
sinceM is finitely generated [KMRT, 1.10]. The involution adh on EndA(M), defined
by


h(x, f (y)) = h(adh( f )(x), y), ∀x, y ∈ M,∀ f ∈ EndA(M)


is called theadjoint involutionof h. The involution adh is F-linear and


type(adh) = ε type(σ).


Furthermore, everyF-linear involution on EndA(M) is of the form adh for someε-
hermitian formh over (A, σ) and the correspondence between adh andh is unique up
to a multiplicative factor inF× in the sense that adh = adλh for everyλ ∈ F×.


By a theorem of Wedderburn there exists anF-division algebraD (unique up to
isomorphism) and a finite-dimensional rightD-vector spaceV such thatA � EndD(V).
Thus A � Mm(D) for some positive integerm. Furthermore, if there is anF-linear
involutionσ onA, then there is anF-linear involution− onD and anε0-hermitian form
ϕ0 over (D,−) with ε0 ∈ {−1, 1} such that (A, σ) and (EndD(V), adϕ0) are isomorphic as
algebras with involution. In matrix form adϕ0 is described as follows:


adϕ0(X) = Φ0X
t
Φ−1


0 , ∀X ∈ Mm(D),
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whereΦ0 ∈ GLm(D) is the Gram matrix ofϕ0. ThusΦ0
t
= ε0Φ0.


2.4. Hermitian Morita Theory. We refer to [BP1,§1], [FM], [G-B, Chap. 2–3],
[K, Chap. I, §9], or [L1] for more details. Let (M, h) be anε-hermitian space over
(A, σ). One can show that the algebras with involution (EndA(M), adh) and (A, σ)
are Morita equivalent: for everyµ ∈ {−1, 1} there is an equivalence between the
categoriesH µ(EndA(M), adh) andH εµ(A, σ) of non-singularµ-hermitian forms over
(EndA(M), adh) and non-singularεµ-hermitian forms over (A, σ), respectively (where
the morphisms are given by isometry), cf. [K, Thm. 9.3.5]. This equivalence respects
isometries, orthogonal sums and hyperbolic forms. It induces isomorphisms


Sµ(EndA(M), adh) � Sεµ(A, σ) andWµ(EndA(M), adh) �Wεµ(A, σ)


of commutative monoids andW(F)-modules, respectively. The Morita equivalence
and the isomorphisms are not canonical. One of the reasons isthat adh = adλh for any
λ ∈ F×, as observed above.


The algebras with involution (A, σ) and (D,−) are also Morita equivalent. For fu-
ture use, it will be convenient to decompose this Morita equivalence into three non-
canonical equivalences of categories, the last two of whichwe will call scalingand
collapsing. For computational purposes later on, we describe them in matrix form. We
follow the approach of [LU2]:


H ε(A, σ) −−→H ε(Mm(D), adϕ0)
scaling
−−−−−→H ε0ε(Mm(D),−t)


collapsing
−−−−−−−→H ε0ε(D,−).


Scaling: Let (M, h) be anε-hermitian space over (Mm(D), adϕ0). Scaling is given by


(M, h) 7−→ (M,Φ−1
0 h). (1)


Note thatΦ−1
0 is only determined up to a scalar factor inF× since adϕ0 = adλϕ0 for any


λ ∈ F×.
Collapsing: Recall thatMm(D) � EndD(Dm) and that we always haveM � (Dm)k


�


Mk,m(D) for some integerk. Let h : M ×M −→ Mm(D) be anε0ε-hermitian form with
respect to−t. Then


h(x, y) = xtBy, ∀x, y ∈ Mk,m(D),


whereB ∈ Mk(D) satisfiesB
t
= ε0εB, so thatB determines anε0ε-hermitian formb


over (D,−). Collapsing is then given by


(M, h) 7−→ (Dk, b).


3. S  H F


In order to introduce signatures of hermitian forms, we dealwith a special case first.
Let F be a real closed field and letH = (−1,−1)F denote Hamilton’s quaternion divi-
sion algebra overF. Let − be quaternion conjugation onH and leth ≃ 〈a1, . . . , an〉−
be a hermitian form over (H,−). Now,a1, . . . , an ∈ Sym(H,−) = F and so we can con-
sider the quadratic formq = 〈a1, . . . , an〉. We define thesignature of h, denoted signh,
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to be the signature of the quadratic formq. Note that this definition is independent of
the choice of elementsa1, . . . , an by a theorem of Jacobson [J].


For the general case we follow the approach of [BP2,§3.3,§3.4]: letF be a formally
real field and let (A, σ) be a central simpleF-algebra withF-linear involution. Leth
be a hermitian form over (A, σ). Consider an orderingP ∈ XF, the space of orderings
of F. In order to define the signature ofh at P we do the following: Extend scalars to
the real closureFP of F atP. The extended algebra with involution (A⊗F FP, σ⊗ idFP)
is then Morita equivalent to anFP-division algebra withFP-linear involution (DP, ϑP),
whereσ⊗ idFP is adjoint to anεP-hermitian formϕP over (DP, ϑP) andεP ∈ {−1, 1}. By
a famous theorem of Frobenius the only division algebras with center the real closed
field FP areFP itself andHP, Hamilton’s quaternions overFP. Furthermore, we may
chooseϑP = idFP (often simply denoted id) in the first case andϑP = − in the second
case by Morita theory (scaling). Thus we may take


(DP, ϑP) = (FP, idFP) or (DP, ϑP) = (HP,−). (2)


The Morita equivalence induces an isomorphism


MP : S(A⊗F FP, σ ⊗ idFP)
∼−→ SεP(DP, ϑP) (3)


which is not canonical (for instance, the formϕP is only determined up to a nonzero
scalar factor). Since Morita equivalence preserves isometries of hermitian forms, we
may define the signature ofh at P to be equal to the signature ofMP(h⊗ FP).


WhenεP = 1, the formMP(h ⊗ FP) is either quadratic overFP, in which case its
signature is obtained in the usual way, or hermitian over (HP,−), in which case the
signature is computed as in the special case above.


WhenεP = −1, the formsϕP andMP(h⊗ FP) are both skew-hermitian over (HP,−)
or alternating overFP. Since skew-hermitian forms over (HP,−) are always torsion
[S2, Thm. 10.3.7] and alternating forms overFP are always hyperbolic, it makes sense
to define signP MP(h⊗FP) = signPϕP = 0 in those cases. We call the orderingsP ∈ XF


for whichεP = −1 the (A, σ)-nil orderingsof F, or simply thenil orderingsof F if the
context is clear. We denote the set of (A, σ)-nil orderings ofF by Nil(A, σ).


A different choice of Morita equivalence between (A⊗F FP, σ ⊗ idFP) and (D′P, ϑ
′
P),


say, may at most result in a sign change for the signature. This follows from the
computations in [G-B, pp. 54–55]. (Note that such a sign change may occur, cf.
Remark 3.3 below.) We fix a Morita equivalence for each ordering P ∈ XF.


In light of these remarks we now make the following


Definition 3.1. We define thesignature of h at P, denoted sign⋆P h, as follows:


sign⋆P h :=























signP MP(h⊗ FP) if εP = 1


0 if εP = −1
,


where the superscript⋆ indicates the dependence on the choice of Morita equivalence
discussed earlier.
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Remark 3.2. An attempt to make this definition canonical is more problematic than
suggested in [BP2,§3.3,§3.4], see Section 4.


The following table summarizes all the possibilities:


P
P


P
P


P
P


P
P


(DP, ϑP)
σ


orthogonal symplectic


(HP,−)


εP = −1
ϕP, MP(h⊗ FP): skew-hermitian


sign⋆P h := 0


εP = 1
ϕP, MP(h⊗ FP): hermitian


sign⋆P h := signP MP(h⊗ FP)


(FP, idFP)


εP = 1
ϕP, MP(h⊗ FP): quadratic


sign⋆P h := signP MP(h⊗ FP)


εP = −1
ϕP, MP(h⊗ FP): alternating


sign⋆P h := 0


By the properties of Morita equivalence, the signature of a hyperbolic form will be
zero and


sign⋆P(h1 ⊥ h2) = sign⋆P h1 + sign⋆P h2


for all hermitian formsh1, h2 over (A, σ). Thus sign⋆P induces a homomorphism of
additive groupsW(A, σ) −→ Z for eachP ∈ XF .


Remark 3.3. Let h be a hermitian form over (A, σ), let P ∈ XF and letλP ∈ F×P. If we
replaceϕP byλPϕP in the computation of sign⋆P h above, the final result is multiplied by
the sign ofλP. This follows from considering the scaling part of Morita equivalence,
cf. (1).


Let h be a hermitian form over (A, σ) and letP ∈ XF \ Nil(A, σ) (so thatεP = 1).
Let B be anF-basis ofA. The isomorphismMP in (3) can be decomposed into three
isomorphisms as follows:


S(A⊗F FP, σ ⊗ idFP)
ξ∗P


// S(Mm(DP), adϕP)
scaling


// S(Mm(DP), ϑP
t)


collapsing
// S(DP, ϑP)


h⊗ FP
�


// ξ∗P(h⊗ FP) �


// Φ−1
P ξ
∗
P(h⊗ FP) �


// MP(h⊗ FP)
(4)


Hereξ∗P is the commutative monoid isomorphism induced by the isomorphism


ξP : (A⊗F FP, σ ⊗ idFP)
∼−→ (Mm(DP), adϕP)


discussed in the context of Wedderburn’s theorem in§2.3. The scaling matrixΦP is
the matrix of the formϕP with respect to the basisξP(B) of Mm(DP).
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Example 3.4.We describe how to compute the signature of a diagonal hermitian form
h over (A, σ) at an orderingP ∈ XF . Assume thath = 〈a1, . . . , an〉σ with respect to
someF-basisB of A. Note thata1, . . . , an ∈ Sym(A, σ)×. By the properties of the
signature we have


sign⋆P〈a1, . . . , an〉σ =
n
∑


i=1


sign⋆P〈ai〉σ,


so it suffices to do the computation for a form〈a〉σ of rank 1 (witha ∈ Sym(A, σ)×).
If εP = −1, the orderingP is (A, σ)-nil and sign⋆P〈a〉σ = 0 for that ordering. Thus


we assume thatεP = 1.
We push〈a〉σ through the sequence (4). The first step gives us:


〈a⊗ 1〉σ⊗id 7−→ ξ∗P(〈a⊗ 1〉σ⊗id) = 〈ξP(a⊗ 1)〉adϕP
,


where


ξP(a⊗ 1) ∈ Sym(Mm(DP), adϕP).


For the second step, letΦp be the matrix of the formϕP with respect toξP(B). It is
easy to see that


Φ−1
P 〈ξP(a⊗ 1)〉adϕP


= 〈Φ−1
P ξP(a⊗ 1)〉ϑP


t .


For the third step, note thatΦ−1
P ξP(a ⊗ 1) ∈ Sym(Mm(DP), ϑP


t). Since (DP, ϑP) is
either (FP, idFP) or (HP,−), the matrixΦ−1


P ξP(a⊗1) is either symmetric or hermitian and
thus corresponds to a quadratic or a hermitian formψP of dimensionm over (DP, ϑP).
We then have


sign⋆P〈a〉σ := signPψP.


We give a simple illustration of this method (more elaborateexamples will be given
later in Propositions 6.4 and 6.5):


Example 3.5. Let F be the Laurent series fieldR((x)). ThenXF = {P1,P2}, where
x >P1 0 and x <P2 0. Consider the quaternion algebraD = (−1,−x)F . This is a
division algebra overF since its norm form〈1, 1, x, x〉 is anisotropic overF. Let A :=
M2(D) be equipped with the conjugate transpose involutionσ = −t, where− denotes
quaternion conjugation. Thenσ is a symplectic involution. Consider the hermitian
form h = 〈


( 1 0
0 1


)


〉σ over (A, σ). Now A⊗F FP1 � M2(HP1) sincex is a square inFP1 and
A⊗F FP2 � M4(FP2) since−x is a square inFP2. We see that the orderingP2 is (D,−)-
nil, so that sign⋆P2


h = 0. Following the steps in Example 3.4 we get sign⋆
P1


h = ±2
sinceσ becomes adjoint to the hermitian formϕP1 = 〈1〉−t over (M2(HP1),−t) after
scalar extension to the real closure ofF at P1. (As observed in Remark 3.3, only
knowingϕP1 up to sign only gives us the signature up to sign. In Section 4 we will
explain how a choice of sign can be made.)


Lemma 3.6. Let P∈ XF and letϕP be as above. Thensign⋆P〈1〉σ = signPϕP.
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Proof. This is trivially true for the (A, σ)-nil orderings ofF. Thus assume thatP ∈ XF


is not nil. We extend scalars to the real closure ofF at P, 〈1〉σ 7−→ 〈1〉σ ⊗ FP =


〈1⊗1〉σ⊗id and push〈1⊗1〉σ⊗id through the sequence (4), as illustrated in Example 3.4:


〈1⊗ 1〉σ⊗id 7−→ ξ∗P(〈1⊗ 1〉σ⊗id) = 〈ξP(1⊗ 1)〉adϕP
= 〈Im〉adϕP


7−→ Φ−1
P 〈Im〉adϕP


= 〈Φ−1
P 〉ϑP


t .


(Note thatξP(1⊗ 1) = Im, them×m-identity matrix inMm(DP) sinceξP is an algebra
homomorphism.) The matrixΦ−1


P now corresponds to a quadratic form overFP or a
hermitian form over (HP,−). In either caseΦ−1


P is congruent toΦP. Thus sign⋆P〈1〉σ =
signPϕP.


In [LT], Lewis and Tignol defined thesignature of the involutionσ at P ∈ XF as
follows:


signPσ :=
√


signP Tσ,


whereTσ is theinvolution trace formof (A, σ) which is a quadratic form overF defined
by Tσ(x) := TrdA(σ(x)x), for all x ∈ A. Here TrdA denotes the reduced trace ofA.


Examples 3.7.
(1) Let (A, σ) = (Mn(F), t). ThenTσ ≃ n2 × 〈1〉. Hence signPσ = n for all P ∈ XF .
(2) Let (A, σ) = ((a, b)F,−). ThenTσ ≃ 〈2〉 ⊗ 〈1,−a,−b, ab〉. Hence signPσ = 2 for


all P ∈ XF such thata <P 0, b <P 0 and signP = 0 for all otherP ∈ XF . Note that
N = 〈1,−a,−b, ab〉 is the norm form ofA.


Remark 3.8. Let (A, σ) and (B, τ) be two central simpleF-algebras withF-linear
involution.


(1) Consider the tensor product (A⊗F B, σ⊗τ). ThenTσ⊗τ = Tσ⊗Tτ and so signP(σ⊗
τ) = (signPσ)(signP τ) for all P ∈ XF .


(2) If (A, σ) � (B, τ), thenTσ ≃ Tτ so that signPσ = signP τ for all P ∈ XF .


Remark 3.9. Pfister’s local-global principle holds for algebras with involution (A, σ)
and also for hermitian formsh over such algebras, [LU1]:


signPσ = 0, ∀P ∈ XF ⇔ (A, σ) is weakly hyperbolic


(i.e.,σ is the adjoint involution of a torsion form) and


sign⋆P h = 0, ∀P ∈ XF ⇔ the class ofh in W(A, σ) is torsion.


Remark 3.10. The map signσ is continuous fromXF (equipped with the Harrison
topology, see [Lam, Chapter VIII 6] for a definition) toZ (equipped with the discrete
topology). Indeed: define the map


√
onZ by setting


√
k = −1 if k is not a square in


Z. SinceZ is equipped with the discrete topology, this map is continuous. SinceTσ is
a quadratic form, the map signTσ is continuous fromXF to Z (by [Lam, Proposition
6.6]). Thus, by composition, signσ =


√


signTσ is continuous fromXF to Z.


Lemma 3.11.Let P∈ XF . Then


signPσ = λP |signPϕP|,
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whereλP = 1 if (DP, ϑP) = (FP, idFP) and λP = 2 if (DP, ϑP) = (HP,−). (If we
want to indicate the dependence ofλP on (A, σ) we will write λP,A,σ.) In particular, if
P ∈ Nil(A, σ), thensignPσ = signPϕP = 0.


Proof. This is a reformulation of [KMRT, 11.11] or of [LT, Theorem 1]and part of its
proof.


Lemma 3.12.Let (M, h) be a hermitian space over(A, σ). Let P∈ XF . Then


signP adh = λP |sign⋆P h|,
with λP as defined in Lemma 3.11. In particular,


sign⋆P h = 0⇔ signP adh = 0.


Proof. Assume first thatP ∈ Nil(A, σ). Then sign⋆P h = 0. Consider the adjoint invo-
lution adh on EndA(M). After extension of scalars toFP we have Morita equivalences


H (EndA(M) ⊗F FP, adh ⊗ idFP) −→H (A⊗F FP, σ ⊗ idFP) −→H −1(DP, ϑP)


and adh ⊗ idFP is adjoint to a skew-hermitian form over (DP, ϑP). Note that adh andσ
are of the same type sinceh is hermitian. Thus adh andϑP are of opposite type since
P ∈ Nil(A, σ). ThereforeP ∈ Nil(EndA(M), adh). By Lemma 3.11 we conclude that
signP adh = 0.


Next, assume thatP ∈ XF \ Nil(A, σ). Without loss of generality we may replaceF
by its real closure atP. Consider the Morita equivalence


H (A, σ) −→H (D, ϑ)


with (D, ϑ) = (H,−) or (D, ϑ) = (F, id). Let (N, b) be the hermitian space over (D, ϑ)
corresponding to (M, h) under this Morita equivalence. Then sign⋆ h = signb. By
[BP1, Remark 1.4.2] we have (EndA(M), adh) � (EndD(N), adb) so that sign adh =
sign adb. By [LT, Theorem 1] or [KMRT, 11.11] we have sign adb = λ |signb| with
λ = 1 if (D, ϑ) = (F, id) andλ = 2 if (D, ϑ) = (H,−). We conclude that sign adh =


λ |sign⋆ h|.


Remark 3.13. Since by Remark 3.10 the total signature of an involution onA is con-
tinuous, it follows from Lemma 3.12 that ifh is any hermitian form over (A, σ), then
the set{P ∈ XF | signP h = 0} is clopen.


Corollary 3.14. Let (M, h) be a hermitian space over(A, σ) and let a∈ Sym(A, σ)×.
Consider the hermitian space(M, ah) over(A, Int(a) ◦ σ). Let P∈ XF. Then


sign⋆P(ah) = ± sign⋆P h.


Proof. An easy computation shows that the involutions adh and adah coincide on EndA(M).
Hence they have the same signature atP ∈ XF. The conclusion now follows from
Lemma 3.12.


In other words, scaling by an invertible element at most changes the sign of the
signature. Scaling by−1 gives an instance where a sign change of the signature occurs.
This is contrary to what is claimed in [BP2, p. 662].
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Lemma 3.15.Let a∈ Sym(A, σ)×. For any P∈ XF we have


sign⋆P〈a〉σ = ±
1
λP


signP(Int(a−1) ◦ σ),


with λP as defined in Lemma 3.11.


Proof. The involution (Int(a−1) ◦σ)⊗ idFP on A⊗F FP is adjoint to some formϕP. We
have


sign⋆P〈1〉Int(a−1)◦σ = signPϕP = ±
1
λP


signP


(


Int(a−1) ◦ σ
)


,


by Lemmas 3.6 and 3.11. By Corollary 3.14, we have


sign⋆P〈a〉σ = ± signP〈1〉Int(a−1)◦σ.


The result now follows.


Lemma 3.16. Let (A, σ) and (B, τ) be central simple F-algebras, equipped with F-
linear involutions. Let a∈ Sym(A, σ)× and b ∈ Sym(B, τ)×. For any P ∈ XF we
have


signP〈a⊗ b〉σ⊗τ = ±µP signP〈a〉σ signP〈b〉τ,
whereµP = 4 if A ⊗F FP and B⊗F FP are both non-split, andµP = 1 otherwise.


Proof. By Lemma 3.15 and the fact that the signature of involutions is multiplicative
we have


signP〈a⊗ b〉σ⊗τ = ±
1


λP,A⊗B,σ⊗τ
signP


(


Int
(


(a⊗ b)−1) ◦ (σ ⊗ τ)
)


= ±
1


λP,A⊗B,σ⊗τ
signP


(


(Int(a−1) ◦ σ) ⊗ (Int(b−1) ◦ τ)
)


= ±
1


λP,A⊗B,σ⊗τ
signP(Int(a−1) ◦ σ) signP(Int(b−1) ◦ τ)


= ±
λP,A,σλP,B,τ


λP,A⊗B,σ⊗τ
signP〈a〉σ signP〈b〉τ.


LettingµP = λP,A,σλP,B,τ/λP,A⊗B,σ⊗τ, its value can be determined by a case analysis.


4. A A    S   S


In quadratic form theory the signature of the form〈1〉 is always 1 at any ordering of
the ground field. In contrast, the signature of the hermitianform 〈1〉σ over (A, σ) may
not even always be positive and could very well be zero, cf. Lemma 3.6.


In order to pursue the analogy with the quadratic forms case,it seems natural to
require of the signature map atP from W(A, σ) to Z that the signature of〈1〉σ be
positive. This is precisely the approach taken in [BP2,§3.3,§3.4], where the form in
{ϕP,−ϕP} is chosen, whose signature atP is nonnegative, cf. Remark (3.3). The effect
of this choice is to make the signature of〈1〉σ positive by Lemma 3.6.
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However, it is possible that the signature of〈1〉σ atP (i.e. signPϕP) is zero, in which
case the approach taken in [BP2] no longer works and the signature map atP from
W(A, σ) to Z remains defined only up to sign.


In order to fill this gap, our approach consists of replacing the form〈1〉σ by a finite
number of rank one hermitian forms〈b1〉σ, . . . , 〈bℓ〉σ over (A, σ), having the property
that at any orderingP ∈ XF at least one of them has nonzero signature. We start by
proving the existence of the elementsb1, . . . , bℓ. As our proof makes use of Merkur-
jev’s theorem [Me] we will deal with the case of multi-quaternion algebras with de-
composable involution first.


Remark 4.1.


(1) Let (A, σ), (B, τ) and (C, υ) be central simpleF-algebras withF-linear involution
such that (A, σ) � (B, τ) ⊗F (C, υ), then


type(σ) = type(τ) · type(υ), (5)


cf. [KMRT, 2.23].
(2) Assume thatA is a biquaternion algebra with decomposable involutionσ. If σ is


orthogonal, then it is not difficult to see that there exist quaternion algebras with
orthogonal involution (Q1, σ1), (Q2, σ2) and quaternion algebras with symplectic
involution (Q′1, γ1), (Q′2, γ2) such that


(A, σ) � (Q1, σ1) ⊗F (Q2, σ2) � (Q′1, γ1) ⊗F (Q′2, γ2),


cf. [ST, §2]. On the other hand, ifσ is decomposable symplectic, then it fol-
lows from (5) that one of the quaternion components has to be endowed with the
canonical (symplectic) involution, and the other with an orthogonal involution.


Lemma 4.2. Let (A, σ) = (Q1, σ1) ⊗F · · · ⊗F (Qn, σn) be a multi-quaternion algebra
with decomposable F-linear involution. Let P∈ XF \ Nil(A, σ). Then the number of
indices i∈ {1, . . . , n} such that P∈ Nil(Qi , σi) is even.


Proof. Recall thatP ∈ Nil(Qi , σi) if and only if Qi ⊗F FP � HP (resp. M2(FP)) in
caseσi is orthogonal (resp. symplectic). The statement now follows from an easy, but
tedious, case analysis depending on the type ofσ and the parity ofn.


Proposition 4.3.Let (A, σ) = (Q1, σ1)⊗F · · ·⊗F (Qn, σn) be a multi-quaternion algebra
with decomposable F-linear involution. There exists a finite subset S= {a1, . . . , aℓ} of
Sym(A, σ)× such that for every P∈ XF \Nil(A, σ) there is an index r∈ {1, . . . , ℓ} such
that


signP


(


Int(ar) ◦ σ
)


, 0.


Proof. We will carry out the proof in three steps.
(1) Assume thatn = 1, so thatA = (a, b)F for certain elementsa, b ∈ F×. For a


positive integert anda1, . . . , at ∈ F×, recall the Harrison set notation


H(a1, . . . , at) := {P ∈ XF | a1 >P 0, . . . , at >P 0}.
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Observe that


XF = H(a, b) ∪̇H(a,−b) ∪̇H(−a,−b) ∪̇H(−a, b).


If σ is symplectic, thenXF \ Nil(A, σ) = H(−a,−b) and thus signPσ = 2 for all
P ∈ H(−a,−b) sinceTσ is the norm form ofA (up to a factor〈2〉). Thus we may take
S = {1}.


Next assume thatσ is orthogonal. In this case


XF \ Nil(A, σ) = H(a, b) ∪̇H(a,−b) ∪̇H(−a, b).


Consider the orthogonal involutionϑ, defined by


ϑ(1) = 1, ϑ(i) = −i, ϑ( j) = j, ϑ(k) = k,


where{1, i, j, k} denotes the usualF-basis ofA. Since any two involutions differ by an
inner automorphism, there exists aq ∈ Sym(A, σ)× such thatϑ = Int(q) ◦ σ. Consider
also the involutionsτ = Int( j) ◦ ϑ andω = Int(k) ◦ ϑ. After computing the involution
trace forms ofϑ, τ andω we see that


signPϑ = 2 for all P ∈ H(−a, b),


signP τ = 2 for all P ∈ H(a, b),


signPω = 2 for all P ∈ H(a,−b).


Thus we may takeS = {q, jq, kq}. This settles the casen = 1.
(2) Next assume thatn = 2, so thatA = (a, b)F ⊗F (c, d)F for certain elements


a, b, c, d ∈ F× andσ = σ1 ⊗ σ2.
σ orthogonal (n = 2). We may assume thatσ1 is orthogonal onQ1 = (a, b)F and


thatσ2 is orthogonal onQ2 = (c, d)F, cf. Remark 4.1(2). We haveP ∈ XF \ Nil(A, σ)
if and only if A⊗F FP � M4(FP). Hence,P ∈ XF \ Nil(A, σ) if and only if


Q1 ⊗F FP � M2(FP) and Q2 ⊗F FP � M2(FP)


or


Q1 ⊗F FP � HP and Q2 ⊗F FP � HP.


Thus


XF \ Nil(A, σ) =
[(


H(a, b) ∪̇H(a,−b) ∪̇H(−a, b)
)


∩
(


H(c, d) ∪̇H(c,−d) ∪̇H(−c, d)
)]


∪̇
[


H(−a,−b) ∩ H(−c,−d)
]


=
[(


XF \ Nil(Q1, σ1)
)


∩
(


XF \ Nil(Q2, σ2)
)]


∪̇
(


Nil(Q1, σ1) ∩ Nil(Q2, σ2)
)


.


We first consider
(


XF \Nil(Q1, σ1)
)


∩
(


XF \Nil(Q2, σ2)
)


. By then = 1 case there exist
involutionsπi,1, πi,2, πi,3 on Qi for i = 1, 2 such that


πi,k = Int(ai,k) ◦ σi for someai,k ∈ Sym(Qi , σi)
×







SIGNATURES OF HERMITIAN FORMS 13


for k = 1, 2, 3 and for everyP ∈ XF \ Nil(Qi , σi), one of signP πi,1, signP πi,2, signP πi,3


is equal to 2. We consider all possible products


̺k,ℓ = π1,k ⊗ π2,ℓ = Int(a1,k ⊗ a2,ℓ) ◦ (σ1 ⊗ σ2)


for k, ℓ ∈ {1, 2, 3}. Note thata1,k ⊗ a2,ℓ ∈ Sym(A, σ)×. Then for eachP ∈
(


XF \
Nil(Q1, σ1)


)


∩
(


XF \ Nil(Q2, σ2)
)


, one of


signP ̺k,ℓ = (signP π1,k)(signP π2,ℓ)


is equal to 4.
Secondly, we consider Nil(Q1, σ1) ∩ Nil(Q2, σ2). For i = 1, 2, let γi denote the


unique symplectic involution onQi. Then there existai ∈ Skew(Qi , σi)× such that
γi = Int(ai) ◦ σi. Let


γ = γ1 ⊗ γ2 = Int(a1 ⊗ a2) ◦ (σ1 ⊗ σ2).


Thena1 ⊗ a2 ∈ Sym(A, σ)×. Furthermore,


signP γ = (signP γ1)(signP γ2) = 4


for all P ∈ Nil(Q1, σ1) ∩ Nil(Q2, σ2). Thus we may takeS = {a1,k ⊗ a2,ℓ | k, ℓ =
1, 2, 3} ∪ {a1 ⊗ a2}.
σ symplectic (n = 2). We may assume thatσ1 is orthogonal onQ1 = (a, b)F and


thatσ2 = γ2 is the unique symplectic involution onQ2 = (c, d)F, cf. Remark 4.1(2).
We haveP ∈ XF \Nil(A, σ) if and only if A⊗F FP � M2(HP). Hence,P ∈ XF \Nil(A, σ)
if and only if


Q1 ⊗F FP � M2(FP) and Q2 ⊗F FP � HP


or
Q1 ⊗F FP � HP and Q2 ⊗F FP � M2(FP).


Thus


XF \ Nil(A, σ) =
[(


H(a, b) ∪̇H(a,−b) ∪̇H(−a, b)
)


∩ H(−c,−d)
]


∪̇
[


H(−a,−b) ∩
(


H(c, d) ∪̇H(c,−d) ∪̇H(−c, d)
)]


=
[(


XF \ Nil(Q1, σ1)
)


∩
(


XF \ Nil(Q2, γ2)
)]


∪̇
(


Nil(Q1, σ1) ∩ Nil(Q2, γ2)
)


.


We first consider
(


XF \Nil(Q1, σ1)
)


∩
(


XF \Nil(Q2, γ2)
)


. By then = 1 case there exist
involutionsπ1, π2, π3 on Q1 such that


πk = Int(ak) ◦ σi for someak ∈ Sym(Q1, σ1)
×


for k = 1, 2, 3 and for everyP ∈ XF \ Nil(Q1, σ1), one of signP π1, signP π2, signP π3


is equal to 2. Also, signP γ2 = 2 for everyP ∈ XF \ Nil(Q2, γ2). For k = 1, 2, 3 we
consider, as before, all possible products


πk ⊗ γ2 = Int(ak ⊗ 1) ◦ (σ1 ⊗ γ2).
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Note thatak ⊗ 1 ∈ Sym(A, σ)×. We have that for eachP ∈
(


XF \ Nil(Q1, σ1)
)


∩
(


XF \
Nil(Q2, γ2)


)


, one of
signP(πk ⊗ γ2) = (signP πk)(signP γ2)


is equal to 4.
Secondly, we consider Nil(Q1, σ1)∩Nil(Q2, γ2). Letγ1 denote the unique symplectic


involution onQ1. Then there existsa1 ∈ Skew(Q1, σ1)× such thatγ1 = Int(a1) ◦ σ1.
Hence signP γ1 = 2 for all P ∈ Nil(Q1, σ1) = XF \ Nil(Q1, γ1).


Let τ2 be an orthogonal involution onQ2. Note that Nil(Q2, γ2) = XF \ Nil(Q2, τ2).
There exists an elementa2 ∈ Skew(Q2, γ2)× such thatτ2 = Int(a2) ◦ γ2. By the case
n = 1, there areb1, b2, b3 ∈ Sym(Q2, τ2)× such that for everyP ∈ Nil(Q2, γ2) one of
signP Int(bi) ◦ τ2 is equal to 2. Fork = 1, 2, 3, let


πk := Int(bk) ◦ τ2 = Int(bk) ◦ Int(a2) ◦ γ2 = Int(bka2) ◦ γ2


and note thatbka2 ∈ Skew(Q2, γ2)×. We consider all possible products


γ1 ⊗ πk = Int(a1 ⊗ bka2) ◦ (σ1 ⊗ γ2).


Observe thata1 ⊗ bka2 ∈ Sym(A, σ)×. We have that for eachP ∈ Nil(Q1, σ1) ∩
Nil(Q2, γ2), one of


signP(γ1 ⊗ πk) = (signP γ1)(signP πk)
is equal to 4. Thus we may takeS = {ak ⊗ 1 | k = 1, 2, 3} ∪ {a1 ⊗ bka2 | k = 1, 2, 3}.


(3) Assume finally thatn ≥ 3.
σ orthogonal (n ≥ 3). We may assume thatσi is orthogonal onQi for i = 1, . . . , n,


cf. Remark 4.1(2). We haveXF \ Nil(A, σ) = {P ∈ XF | A ⊗F FP � M2n(FP)}. For
P ∈ XF , let


δP =
∣


∣


∣


{


i ∈ {1, . . . , n} | Qi ⊗F FP � HP
}


∣


∣


∣.


ThenXF \ Nil(A, σ) = {P ∈ XF | δP is even}. SinceXF \ Nil(A, σ) is a finite union
of sets of the form{P ∈ XF | δP = 2m} for certainm ∈ N, it suffices to prove the
theorem for a fixedm ∈ N and for the set of orderings{P ∈ XF | δP = 2m}. The general
statement will then follow by taking the union of the different setsS obtained in this
way. Therefore we only consider orderings inY = {P ∈ XF | δP = 2m} for a fixed
m ∈ N. After relabeling indices we may assume thatQi ⊗F FP � HP if and only if
1 ≤ i ≤ 2m. After regrouping we can thus write


(A, σ) = (Q1 ⊗F Q2, σ1 ⊗ σ2) ⊗F · · · ⊗F (Q2m−1 ⊗F Q2m, σ2m−1 ⊗ σ2m)


⊗F (Q2m+1, σ2m+1) ⊗F · · · ⊗F (Qn, σn).


Observe now thatP ∈ Y implies thatP ∈ XF \ Nil(Q2i+1 ⊗F Q2i+2, σ2i+1 ⊗ σ2i+2) for
i = 0, . . . ,m− 1 andP ∈ XF \ Nil(Qℓ, σℓ) for ℓ = 2m+ 1, . . . , n. We now use the cases
n = 1 andn = 2 and products of involutions to settle this case.
σ symplectic (n ≥ 3). We may assume thatσi is orthogonal onQi for i = 1, . . . , n−1


and thatσn = γn is symplectic onQn, cf. Remark 4.1(2). We haveXF \ Nil(A, σ) =
{P ∈ XF | A⊗F FP � M2n−1(HP)}. ForP ∈ XF , let


δP =
∣


∣


∣


{


i ∈ {1, . . . , n} | Qi ⊗F FP � HP
}


∣


∣


∣.
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ThenXF \ Nil(A, σ) = {P ∈ XF | δP is odd}. By an argument similar to the one in the
previous case, it suffices to successively consider the following two sets of orderings:


Case a:{P ∈ XF \ Nil(A, σ) | Qn ⊗F FP � HP}.
Case b:{P ∈ XF \ Nil(A, σ) | Qn ⊗F FP � M2(FP)}.
In Case a, after relabeling, we may assume thatQi ⊗F FP � HP if and only if


i ∈ {1, . . . , 2m} ∪ {n}. After regrouping we may write


(A, σ) = (A1, τ1) ⊗F (Q2m+1, σ2m+1) ⊗F · · · ⊗F (Qn, σn),


where (A1, τ1) = (Q1 ⊗F Q2, σ1 ⊗ σ2) ⊗F · · · ⊗F (Q2m−1 ⊗F Q2m, σ2m−1 ⊗ σ2m). We
conclude by using the orthogonaln = 2 case for (A1, σ1) and the casen = 1 for the
other components together with products of involutions.


In Case b, after relabeling, we may assume thatQi ⊗F FP � HP if and only if
i ∈ {1, . . . , 2m+ 1}. After regrouping we may write


(A, σ) = (A1, τ1) ⊗F (Q2m+1, σ2m+1) ⊗F · · · ⊗F (Qn, σn),


where (A1, τ1) = (Q1 ⊗F Q2, σ1 ⊗ σ2) ⊗F · · · ⊗F (Q2m−1 ⊗F Q2m, σ2m−1 ⊗ σ2m). We
conclude by using the orthogonaln = 2 case for (A1, σ1), the symplecticn = 2 case
for (Q2m+1 ⊗F Qn, σ2m+1 ⊗ σn) and the orthogonaln = 1 case for the other components
together with products of involutions.


Proposition 4.4. Let (A, σ) be a central simple F-algebra equipped with an invo-
lution of the first kind. There exists an integer k and a finite subset{b1, . . . , bℓ} of
Sym(Mk(A), σ ⊗ t)× such that for every P∈ XF \ Nil( Mk(A), σ ⊗ t) there is an index
r ∈ {1, . . . , ℓ} such that


signP


(


Int(br) ◦ (σ ⊗ t)
)


, 0.


Proof. Sinceσ is of the first kind, the exponent ofA in the Brauer group ofF is at
most 2. Thus, by Merkurjev’s theorem [Me], there existk,m ∈ N such thatMk(A) �
Mm(Q) � Q ⊗F Mm(F), whereQ = Q1 ⊗F · · · ⊗F Qn is a multi-quaternion algebra.
Extendσ to the involutionσ ⊗ t on Mk(A), wheret denotes transposition. Thenσ ⊗
t � Int(u) ◦ (τ ⊗ t) for an involutionτ of the same type asσ on Q and an invertible
elementu ∈ Sym(Q⊗F Mm(F), τ ⊗ t). Without loss of generality we may assume that
τ = σ1 ⊗ · · · ⊗ σn, whereσi is an involution onQi for i = 1, . . . , n.


Consider the elementsa1, . . . , aℓ ∈ Q whose existence is asserted by Proposition 4.3.
For i = 1, . . . , ℓ let bi be the element inMk(A) which is mapped to (ai⊗ Im)u−1 under the
isomorphismMk(A) � Q ⊗F Mm(F), whereIm denotes the identity matrix inMm(F).
Then eachbi ∈ Sym(Mk(A), σ ⊗ t)×.


Let P ∈ XF \ Nil( Mk(A), σ ⊗ t). Observe that Nil(Mk(A), σ ⊗ t) = Nil(Q, τ) since
Mk(A) � Mm(Q) andσ ⊗ t andτ are of the same type. By Proposition 4.3 there exists
an indexr ∈ {1, . . . , ℓ} such that


signP


(


Int(ar) ◦ τ
)


, 0.
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Thus by Remark 3.8(2) we have


signP(Int(br) ◦ (σ ⊗ t)) = signP


(


Int
(


(ar ⊗ Im)u−1) ◦
(


Int(u) ◦ (τ ⊗ t)
)


)


= signP


(


Int(ar ⊗ Im) ◦ Int(u−1) ◦ Int(u) ◦ (τ ⊗ t)
)


= signP


(


Int(ar ⊗ Im) ◦ (τ ⊗ t)
)


= signP


(


(Int(ar) ◦ τ) ⊗ t
)


= signP


(


Int(ar) ◦ τ
)


· signP(t)


= msignP


(


Int(ar) ◦ τ
)


, 0,


which concludes the proof.


Corollary 4.5. The set of(A, σ)-nil orderings of F is clopen.


Proof. We have Nil(A, σ) = Nil( Mk(A), σ ⊗ t) for anyk ∈ N sinceσ andσ ⊗ t are of
the same type. By Proposition 4.4


Nil( Mk(A), σ ⊗ t) =
ℓ
⋂


r=1


{P ∈ XF | signP


(


Int(br) ◦ (σ ⊗ t)
)


= 0},


which is clopen by Remark 3.10.


Theorem 4.6.Let (A, σ) be a central simple F-algebra equipped with an involution of
the first kind. There exists a finite subset{b1, . . . , bℓ} of Sym(A, σ)× such that for every
P ∈ XF \ Nil(A, σ) there is an index r∈ {1, . . . , ℓ} such that


signP


(


Int(br) ◦ σ
)


, 0.


Proof. Assume first thatA is split, i.e.A � Mn(F). If σ is symplectic then Nil(A, σ) =
XF and there is nothing to prove. Ifσ is orthogonal, then there existsa ∈ Sym(A, σ)×


such thatσ = Int(a) ◦ t, wheret is the transpose involution. It follows that


signP(Int(a−1) ◦ σ) = signP t = n , 0


for all P ∈ XF.
Secondly assume thatA is not split, so thatA � Mn(D) for somen ∈ N and some


division algebraD. Sinceσ is anF-linear involution onA, there exists anF-linear
involution ϑ on D. We first show that for everyP ∈ XF \ Nil(A, σ) there exists a
bP ∈ Sym(A, σ)× such that signP(Int(bP) ◦ σ) , 0.


Let P ∈ XF \ Nil(A, σ). Assume for the sake of contradiction that signPω = 0 for
everyF-linear involutionω on A. Since such involutions are adjoint ton-dimensional
hermitian forms over (D, ϑ) and this correspondence is one-to-one (up to a nonzero
scalar factor), all hermitian forms of dimensionn over (D, ϑ) have signature zero at
P by Lemma 3.12. Letd ∈ Sym(D, ϑ)× be arbitrary, then then-dimensional her-
mitian form n × 〈d〉ϑ has signature zero atP. This implies sign⋆P〈d〉ϑ = 0 for all
d ∈ Sym(D, ϑ)×. Hence all hermitian forms over (D, ϑ) have signature zero atP.
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However, by Proposition 4.4 (withD in the role ofA) there existsk ∈ N and an invo-
lution τ on Mk(D) such that signP τ , 0. Butτ is adjoint to some hermitian form over
(D, ϑ) which should have zero signature atP, a contradiction with Lemma 3.12. We
conclude that there exists abP ∈ Sym(A, σ)× such that signP(Int(bP) ◦ σ) , 0.


Fora ∈ Sym(A, σ)× define


U(a) := {P ∈ XF | signP(Int(a) ◦ σ) , 0}.
By Remark 3.10 the setU(a) is clopen inXF . By the previous part of the proof we
have


XF \ Nil(A, σ) =
⋃


P∈XF


U(bP).


SinceXF \ Nil(A, σ) is compact by Corollary 4.5, there existsℓ ∈ N andb1, . . . , bℓ ∈
Sym(A, σ)× such that


XF \ Nil(A, σ) =
ℓ
⋃


i=1


U(bi).


Corollary 4.7. An ordering P∈ XF is (A, σ)-nil if and only if sign⋆P h = 0 for every
hermitian form h over(A, σ) if and only ifsign⋆P〈a〉σ = 0 for every a∈ Sym(A, σ)× .


Proof. By Theorem 4.6,


Nil(A, σ) =
ℓ
⋂


i=1


{P ∈ XF | signP(Int(bi) ◦ σ) = 0}.


The result then follows from the definition of nil-ordering and Lemma 3.15 (since
signP


(


Int(bi) ◦ σ
)


= | sign⋆P〈b−1
i 〉σ|).


The Algorithm. Fix some tuple of elements (b1, . . . , bℓ) with properties as described
in Theorem 4.6. Observe that for eachP ∈ XF we have


|sign⋆P〈bi〉σ| =
1
λP


signP(Int(bi) ◦ σ) (6)


by Lemma 3.15 since〈b−1
i 〉σ ≃ 〈bi〉σ. By Theorem 4.6 this implies that for each


P ∈ XF \ Nil(A, σ) at least one of sign⋆P〈b1〉σ, . . . , sign⋆P〈bℓ〉σ is nonzero.
Therefore, for eachP ∈ XF \ Nil(A, σ) we decide if the signature computation is


performed withϕP or −ϕP as follows:
(i) Let i be the least element in{1, . . . , ℓ} such that sign⋆P〈bi〉 , 0.


(ii ) If sign⋆P〈bi〉σ >P 0, we keep usingϕP for the signature computation at this order-
ing. If sign⋆P〈bi〉σ <P 0, we replaceϕP by−ϕP in the computation of signatures at
P (which then makes sign⋆P〈bi〉σ >P 0).


Note that we may assumeb1 = 1, in which case our algorithm extends the algorithm
in [BP2,§3.3,§3.4].


This algorithm depends on the choice of the tuple (b1, . . . , bℓ) in Theorem 4.6. Once
such a choice is made for the algebra with involution (A, σ) we can consider properties
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such as the continuity of the total signature function sign(h) : XF −→ Z associated to
a hermitian formh over (A, σ).


Notation. In the remainder of the paper when writing signP instead of sign⋆P we mean
that we use the above algorithm for some fixed choice of a tuple(b1, . . . , bℓ).


5. C   T S M  H F


Lemma 5.1. There is a finite partition of XF into clopens


XF = Nil(A, σ) ∪̇
s
˙⋃


i=1


Zi ,


and there areα1, . . . , αs ∈ Sym(A, σ)× such thatsign〈αi〉σ is constant non-zero on Zi.


Proof. Let b1, . . . , bℓ be as in Theorem 4.6 and, forr = 1, . . . , ℓ, let


Yr := {P ∈ XF | signP〈bi〉σ = 0, i = 1, . . . , r}.
Observe that eachYr is clopen since


Yr =


r
⋂


i=1


{P ∈ XF | signP


(


Int(bi) ◦ σ
)


= 0}.


We haveY0 := XF ⊇ Y1 ⊇ · · · ⊇ Yℓ−1 ⊇ Yℓ = Nil(A, σ) and therefore,


XF = (Y0 \ Y1) ∪̇(Y1 \ Y2) ∪̇ · · · ∪̇(Yℓ−1 \ Yℓ) ∪̇Nil(A, σ).


Let r ∈ {0, . . . , ℓ − 1} and considerYr \ Yr+1. By (6) the map sign〈br+1〉σ is never 0 on
Yr \ Yr+1 and only takes a finite number of valuesk1, . . . , km.


Claim: There exists aλ ∈ {1, 2} such that


sign〈br+1〉σ =
1
λ


sign
(


Int(br+1) ◦ σ
)


on Yr \ Yr+1.
Proof of claim: If σ is orthogonal andP < Nil(A, σ), then (DP, ϑP) � (FP, idFP).


By Lemma 3.11 together with the definition of signature of a hermitian form (since
P ∈ Yr \ Yr+1) we have


signP〈br+1〉σ = signP


(


Int(br+1) ◦ σ
)


.


If σ is symplectic andP < Nil(A, σ), then (DP, ϑP) � (HP,−). By Lemma 3.11
together with the definition of signature of a hermitian form(sinceP ∈ Yr \ Yr+1) we
have


sign〈br+1〉σ =
1
2


sign
(


Int(br+1) ◦ σ
)


.


So we simply takeλ = 2 if σ is symplectic andλ = 1 if σ is orthogonal.
The claim gives us:
(


sign〈br+1〉σ
)−1(ki) ∩ (Yr \ Yr+1) =


(


sign
(


Int(br+1) ◦ σ
)


)−1
(λki) ∩ (Yr \ Yr+1),
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which is clopen by Remark 3.10. It follows thatYr \ Yr+1 is covered by finitely many
disjoint clopen sets on which the map sign〈br+1〉σ has constant non-zero value. The
result follows since the setsYr \ Yr+1 for r = 0, . . . , ℓ − 1 form a partition ofXF \
Nil(A, σ).


Proposition 5.2. Let h be a hermitian form over(A, σ). The total signature of h,


signh : XF −→ Z, P 7−→ signP h


is continuous.


Proof. We use the notation and the conclusion of Lemma 5.1. Since Nil(A, σ) and the
setsZi are clopen, it suffices to show that (signh)|Zi is continuous for everyi = 1, . . . , s.


Let i ∈ {1, . . . , s} and letki ∈ Z \ {0} be such that sign〈αi〉σ = ki on Zi. Let k ∈ Z.
Then


(


(signh)|Zi


)−1(k) = {P ∈ Zi | signP h = k}
= {P ∈ Zi | ki signP h = kik}
= {P ∈ Zi | ki signP h = ksignP〈αi〉σ}
= {P ∈ Zi | signP(ki × h ⊥ k× 〈−αi〉σ) = 0}.


It follows from Lemma 3.12 that
(


(signh)|Zi


)−1(k) = {P ∈ Zi | signP adki×h⊥k×〈−αi 〉σ = 0},
which is clopen by Remark 3.10.


6. T W G  S  H S


Let F be a formally real field. It is well-known that the Witt ring ofF is torsion-free
if and only if F is pythagorean (i.e., every sum of squares inF is a square inF), see
[Lam, VIII, Theorem 4.1].


Now let (A, σ) be a central simpleF-algebra equipped with anF-linear involution.
A hermitian squarein (A, σ) is an element ofA of the formσ(x)x for somex ∈ A. We
denote the set of hermitian squares in (A, σ) by (A, σ)2 and the set of sums of hermitian
squares in (A, σ) by Σ(A, σ)2. It is clear that


(A, σ)2 ⊆ Σ(A, σ)2 ⊆ Sym(A, σ).


We say that (A, σ) is pythagoreanif Σ(A, σ)2 = (A, σ)2, i.e., if every sum of hermitian
squares in (A, σ) is a hermitian square in (A, σ).


We denote the torsion subgroup ofW(A, σ) by Wt(A, σ). A fundamental result of
Pfister is thatWt(F) is 2-primary. The torsion subgroupWt(A, σ) is 2-primary as well,
see [S1, Cor. 6.1] or [Ma, Thm. 4.1].


In this section we will show that there is in general no obvious relation between the
property ‘torsion-free Witt group’ (Wt(A, σ) = 0) and the property ‘pythagorean’.


An unsurprising exception is the following:


Proposition 6.1. Let D be a quaternion division algebra over a formally real field F,
equipped with quaternion conjugation−. Let N be the norm form of D.
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(1) If F is pythagorean, then(D,−) is pythagorean.
(2) (D,−) is pythagorean and N is strongly anisotropic if and only if every weakly


isotropic hermitian form over(D,−) is isotropic and is of dimension at least two.
(3) (D,−) is pythagorean and N is strongly anisotropic if and only if Wt(D,−) = 0.


(Note that N is strongly anisotropic if and only ifℓ × N is anisotropic for allℓ ∈ N if
and only if every sum of nonzero hermitian squares is nonzero.)


Proof. (1) Follows from a computation with the norm formN of D.
(2) Let h = 〈a1, . . . , an〉− be a hermitian form over (D,−). Note thata1, . . . , an ∈


Sym(D,−) = F. Assume thatℓ × h is isotropic for some positive integerℓ. Then there
existℓ vectors (x11, . . . , x1n), . . . , (xℓ1, . . . , xℓn) in Dn, not all zero, such that


a1(x11x11 + · · · + xℓ1xℓ1) + · · · + an(x1nx1n + · · · + xℓnxℓn) = 0.


Thus, by the hypotheses on (D,−) there existy1, . . . , yn ∈ D, not all zero, such that


a1y1y1 + · · · + anynyn = 0,


i.e.,h is isotropic. Note thatn ≥ 2 sinceD is a division algebra.
Conversely, letα = xx+ yy with x, y ∈ D× and note thatα ∈ F. Then the hermitian


form 〈1, 1,−α,−α〉− = 2× 〈1,−α〉− is isotropic. By the assumption the form〈1,−α〉−
is isotropic, so that there exists az ∈ D× such thatα = zz. Note thatα , 0 sinceD is a
division algebra. Furthermore, the strong anisotropy ofN follows at once.


(3) Assume that (D,−) is pythagorean and thatN is strongly anisotropic. Leth be
a torsion hermitian form over (D,−). Since the torsion inW(D,−) is 2-primary there
exists a minimal positive integerℓ such that 2ℓ×h is hyperbolic. Letf be an anisotropic
hermitian form which is in the Witt class ofh in W(D,−). Then 2ℓ × f is hyperbolic,
and thus in particular isotropic, which implies thatf is isotropic by (2), a contradiction.


Conversely, assume thatWt(D,−) = 0. Let x1, . . . , xn ∈ D× and assume for the sake
of contradiction thatN(x1) + · · · + N(xn) = 0. Let k be an integer such that 2k ≥ n.
Then 2k × 〈1〉− is isotropic, and so the quadratic formN ⊗ (2k × 〈1〉) is isotropic and
thus hyperbolic since it is a Pfister form. By a theorem of Jacobson [J] the hermitian
form 2k × 〈1〉− is hyperbolic. SinceWt(D,−) = 0 we obtain that〈1〉− is hyperbolic,
which is impossible.


Now letα = xx+ yy with x, y ∈ D× and note thatα ∈ F×. Then the hermitian form
〈1, 1,−α,−α〉− is isotropic. Hence the quadratic formN ⊗ 〈1, 1,−α,−α〉 is isotropic,
and thus hyperbolic since it is a Pfister form. But this implies that 2× 〈1,−α〉− =
〈1, 1,−α,−α〉− is hyperbolic by Jacobson’s theorem. Thus〈1,−α〉− is hyperbolic by
our assumption. Thereforeα is a norm.


Remark 6.2. The converse of Proposition 6.1(1) is not true. For example,F = Q is
not pythagorean, but ((−1,−1)Q,−) is pythagorean since every sum of four squares in
Q is again a square inQ.


Proposition 6.3. Let F be a formally real field. Consider Hamilton’s quaternion al-
gebraH = (−1,−1)F equipped with the orthogonal involutionϑ from Example2.1(4).
Then:
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(1) W(H, ϑ) =Wt(H, ϑ) , 0.
(2) If F is real closed, thenSym(H, ϑ) = (H, ϑ)2 and(H, ϑ) is pythagorean.


Proof. (1) Let h ∈ W(H, ϑ). Since Nil(H, ϑ) = XF we have that signP h = 0 for all
P ∈ XF. Thush is a torsion form by Pfister’s local-global principle (cf. Remark 3.9).
HenceWt(H, ϑ) =W(H, ϑ) , 0.


(2) Letu0 = α0 + γ0 j + δ0k ∈ Sym(H, ϑ). Foru = α + βi + γ j + δk ∈ H we have


ϑ(u)u = (α2 + β2 − γ2 − δ2) + 2(αγ + βδ) j + 2(−βγ + αδ)k.
We will show that the equationϑ(u)u = u0 has a solution (α, β, γ, δ) , (0, 0, 0, 0). Let
γ = 0. An easy computation shows thatϑ(u)u = u0 if and only if 2αδ = δ0, 2βδ = γ0


and


δ4 + α0δ
2 −


1
4


(δ2
0 + γ


2
0) = 0.


The last equation is quadratic inδ2 with discriminant∆ = α2
0 + δ


2
0 + γ


2
0. SinceF is real


closed (and thus pythagorean),∆ is a square. Letε be the positive square root of∆.
Then


δ2 =
−α0 ± ε


2
.


Since∆ ≥ α2
0, we haveε ≥ α0 and so (−α0 + ε)/2 ≥ 0. Thus


√
(−α0 + ε)/2 exists,


sinceF is real closed.
Finally, (H, ϑ) is pythagorean sinceΣ(H, ϑ)2 ⊆ Sym(H, ϑ).


This proposition shows that already for algebras with involution over a real closed
base field, ‘pythagorean’ does not imply ‘torsion-free Wittgroup’. The following two
propositions describe examples which show that ‘torsion-free Witt group’ does not
imply ‘pythagorean’ either.


Proposition 6.4. Let F = R((x))((y))((z))((w)) be the iterated Laurent series field in the
unknowns x, y, z,w over the field of real numbersR. Consider the quaternion algebras
D1 = (x, y)F and D2 = (z,w)F and the biquaternion algebra D= D1 ⊗F D2. For ℓ =
1, 2, let {1, iℓ, jℓ, kℓ} be the usual F-basis for Dℓ and letσℓ be the orthogonal involution
on Dℓ that sends iℓ to −iℓ and that fixes the other basis elements. Letσ = σ1 ⊗ σ2 be
the resulting orthogonal involution on D. Then:


(1) D is a division algebra.
(2) Wt(D, σ) = 0.
(3) (D, σ) is not pythagorean.


Proof. (1) Let v be the standard (x, y, z,w)-adic valuation onF (see for instance [W,
§3]). Note thatF is Henselian with respect tov. An application of Springer’s theorem
shows that the Albert form〈x, y,−xy,−z,−w, zw〉 of D is anisotropic (we obtain six
residue forms of dimension 1 overR, that are necessarily isotropic). HenceD is a
division algebra, cf. [Lam, Chap. III, Thm. 4.8].


(2) SinceF is Henselian, the valuationv extends uniquely to a valuation onD (see
[Mo, Thm. 2]), which we also denote byv. We now claim that the residue division
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algebraD is isomorphic toR. The proof of this claim goes as follows: Since char(R) =
0, the division algebrasD1 and D2 are tame (in the sense of [JW,§6]). By [JW,
Corollary 6.7] we haveΓD ⊆ ΓD1 + ΓD2 (this sum takes place in the divisible closure
of ΓF). We first computeΓD1. Sincei21 = x andv(x) = (1, 0, 0, 0) we havev(i1) =
(1/2, 0, 0, 0). Similarlyv( j1) = (0, 1/2, 0, 0) andv(k1) = (1/2, 1/2, 0, 0). Letγ1 be the
quaternion conjugation onD1. Sincev extends uniquely fromF to D1 andv ◦ γ1 is a
valuation onD1 we havev(a) = v ◦ γ1(a) for everya ∈ D1. In particularv(γ1(a)a) =
2v(a). If we write a = a0+ a1i1+ a2 j1+ a3k1 we obtainγ1(a)a = a2


0− xa2
1− ya2


2+ xya2
3.


Since the four terms in this sum have different valuation we get


v(a) =
1
2


min{ε00, ε1v(x), ε2v(y), ε3v(xy)}


=
1
2


min{ε00, ε1(1, 0, 0, 0), ε2(0, 1, 0, 0), ε3(1, 1, 0, 0)},


whereεi = 0 if ai = 0, and 1 otherwise (fori = 0, . . . , 3; this is to account for the
presense or absence ofai).


This yieldsΓD1 =
1
2Z×


1
2Z×Z×Z. A similar argument shows thatΓD2 = Z×Z× 1


2Z×
1
2Z. SinceΓD ⊆ ΓD1 + ΓD2 we getΓD =


1
2(Z × Z × Z × Z). In particular [ΓD : ΓF ] = 16


and by Draxl’s “Ostrowski Theorem” (see [JW, Equation 1.2]), we obtain [D : F] = 1,
i.e. D = F = R. This proves the claim.


Using now thatWt(R) = 0 and alsoW−1(R) = 0, [Lar, Theorem 3.7] implies that
Wt(D, σ) = 0.


(3) Consider the sum of two hermitian squares


a = σ( j1 ⊗ j2 + 1⊗ 1)( j1 ⊗ j2 + 1⊗ 1)+ σ(i1 ⊗ j2)(i1 ⊗ j2)


= ( j1 ⊗ j2 + 1⊗ 1)2 − (i1 ⊗ j2)
2


in (D, σ). We will show thata is not a hermitian square in (D, σ) by means of a
signature computation. LetP ∈ XF be the ordering for whichx, y, z,w >P 0 and letFP


be the real closure ofF at P. Then


D ⊗F FP � M4(FP).


If a were a hermitian square, then the hermitian forms〈a〉σ and〈1〉σ over (D, σ) would
be isometric. We will shortly see, however, that sign⋆


P〈a〉σ = ±4, while sign⋆P〈1〉σ = 0.
Thus the forms are not isometric and soa is not a hermitian square.


In order to compute sign⋆P〈a〉σ we follow the method of Example 3.4. The algebra
D is generated by the basic tensorsi1 ⊗ 1, j1 ⊗ 1, 1⊗ i2 and 1⊗ j2. We extend scalars
to the real closure ofF at P, D −→ D⊗F FP, and then apply the splitting isomorphism


ξP : (D ⊗F FP, σ ⊗ idFP)
∼−→ (M4(FP), adϕP)
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induced by the algebra isomorphisms


ηℓ : Dℓ ⊗F FP
∼−→ M2(FP)


iℓ ⊗ 1 7−→
[


1 0
0 −1


]


jℓ ⊗ 1 7−→
[


0 1
1 0


]


,


for ℓ = 1, 2. A straightforward computation shows that


ξP(a⊗ 1) =












































1 0 0 2
0 1 2 0
0 2 1 0
2 0 0 1












































.


Sinceσ ⊗ idFP is an orthogonal involution,ϕP is a quadratic form overFP. Let ΦP


denote the Gram matrix ofϕP. SinceξP is an isomorphism of algebras with involution
we have that


ξP ◦ (σ ⊗ idFP) = adϕP ◦ ξP,


from which it follows (by easy, but tedious computations) that we may take


ΦP = ±












































0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0












































.


SinceΦP = Φ
−1
P we have


Φ−1
P ξP(a⊗ 1) = ±












































2 0 0 1
0 2 1 0
0 1 2 0
1 0 0 2












































,


from which it follows thatψP ≃ ±〈1, 1, 1, 1〉. We conclude that sign⋆P〈a〉σ = ±4.
On the other hand, sinceϕP is clearly hyperbolic, it follows from Lemma 3.6 that


sign⋆P〈1〉σ = signPϕP = 0.


Proposition 6.5. We use the same notation as in the previous proposition, except that
we letσ = σ1 ⊗ γ2, whereγ2 denotes quaternion conjugation on D2, so thatσ is a
symplectic involution on D. Then:


(1) D is a division algebra.
(2) Wt(D, σ) = 0.
(3) (D, σ) is not pythagorean.
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Proof. (1) & (2): identical to the proof of Proposition 6.4(1) & (2).
(3) The proof is similar to the proof of Proposition 6.4(3). We explain the main


differences. Consider the sum of three hermitian squares


a = σ( j1 ⊗ 1+ 1⊗ 1)( j1 ⊗ 1+ 1⊗ 1)+ 2σ(i1 ⊗ i2)(i1 ⊗ i2)


= ( j1 ⊗ 1+ 1⊗ 1)2 + 2(i1 ⊗ i2)
2


in (D, σ). Let P ∈ XF be the ordering for whichx, y >P 0 andz,w <P 0. Then


D ⊗F FP = (D1 ⊗F D2) ⊗F FP � M2(FP) ⊗FP HP � M2(HP).


Let η1 be as before and letη2 be the isomorphismD2 ⊗F FP
∼−→ HP defined by letting


η2(i2 ⊗ 1) = i andη2( j2 ⊗ 1) = j. Let ξP be the induced isomorphism


(D ⊗F FP, σ ⊗ idFP)
∼−→ (M2(HP), adϕP).


This time the formϕP is hermitian over (HP,−) and a computation shows that we may


takeΦP = ±
[


0 1
1 0


]


. Another computation shows thatξP(a⊗ 1) =


[


0 2
2 0


]


. Hence


Φ−1
P ξP(a⊗ 1) = ±


[


2 0
0 2


]


from which it follows that sign⋆P〈a〉σ = ±2. Since again sign⋆P〈1〉σ = 0 it follows thata
cannot be hermitian square.


A
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