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Abstract. A linear algebraic group G over a field k is called a Cayley
group if it admits a Cayley map, i.e., a G-equivariant birational isomor-
phism over k between the group variety G and its Lie algebra. A Cayley
map can be thought of as a partial algebraic analogue of the exponen-
tial map. A prototypical example is the classical “Cayley transform” for
the special orthogonal group SOn defined by Arthur Cayley in 1846. A
linear algebraic group G is called stably Cayley if G×Gr

m is Cayley for
some r ≥ 0. Here Gr

m denotes the split r-dimensional k-torus. These
notions were introduced in 2006 by Lemire, Popov and Reichstein, who
classified Cayley and stably Cayley simple groups over an algebraically
closed field of characteristic zero.

In this paper we study reductive Cayley groups over an arbitrary
field k of characteristic zero. The condition of being Cayley is consid-
erably more delicate in this setting. Our main results are a criterion
for a reductive group G to be stably Cayley, formulated in terms of its
character lattice, and a classification of stably Cayley simple (but not
necessarily absolutely simple) groups.
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1. Introduction

Let k be a field of characteristic 0 and G be a connected linear algebraic

k-group. A birational isomorphism φ : Lie(G)
≃
99K G is called a Cayley map

if it is equivariant with respect to the conjugation action of G on itself and
the adjoint action of G on its Lie algebra Lie(G), respectively. A Cayley
map can be thought of as a partial algebraic analogue of the exponential
map. A prototypical example is the classical “Cayley transform” for the
special orthogonal group SOn defined by Arthur Cayley [8] in 1846. A
linear algebraic group G is called Cayley if it admits a Cayley map and
stably Cayley if G ×k G

r
m is Cayley for some r ≥ 0. Here Gm denotes the

split 1-dimensional torus. These notions were introduced by Lemire, Popov
and Reichstein [20]; for a more detailed discussion and numerous classical
examples, we refer the reader to [20, Introduction]. The main results of [20]
are the classifications of simple Cayley and stably Cayley groups in the case
where the base field k is algebraically closed and of characteristic 0. The
goal of this paper is to extend some of these results to the case where k is
an arbitrary field of characteristic 0.
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Example 1.1. If k is algebraically closed and G is a reductive k-group, then
by [20, Theorem 1.27] G is stably Cayley if and only if its character lattice
is quasi-permutation; see Definition 2.1.

Example 1.2. Let T be a k-torus of dimension d. By definition, T is Cayley
(respectively, stably Cayley) over k if and only if T is k-rational (respectively,
stably k-rational). If k is algebraically closed, then T ≃ Gd

m, hence T is
always rational, and thus always Cayley. More generally, Voskresenskĭı’s
criterion for stable rationality [29, Theorem 4.7.2] asserts that T is stably
rational if and only if the character lattice X(T ) is quasi-permutation (see
Definition 2.1).

It has been conjectured that every stably rational torus is rational. To
the best of our knowledge, this conjecture is still open. Moreover, we are
not aware of any simple lattice-theoretic criterion for the rationality of T .

Note that the term “character lattice” is used in different ways in Ex-
amples 1.1 and 1.2. In both cases the underlying Z-module is X(T ) (where
T = T ×k k̄, k̄ is an algebraic closure of k, and T is a maximal torus of G in
Example 1.1) but the group acting on X(T ) is the Weyl groupW =W (G,T )
in Example 1.1 and the Galois group Gal(k) in Example 1.2. A key role in
this paper will be played by the character lattice X(G) of a reductive k-group
G, a notion that bridges the special cases considered in these two examples.
The underlying Z-module in this general setting is still X(T ), but the group
acting on it is the extended Weyl group Wext = W ⋊ A, where W is the
usual Weyl group of G and A is the image of Gal(k̄/k) under the so-called
“∗-action” (see Tits [27, § 2.3] for a construction of the ∗-action). For the
definition of Wext, see Section 4. Equivalently, X(G) is the character lattice
of the generic torus Tgen of G. This torus is defined over a certain transcen-
dental field extension Kgen of k; see [29, §4.2]. Informally speaking, we think
of the Weyl group W as “the geometric part” of Wext, and of the image A
of the ∗-action as “the arithmetic part”. Examples 1.1 and 1.2 represent
two opposite extremes, where the group Wext is “purely geometric” and
“purely arithmetic”, respectively. As we pass from a reductive group G to
its generic torus Tgen, the geometric part migrates to the arithmetic part,
while the overall group Wext remains the same.

We are now ready to state our first main theorem.

Theorem 1.3. Let G be a reductive k-group. The following are equivalent:

(a) G is stably Cayley;
(b) for every field extension K/k, every maximal K-torus T ⊂ GK is stably

rational over K;
(c) the generic Kgen-torus Tgen of G is stably rational;
(d) the character lattice X(G) of G is quasi-permutation.

Next we turn our attention to classifying stably Cayley simple groups over
an arbitrary field k of characteristic zero. The following results extend [20,
Theorem 1.28], where k is assumed to be algebraically closed.
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Theorem 1.4. Let k be a field of characteristic 0 and G be an absolutely
simple k-group. Then the following conditions are equivalent:

(a) G is stably Cayley over k;
(b) G is a k-form of one of the following groups:

SL3, PGLn (n = 2 or n ≥ 3 odd), SOn (n ≥ 5), Sp2n (n ≥ 1), G2,

or an inner k-form of PGLn (n ≥ 4 even).

Theorem 1.5. Let G be a simple (but not necessarily absolutely simple)
k-group over a field k of characteristic 0. Then the following conditions are
equivalent:

(a) G is stably Cayley over k;
(b) G is isomorphic to Rl/k(G1), where l/k is a finite field extension and

G1 is either a stably Cayley absolutely simple group over l (i.e., one of
the groups listed in Theorem 1.4(b)) or an outer l-form of SO4.

Here Rl/k denotes the Weil functor of restriction of scalars.

A key consequence of Theorem 1.3 is that, for a reductive k-group G,
being stably Cayley is a property of its character lattice. If “stably Cayley”
is replaced by “Cayley”, this is no longer the case, even for simple groups.
Indeed, the simple groups: SU3 and split G2, both defined over the field
R of real numbers, have the same character lattice; both are stably Cayley.
By a theorem of Iskovskikh [16], G2 is not Cayley over R (not even over C);
cf. [20, Proposition 9.10]. On the other hand, SU3 is Cayley, see Borovoi–
Dolgachev [4, Thm. 1.2].

For reasons illustrated by the above example the problem of classifying
simple Cayley groups, in a manner analogous to Theorems 1.4 and 1.5,
appears to be out of reach at the moment. In particular, we do not know
which outer forms of PGLn (if any) are Cayley, for any odd integer n ≥ 5.
Note that all the inner forms of PGLn over a field k of characteristic 0 are
Cayley, see [20, Example 1.11]. The outer forms of PGLn for even n ≥ 4
are not stably Cayley (and hence, not Cayley) by Theorem 1.4.

The rest of this paper is structured as follows. Sections 2–6 are devoted
to preliminary material on quasi-permutation lattices, automorphisms and
semi-automorphisms of algebraic groups over non-algebraically closed fields,
and (G,S)-fibrations. While some of this material is known, we have not
been able to find references, where the definitions and results we need are
proved in full generality. We have thus opted for a largely self-contained
exposition.

Theorem 1.3 is proved in Section 7. Theorem 1.4 is an easy consequence of
Theorem 1.3 and previously known results on character lattices of absolutely
simple groups from [20] and Cortella and Kunyavskĭı’s paper [13]; the details
of this argument are presented in Section 8. The proof of Theorem 1.5 relies
on new results of character lattices and thus requires considerably more
work. After passing to the algebraic closure k̄, we are faced with the problem
of classifying semisimple stably Cayley groups of the form G = Hm/C,
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where H is a simply connected simple group over k̄ and C ⊂ Hm is a
central subgroup. Our classification theorem for such groups is stated in
Section 9; see Theorem 9.1. The proof of Theorem 9.1, based on case-by-
case analysis, occupies Section 10–18. In Section 19 we deduce Theorem 1.5
from Theorem 9.1 by passing back from k̄ to k.

2. Preliminaries on quasi-permutation lattices

Let Γ be a finite group. By a Γ-lattice we mean a finitely generated
free abelian group M viewed together with an integral representation Γ →
Aut(M). We also think of M as a Z[Γ]-module; by a morphism (or exact se-
quence) of lattices we mean a morphism (or exact sequence) of Z[Γ]-modules.
When we write “lattice”, rather than “Γ-lattice”, we mean a Γ-lattice for
some finite group Γ. We say that a lattice is faithful if the underlying integral
representation is faithful. In those cases where we want to emphasize the
dependence on Γ, we will sometimes write a lattice as a pair (Γ,M). (The
integral representation Γ → Aut(M) is assumed to be clear from the con-
text.) This notation will be particularly useful if we view M as a Γ0-lattice
with respect to the different subgroups Γ0 of Γ.

If ϕ : Γ
∼
→ Γ′ is an isomorphism of finite groups, then by a ϕ-isomorphism

of lattices (Γ, L), (Γ′, L′) we will mean an isomorphism ψ : L
∼
→ L′ such that

ψ(γx) = ϕ(γ)ψ(x) for all γ ∈ Γ, x ∈ L.

By abuse of notation we will sometimes say that the lattices (Γ,M) and
(Γ′,M ′) are isomorphic instead of “ϕ-isomorphic” in two special cases: if
Γ = Γ′ and ϕ = id, or (ii) (Γ,M) and (Γ′,M ′) are ϕ-isomorphic for some

ϕ : Γ
∼
→ Γ′.

Now let k be a field, Tspl = Gd
m be the split d-dimensional k-torus, Γ be

a finite group. By a multiplicative action of Γ on Tspl we mean an action
by automorphisms of Tspl as an algebraic group over k. Recall that the
following objects are in a natural bijective correspondence:

(i) Γ-lattices of rank d (up to isomorphism);
(ii) integral representations φ : Γ → GLd(Z) (up to conjugacy in GLd(Z));
(iii) multiplicative actions Γ → Autk-grp(Tspl) (up to an automorphism of

Tspl as an algebraic k-group).

A Γ-lattice L is called permutation if it has a Z-basis permuted by Γ. We
say that two Γ-lattices L and L′ are equivalent, and write L ∼ L′, if there
exist short exact sequences

0 → L→ E → P → 0 and 0 → L′ → E → P ′ → 0

with the same Γ-lattice E, where P and P ′ are permutation Γ-lattices. For
a proof that this is indeed an equivalence relation, see [10, Lemma 8]. Note
that if there exists a short exact sequence

0 → L→ L′ → Q→ 0,
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where Q is a permutation Γ-lattice, then the trivial short exact sequence

0 → L′ → L′ → 0 → 0

shows that L ∼ L′. In particular, if P is a permutation Γ-lattice, then the
short exact sequence

0 → 0 → P → P → 0

shows that P ∼ 0. If Γ-lattices L,L′,M,M ′ satisfy L ∼ L′ and M ∼ M ′

then L⊕M ∼ L′ ⊕M ′.

Definition 2.1. A Γ-lattice L is called quasi-permutation if it is equivalent
to a permutation lattice, i.e., if there exists a short exact sequence

(2.1) 0 → L → P → P ′ → 0,

where both P and P ′ are permutation Γ-lattices.

Lemma 2.2. Let Γ1 ։ Γ be a surjective homomorphism of finite groups,
and let L be a Γ-lattice. Then L is quasi-permutation as a Γ1-lattice if and
only if it is quasi-permutation as a Γ-lattice.

Proof. It suffices to prove “only if”. Assume that L is quasi-permutation
as a Γ1-lattice and let Γ0 denote the kernel ker[Γ1 → Γ]. From the short
exact sequence (2.1) of Γ1-lattices, where P and P ′ are some permutation
Γ1-lattices, we obtain the Γ0-cohomology exact sequence

0 → L→ PΓ0 → (P ′)Γ0 → 0

(because LΓ0 = L and H1(Γ0, L) = 0), which is a short exact sequence of
Γ-lattices. It is easy to see that PΓ0 and (P ′)Γ0 are permutation Γ-lattices,
thus L is a quasi-permutation Γ-lattice. �

We say that a Γ-action on an algebraic variety X, defined over k, is lin-
earizable (respectively, stably linearizable) ifX is Γ-equivariantly birationally
isomorphic (respectively, Γ-equivariantly stably birationally isomorphic) to
a finite-dimensional k-vector space V with a linear Γ-action.

Remark 2.3. By the no-name lemma any two faithful linear actions of a finite
group Γ on k-vector spaces V1 and V2 are stably Γ-equivariantly birationally
equivalent; see, e.g., [20, Lemma 2.12(c)]. This makes stable linearizability
a particularly natural notion.

Lemma 2.4. Let L be a Γ-lattice, and let TL be the associated split k-torus
with multiplicative Γ-action (i.e., X(TL) = L ).

(a) If L is a permutation lattice then the Γ-action on TL is linearizable.
(b) L is quasi-permutation if and only if the Γ-action on TL is stably lin-

earizable.

Proof. (a) Suppose L ≃ Z[S] for some finite Γ-set S. Let V be the k-vector
space with basis (es)s∈S . Then V carries a natural (permutation) Γ-action.
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The morphism TL → V given by

t→
∑

s∈S

s(t)es

is easily seen to be a Γ-equivariant birational isomorphism.
(b) By Lemma 2.2 we may assume that Γ acts faithfully on L. Let P

be a faithful permutation Γ-lattice (e.g., P = Z[Γ]). Let V be the linear
representation of G constructed in part (a). It now suffices to show that the
following conditions are equivalent:

(i) L is quasi-permutation,

(ii) L ∼ P ,

(iii) TL and TP are Γ-equivariantly stably birationally isomorphic,

(iv) TL and V are Γ-equivariantly stably birationally isomorphic,

(v) TL is stably linearizable.

Indeed, (i) and (ii) are equivalent by Definition 2.1. (ii) and (iii) are equiva-
lent by [19, Proposition 1.4]; note that, in the terminology of [19, §1.4] k(L)
is precisely the field of rational functions of TL.

In the proof of part (a) we showed that TP and V are Γ-equivariantly
birationally isomorphic. Consequently, (iii) is equivalent to (iv). Finally,
(iv) =⇒ (v) by definition, and (v) =⇒ (iv) by the no-name lemma; see
Remark 2.3. �

Lemma 2.5 (cf. [20], Proposition 4.8). Let W1, . . . ,Wm be finite groups.
For each i = 1, . . . ,m, let Vi be a finite-dimensional Q-representation of Wi.
Set V := V1⊕· · ·⊕Vm. Suppose L ⊂ V is a free abelian subgroup, invariant
under W := W1 × · · · ×Wm.

If L is a quasi-permutation W -lattice, then Li := L ∩ Vi is a quasi-
permutation Wi-lattice, for each i = 1, . . . ,m.

Proof. It suffices to prove the lemma for i = 1. Set V ′ := V/V1 = V2 ⊕
· · · ⊕ Vm and L′ = L/L1 ⊂ V ′. Then W1 acts trivially on V ′ and on L′, in
particular, L′ is a permutation W1-lattice. It follows from the short exact
sequence of W1-lattices

0 → L1 → L→ L′ → 0

that the W1-lattices L1 and L are equivalent.
Now assume that L is a quasi-permutation W -lattice. Then it is a quasi-

permutation W1-lattice, and hence so is L1. �

Lemma 2.6 (cf. [20], Lemma 4.7). Let W1, . . . ,Wm be finite groups. For
each i = 1, . . . ,m, let Li be a Wi-lattice. Set W := W1 × · · · × Wm and
construct a W -lattice L := L1 ⊕ · · · ⊕ Lm.

Then L is a quasi-permutation W -lattice if and only if Li is a quasi-
permutation Wi-lattice for each i = 1, . . . ,m.

Proof. The “if” assertion is obvious from the definition. The “only if” as-
sertion follows from Lemma 2.5. �
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Lemma 2.7. Let Γ be a finite group and L a Γ-lattice of rank 1 or 2. Then
L is quasi-permutation.

Proof. This is easily deduced from [29, §4.9, Examples 6, 7]. �

3. Automorphisms and semi-automorphisms of split reductive
groups

3.1. Notational conventions. Let G be a split reductive group over a field
k. We will write T for a maximal k-torus of G, B for a Borel subgroup, Z =
Z(G) for the center of G, Gad for G/Z, and T ad for T/Z. We identify Gad

with the algebraic group Inn(G) of inner automorphisms of G. If g ∈ Gad(k)
(or g ∈ T ad(k)), we write inn(g) for the corresponding inner automorphism
of G.

We will sometimes refer to a pair (T,B), where T is a split maximal k-
torus and T ⊂ B ⊂ G is a Borel subgroup defined over k, as a Borel pair. It
is well known that the natural action of Gad(k) on the set of Borel pairs is
transitive and that the stabilizer in Gad(k) of a Borel pair (T,B) is T ad(k).

Given a split maximal torus T ⊂ G, let RD(G,T ) := (X,X∨, R,R∨)
be the root datum of (G,T ). Here X = X(T ) is the character group of
T , X∨ = Hom(X,Z) is the cocharacter group of T , R = R(G,T ) ⊂ X
is the root system of G with respect to T , and R∨ ⊂ X∨ is the coroot
system of G with respect to T . The bijection R→ R∨ sending a root to the
corresponding coroot is a part of the root datum structure. For details, see
[25, §1.1] or [26, §7.4].

Given a Borel pair (T,B), let BRD(G,T,B) := (X,X∨, R,R∨,∆,∆∨) be
the based root datum of (G,T,B). Here ∆ ⊂ R is the basis of R defined
by B, and ∆∨ ⊂ R∨ is the corresponding basis of R∨. For details, see [25,
§1.9].

The automorphism group Aut(G) is known to carry the structure of a k-
group scheme; note however, that this k-group scheme may not be of finite
type. The automorphism groups AutRD(G,T ) and AutBRD(G,T,B) are
closed group subschemes of Aut(G) defined over k. These k-group schemes
are discrete, in the sense that their identity components are trivial.

3.2. Semi-automorphisms. Let G be a connected reductive group over
an algebraic closure k̄ of k. We denote by SAut(G) the group of k̄/k-
semi-automorphisms of G. We view SAut(G) as an abstract group. For
a definition of a semi-automorphism, see [3, §1.1] or [14, §1.2]. (Note that in
these papers semi-automorphisms are called “semialgebraic” and “semilin-
ear” automorphisms, respectively.) If G is a k-form of G, then any element
σ ∈ Gal(k̄/k) defines a σ-semi-automorphism σ∗ : G → G, and any semi-
automorphism of G is of the form a = α ◦ σ∗ where σ ∈ Gal(k̄/k) and
α : G→ G is a k̄-automorphism of the k̄-group G.

Fix (T ,B) as above. For any a ∈ SAut(G) there exists g ∈ G
ad
(k̄)

such that inn(g)(a(T ), a(B)) = (T ,B). The semi-automorphism inn(g)a
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of G defines a semi-automorphism of T depending only on a (since the

coset T
ad
g−1 is uniquely determined). The automorphism of X = X(T )

induced by inn(g)a preserves R = R(G,T ) and B and thus permutes the
elements of the basis ∆ of R defined by B. In other words, it gives rise
to an automorphism BRD(G,T ,B) → BRD(G,T ,B), depending only on a,
which we denote by ϕT ,B(a).

Proposition 3.1. (a) ϕT ,B : SAut(G) → AutBRD(G,T ,B) is a group ho-
momorphism.

(b) Inn(G) ⊂ Ker(ϕT ,B).

(c) Suppose (T
′
, B

′
) is another Borel pair for G. Choose u ∈ G

ad
(k̄) so that

(T ,B) = inn(u)(T
′
, B

′
). Then the following diagram commutes

AutBRD(G,T ,B)

inn(u)∗

��

SAut(G)
ϕ
T
′
,B

′

**❚❚❚
❚❚❚

❚❚❚
❚❚❚

❚❚❚
❚

ϕT ,B

44❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥

AutBRD(G,T
′
, B

′
).

Moreover, the automorphism inn(u)∗ in this diagram is independent of
the choice of u.

Proof. (a) Given a1, a2 ∈ SAut(G), choose g1, g2 ∈ G
ad

so that inn(gi) ai(T ,B) =
(T ,B). Then inn(g1) (a1 inn(g2) a

−1
1 ) ∈ Inn(G); denote this inner automor-

phism by inn(g) for some g ∈ G
ad
. Then inn(g)a1a2(T ,B) = (T ,B) and

thus

ϕT ,B(a1a2) = inn(g) a1a2 = inn(g1) a1 inn(g2) a2 = ϕT ,B(a1)ϕT ,B(a2) .

Therefore, ϕT ,B is a homomorphism.

(b) is obvious from the definition.

(c) Let a ∈ SAut(G). By our choice of u ∈ G
ad
, we have (T ,B) =

inn(u)(T
′
, B

′
). Choose g ∈ G

ad
, as before, so that inn(g) a(T ,B) = (T ,B).

Then

inn(u−1) inn(g) (a inn(u) a−1) ∈ Inn(G);

denote this automorphism by inn(g′) for some g′ ∈ G
ad
. One readily checks

that inn(g′)a(T
′
, B

′
) = (T

′
, B

′
) and thus

ϕ
T

′

,B
′(a) = inn(g′) a = inn(u−1) inn(g) a inn(u) = inn(u−1)ϕT ,B(a) inn(u),

as desired. To prove the last assertion of part (c), note that the coset uT
is independent of the choice of u. Hence, so is the map inn(u)∗ in the
diagram. �
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3.3. Automorphisms of split reductive groups.

Proposition 3.2 (cf. [24, Exposé XXIV, Thm. 1.3]). Let G be a split
connected reductive group defined over k, T ⊂ G be a split maximal torus,
and B ⊃ T be a Borel subgroup of G defined over k. Set G := G×k k̄.

(a) The composite homomorphism of abstract groups

φT,B : Aut(G) →֒ SAut(G)
ϕT,B
−−−→ AutBRD(G,T,B)

admits a Gal(k̄/k)-equivariant splitting (homomorphic section) ψ of the
form

ψ : AutBRD(G,T,B) →֒ Aut(G,T,B) →֒ Aut(G).

Here Aut(G,T,B) denotes the subgroup of Aut(G) consisting of auto-
morphisms that preserve the Borel pair (T,B).

(b) The homomorphism φT,B of part (a) fits into a split short exact sequence
of abstract groups

1 −→ Inn(G) −→ Aut(G)
φT,B
−−−→ AutBRD(G,T,B) −→ 1,

which comes from a split short exact sequences of group schemes over k

(3.1) 1 −→ Gad −→ Aut(G)
φ

−−−→ AutBRD(G,T,B) −→ 1.

Note that since T is split over k, the Gal(k̄/k)-action on AutBRD(G,T,B)
is trivial.

Proof. (a) Recall that a pinning of (G,T,B) is a choice of a nonzeroXα ⊂ gα
for each α ∈ ∆, where

Lie(G) = Lie(T )⊕
⊕

α∈R

gα

is the root decomposition, and ∆ is the basis of R = R(G,T ) associated
with B. By the isomorphism theorem, see [24, Exposé XXIII, Thm. 4.1] or
[12, Proposition 1.5.5], the canonical homomorphism

Aut(G,T,B, (Xα)α∈∆) → Aut BRD(G,T,B)

is an isomorphism. Composing the inverse isomorphism with the natural
embeddings

Aut(G,T,B, (Xα)α∈∆) →֒ Aut(G,T,B) →֒ Aut(G) →֒ Aut(G),

we obtain a section ψ of φT,B of the desired form.
(b) See [24, Exposé XXIV, Proof of Thm. 1.3]. �

Corollary 3.3. Every abstract subgroup M ⊂ Aut(G), containing Inn(G)
as a subgroup of finite index, is of the form M = M(k̄) for some linear
algebraic k-group M = Inn(G) ⋊ A ⊂ Aut(G). Here A ⊂ Aut(G,T,B) is a
finite k-group, all of whose k̄-points are defined over k.
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Proof. Set A′ := φT,B(M) ⊂ AutBRD(G,T,B). Then A′ is a finite alge-
braic k-group all of whose k̄-points are defined over k. Set M = φ−1(A′) ⊂
Aut(G), where φ : Aut(G) → AutBRD(G,T,B) is a homomorphism of
group k-schemes, as in (3.1). Then M is a group k-scheme and M(k̄) = M.
Set A = ψ(A′) ⊂ Aut(G,T,B), where ψ is the splitting of Proposition 3.2,
then M = Inn(G) ⋊ A. Since M has finitely many connected components,
and the identity component Gad of M is an affine k-group, we conclude that
M is affine as well. In other words, M is a linear algebraic k-group, as
desired. �

4. The character lattice and the generic torus

Throughout this section G will denote a connected reductive k-group,
not necessarily split, and T ⊂ G will denote a maximal k-torus. We write
G := G×k k̄, T = T ×k k̄, and choose a Borel subgroup B ⊃ T of G.

4.1. The character lattice of a reductive group.

Definition 4.1. (a) We define AT,B to be the image of the composite ho-
momorphism

Gal(k̄/k) →֒ SAut(G)
ϕT,B
−−→ Aut BRD(G,T ,B) →֒ Aut X(T ).

(b) We define the extended Weyl group Wext(G,T,B) by

Wext(G,T,B) :=W (G,T ) · AT,B ⊂ Aut X(T ).

Note that Wext(G,T,B) is a subgroup of Aut RD(G,T ) (and thus of Aut X(T )),
becauseW (G,T ) is normal in Aut RD(G,T ). We call the pair (Wext(G,T,B),X(T ))
the character lattice of G.

Remark 4.2. Let T ′ ⊂ G be another maximal k-torus, and B
′
⊃ T

′
be a

Borel subgroup of G. Then it is easy to see that for u as in Proposition

3.1(c), the isomorphism inn(u)∗ : X(T ) → X(T
′
) induces an isomorphism of

groups
AT ,B

∼
→ A

T
′

,B
′

and an isomorphism of lattices (Wext(G,T,B),X(T ))
∼
→ (Wext(G,T ′, B

′
)),X(T

′
)).

In other words, the character lattice (Wext(G,T ,B),X(T )) is defined uniquely
up to a canonical isomorphism.

Moreover, if T = T ′ then A
T,B

′ = wAT,Bw
−1 for some w ∈ W (G,T ).

Thus different choices of B give rise to the same (and not just isomor-
phic) subgroups Wext(G,T,B) or Aut X(T ). For this reason we will write
Wext(G,T ) in place of Wext(G,T,B) from now on.

Lemma 4.3. Wext(G,T ) =W (G,T )·im λT , where λT : Gal(k̄/k) → Aut X(T )
is the usual action of the Galois group on the characters of T .

Proof. By the definition of ϕT ,B, for any σ ∈ Gal(k̄/k) there exists wσ ∈

W (G,T ) such that ϕT ,B(σ) = wσ λT (σ). �
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Corollary 4.4. Suppose G is a connected reductive k-group, T is a maximal
k-torus, and K/k is a field extension such that k is algebraically closed in K.
Then Wext(G,T ) = Wext(GK , TK) as subgroups of Aut X(T ) = Aut X(TK).

Proof. By Lemma 4.3, it suffices to show that im λT = imλTK
. Since T splits

over k̄, the action of the Galois group Gal(K/K) on X(T ) factors through
the natural homomorphism Gal(K/K) → Gal(k̄/k). By [18, Thm. VI.1.12],
this homomorphism is surjective. Thus im λT = imλTK

, as desired. �

Lemma 4.5. Let T be a maximal k-torus of G and B ⊃ T be a Borel
subgroup of G. Then Wext(G,T ) is a semi-direct product: Wext(G,T ) =
W (G,T )⋊AT,B.

Proof. Since AT,B ⊂ Aut BRD(G,T ,B), every element of AT,B preserves

the basis ∆ of R(G,T ) corresponding to B, while in W (G,T ) only the
identity element 1 preserves ∆. Thus W (G,T ) ∩AT,B = {1}. By definition

W (G,T ) ·AT,B = Wext(G,T ), and the lemma follows. �

4.2. The generic torus. Let T be a maximal k-torus of G and Tgen be
the generic torus of G. Recall that Tgen is defined over the field Kgen :=
k(G/NG(T )), where NG(T ) denotes the normalizer of T in G. For details of
this construction, see [29, §4.2]. For notational simplicity we will write K
in place of Kgen for the remainder of this section.

Proposition 4.6. Let G be a connected reductive k-group and T be a max-
imal k-torus. Then

(a) the image A of Gal(K/K) in Aut X(Tgen) coincides with Wext(GK , Tgen).

(b) The character lattice (A,X(Tgen)) of the generic torus is isomorphic to
the character lattice of G.

If G is semisimple then the proposition is an immediate consequence of a
theorem of Voskresenskĭı’s [29, Theorem 4.2.2]; cf. Lemma 4.5.

Proof. (a) We claim that the image of the Galois group Gal(K/k̄K) in
Aut X(Tgen) coincides with the Weyl group W (GK , Tgen). If G is semisim-
ple this is Theorem 4.2.1 in [29]. In the general case, we consider the
derived subgroup Gder = [G,G] of G which is a connected semisimple
group. Consider the radical R of G (the identity component of the cen-
ter). Since G is reductive, R is a k-torus. The generic torus Tgen of G

and the generic torus T ′
gen ⊂ Gder

K of Gder are defined over the same field

K = k(G/NG(T )) = k(Gder/NGder(T ∩ Gder)). Note that Tgen = T ′
gen · RK

and T ′
gen ∩RK is finite. Hence, there is a canonical isomorphism

X(Tgen)⊗Q = X(T ′
gen)⊗Q ⊕ X(RK)⊗Q ,

where X(Tgen) stands for X(Tgen). Let

ρ : Gal(K/k̄K) → Aut X(Tgen)⊗Q,

ρ′ : Gal(K/k̄K) → Aut X(T ′
gen)⊗Q



STABLY CAYLEY GROUPS IN CHARACTERISTIC 0 13

be the corresponding actions. Since RK splits over k̄K, the Galois group
Gal(K/k̄K) acts trivially on X(RK). Hence, for every σ ∈ Gal(K/k̄K) we
have

ρ(σ) = (ρ′(σ), 1) ∈ Aut X(T ′
gen)⊗Q × Aut X(RK)⊗Q ⊂ Aut X(Tgen)⊗Q.

By Voskresenskĭı’s theorem [29, Theorem 4.2.1], we have im ρ′ =W (Gder
K
, T ′

gen)

and hence

im ρ =W (Gder
K
, T ′

gen)× {1} =W (GK , Tgen).

This proves the claim.
Now recall that by Lemma 4.3, Wext(GK , Tgen) is generated by A and

W (GK , Tgen). The claim tells us that, in fact, W (GK , Tgen) ⊂ A. Hence,
Wext(GK , Tgen) = A.

(b) Consider two maximal tori in GK , Tgen and TK = T ×k K. By
Remark 4.2 the lattices

(Wext(GK , Tgen),X(Tgen)) and (Wext(GK , TK),X(TK))

are isomorphic. By part (a), the character lattice (A,X(Tgen)) of the generic

torus coincides with (Wext(GK , Tgen),X(Tgen)). On the other hand, since
the k-variety G/NG(T ) is absolutely irreducible, k is algebraically closed in
K = k(G/NG(T )). Thus by Corollary 4.4, (Wext(GK , TK),X(TK)) coincides
with (Wext(G,T ),X(T )), which is the character lattice of G. �

5. Forms of reductive groups

Let Gspl be a split connected reductive k-group. Recall that any k-form
G of Gspl is k-isomorphic to a twisted group zGspl for some cocycle z ∈

Z1(k,Aut(Gspl)). Sending z to zGspl gives rise to a natural bijective corre-

spondence between the non-abelian Galois cohomology set H1(k,Aut(Gspl))
and the isomorphism classes of k-forms of Gspl. For details on this, see e.g.
[26, §§11.3 and 12.3].

5.1. Choosing a “small” cocycle. Let G be a connected reductive k-
group, not necessarily split. Let T ⊂ G be a maximal torus, and let B ⊃ T
be a Borel subgroup. Let Gspl be a split k-form of G. We choose and fix a

k̄-isomorphism θ : Gspl → G. Choose a Borel pair (Tspl, Bspl) in Gspl. After

composing θ with an inner automorphism of G, we may (and shall) assume
that θ takes (Tspl, Bspl) to (T ,B). Then θ induces isomorphisms Aut(G) →
Aut(Gspl), BRD(G,T ,B) → BRD(Gspl, Tspl, Bspl) = BRD(Gspl, Tspl, Bspl),
etc.

Definition 5.1. Let G, Gspl and θ be as above. Let AT,B denote the image

of Gal(k̄/k) in AutBRD(G,T ,B), as in Definition 4.1, it is a finite group.
Note that θ induces an isomorphism

θ∗ : AutBRD(G,T ,B)
∼
→ AutBRD(Gspl, Tspl, Bspl).
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Set θA := θ∗(AT,B) ⊂ AutBRD(Gspl, Tspl, Bspl). We define MG ⊂ Aut(Gspl)

to be the preimage of the finite group θA in Aut(Gspl) under

φ : Aut(Gspl) → AutBRD(Gspl, Tspl, Bspl) ;

see exact sequence (3.1) of Proposition 3.2(b) (for Gspl). Then MG is an
algebraic group defined over k; see Corollary 3.3. Set

θWext := θ∗(W
ext(G,T )) ⊂ Aut X(Tspl) ,

so that θWext = W (Gspl, Tspl) ·
θA. Note that the group θWext acts multi-

plicatively (i.e., by group automorphisms) on the split k-torus Tspl.

Proposition 5.2. With the notation of Definition 5.1, G is isomorphic to

zGspl for some cocycle z ∈ Z1(k,MG).

Proof. For σ ∈ Gal(k̄/k) denote by β(σ) the semi-automorphism of G and by
βspl(σ) the semi-automorphism of Gspl induced by σ. Under the usual corre-

spondence between k-forms of Gspl and H
1(k,Aut(Gspl)), G is k-isomorphic

to zG, for the cocycle z(σ) :=
θβ(σ) ◦βspl(σ)

−1 : Gspl → Gspl, where
θβ(σ) is

the image of β(σ) under the isomorphism Aut(G)
≃

−−→ Aut(Gspl) induced
by θ.

It remains to show that z(σ) ∈ MG(k̄), or equivalently, zBRD(σ) :=
ϕTspl,Bspl

◦ z(σ) lies in θA, for every σ ∈ Gal(k̄/k). Consider the diagram

SAut(G)

≃

��

ϕT,B // AutBRD(G,T ,B)

≃ θ∗

��

Gal(k̄/k)
* 


β
88♣♣♣♣♣♣♣♣♣♣♣

� t

βspl

&&◆◆
◆◆

◆◆
◆◆

◆◆

SAut(Gspl)
ϕTspl,Bspl // AutBRD(Gspl, Tspl, Bspl),

where the vertical isomorphisms are induced by θ. The commutativity of
this diagram tells us that

zBRD(σ) = θ∗(γ(σ)) ◦ γspl(σ)
−1,

where γ := ϕT ,B ◦β and γspl := ϕTspl,Bspl
◦βspl denote the actions of Gal(k̄/k)

on BRD(G,T ,B) and on BRD(Gspl, Tspl, Bspl) = BRD(Gspl, Tspl, Bspl), re-
spectively. Since the Galois group Gal(k̄/k) acts trivially on BRD(Gspl, Tspl, Bspl),
we see that γspl(σ) = id and zBRD(σ) = θ∗(γ(σ)). By definition, γ(σ) ∈
AT,B. Thus zBRD(σ) ∈ θ∗(AT,B) =

θA, as desired. �

5.2. Forms of Cayley groups.

Lemma 5.3. Let G be a split reductive k-group, M be a closed k-subgroup
of Aut(G) containing Inn(G), and z ∈ Z1(k,M).
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(a) If there exists anM -equivariant birational isomorphism f : G 99K Lie(G),
then zG is a Cayley group.

(b) If there exists an M -equivariant birational isomorphism f : G×k A
r
99K

Lie(G)×k A
r for some r ≥ 0, where M acts trivially on the affine space

Ar, then zG is a stably Cayley group.

(c) If G is Cayley, then any inner form of G is also Cayley.
(d) If G is stably Cayley, then any inner form of G is also stably Cayley.

Proof. (a) Since f is M -equivariant, we can twist f by z and obtain an

zM -equivariant birational isomorphism

zf : zG 99Kz Lie(G) .

By functoriality of the twisting operation, zInn(G) = Inn(zG) ⊂ zM ([26,
Lemma 16.4.6]) and zLie(G) = Lie(zG). Thus zf is an zM -equivariant (and,
in particular, Inn(zG)-equivariant) rational map zG 99K Lie(zG). Twisting
f−1 by z in a similar manner, we see that zf is, in fact, a birational isomor-
phism, i.e., a Cayley map for zG.

(b) Replace G by G×Gr
m and apply part (a).

(c) An inner form of G is, by definition, a twisted form zG, where z ∈
Z1(k, Inn(G)). IfG is a Cayley group, then there exists an Inn(G)-equivariant
birational isomorphism f : G 99K Lie(G), hence by (a), zG is a Cayley group.

(d) If G is a stably Cayley group, then G ×k Gr
m is Cayley for some r,

and we may identify Inn(G) with Inn(G ×k Gr
m). If z ∈ Z1(k, Inn(G)) =

Z1(k, Inn(G×kG
r
m)), then by (b), the twisted group z(G×kG

r
m) = zG×kG

r
m

is Cayley, hence zG is stably Cayley. �

6. (G,S)-fibrations and (G,S)-varieties

The proof of Theorem 1.3 in the next section relies on the notions of
(G,S)-fibration and (G,S)-variety. This section will be devoted to prelimi-
nary material on these notions.

6.1. (G,S)-fibrations. Let G be a linear algebraic k-group and S be a k-
subgroup. Recall that a (G,S)-fibration is a morphism of k-varieties π : X →
Y , where G acts on X on the left, π is constant on G-orbits, and after a
surjective étale base change Y ′ → Y there is a G-equivariant isomorphism
between G/S ×k Y

′ and X ×Y Y
′ over Y ′, cf. [9, §2.2]. If S = {1}, then a

(G,S)-fibration is the same thing as a left G-torsor. Note that in general,
X → Y can be both a (G,S1)-fibration and a (G,S2)-fibration for non-
isomorphic k-subgroups S1, S2 ⊂ G. However over an algebraic closure of k,
S1 and S2 become conjugate.

The following lemma generalizes well-known properties of torsors to the
category of (G,S)-fibrations.

Lemma 6.1. Let π : X → Y , π1 : X1 → Y1 and π2 : X2 → Y2 be (G,S)-
fibrations.
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(a) Every G-equivariant morphism f : X1 → X2 is a morphism of (G,S)-
fibrations, i.e., gives rise to a Cartesian diagram

X1

π1

��

f // X2

π2

��
Y1

f // Y2 .

In other words, X1 = X2 ×Y2
Y1, where the G-action on X2 ×Y2

Y1 is
induced by the G-action on X2.

(b) Every G-invariant closed (respectively, open) subvariety X0 ⊂ X is of
the form π−1(Y0) for some closed (respectively, open) subvariety Y0 of Y .
In particular, X0 is itself the total space of a (G,S)-fibration π |X0

: X0 →
Y0.

(c) The map f in part (a) is dominant if and only if f is dominant.

Proof. (a) We first define the map f : Y1 → Y2 locally in the étale topology
on Y1. Let {Uα} be an étale open cover of Y1 such that X1 is G-equivariantly
isomorphic to G/S×kUα, over each Uα. Then over each Uα, the map π1 has
a section sα : Uα → π−1

1 (Uα), and we can define f by composing s, f and
π2. The resulting local map is independent of the choice of s; these maps
patch up to a k-morphism f : Y1 → Y2 by étale descent.

By the universal property of fibered products there exists a morphism
φ : X1 → X2 ×Y2

Y1 over Y1. This morphism is unique and hence, G-
equivariant. Thus it suffices to show that φ is an isomorphism. Note that φ
is a G-equivariant morphism between (G,S)-fibrations over Y1. We want to
show that if Y1 = Y2 and f = id in the above diagram then f is an isomor-
phism. We do this by constructing f−1. Let {Uα} be an étale local cover of
Y1, trivializing both X1 and X2. That is, over each Uα, X1 and X2 are both
G-equivariantly isomorphic to G/S ×k Uα. Hence, f

−1 is (uniquely) defined
and is G-equivariant over each Uα. Once again, using étale descent, we
see that these local inverses patch together to a well-defined G-equivariant
k-morphism f−1 : X2 → X1.

(b) Since open subsets are complements of closed subsets, it suffices to
consider the case where X0 is closed. We claim that π(X0) is closed in Y .
It is enough to check this claim locally in the étale topology, so we may
assume that X = G/S ×k Y and π is the projection onto the second factor.
Since X0 is G-equivariant, X0 contains {1} ×k π(X0). Moreover, since X0

is closed, X0 contains {1} × π(X0). We conclude that π(X0) is contained in
π(X0), i.e., π(X0) is closed, as claimed.

After replacing Y by π(X0) and X by π−1(π(X0)), it now suffices to show
that if X0 ⊂ X is closed and G-invariant and π(X0) = Y then X0 = X. To
do this, we construct the inverse to the inclusion map X0 →֒ X. We first do
this étale-locally, where we may assume X = G/S×k Y and hence, X0 = X,
then use étale descent to patch together local inverses into a morphism
X → X0 defined over Y .
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(c) By part (b), the closure of f(X1) in X2 is of the form π−1
2 (C) for some

closed subset C ⊂ Y2. Thus f is dominant if and only if C = Y2, that is, if
and only if f is dominant. �

Let N := NG(S) be the normalizer of S in G, W := N/S, and X → Y
be a (G,S)-fibration. Note that W is again a linear algebraic group over k.
Denote the S-fixed point locus in X by XS . The G-action on X induces
an N -action on XS . Since S acts trivially on XS , this N -action descends
to a W -action on XS . By trivializing the (G,S)-fibration X → Y over an
étale cover Y ′ → Y , we see that XS → Y is in fact a W -torsor; see [9,
Proposition 2.9]. Conversely, starting with a W -torsor Z → Y , we can
build a (G,S)-fibration X → Y by setting X to be the “homogeneous fiber
space” G ×N Z, i.e., the quotient of G ×k Z by the left N -action given by
n · (g, x) → (gn−1, nx). This quotient can either be constructed locally, in
the étale topology on Y , by descent, or globally as a geometric quotient in
the sense of geometric invariant theory. For details on these constructions,
we refer the reader to [9, §2.2].

Proposition 6.2. Let V ark be the category of quasi-projective varieties, and
Fib(G,S) be the functor from V ark to the category of sets which associates
to a quasi-projective variety Y the set of isomorphism classes of (G,S)-

fibrations over Y , and to a k-morphism of varieties Ỹ → Y the pull-back
morphism which base-changes (G,S)-fibrations over Y to Ỹ . If S = {1}, we
will write TorG in place of Fib(G,S).

Then the two constructions described above give rise to an isomorphism
between the functors Fib(G,S) and TorW .

Proof. See [9, Proposition 2.10]. �

6.2. (G,S)-varieties. A k-variety X with a left action of G is called a
(G,S)-variety if it contains a dense open subset X ′ ⊂ X which is the total
space of a (G,S)-fibration X ′ → Y .

Lemma 6.3. Let G be a reductive k-group, T ⊂ G a maximal k-torus,
and M be an algebraic subgroup of the group k-scheme Aut(G) containing
Inn(G). Then G and its Lie algebra Lie(G) are both (M,T ad)-varieties.

In the case where M = Inn(G), the lemma was proved in [9, Proposition
4.3].

Proof. Being a (G,S)-variety is a geometric notion. That is, suppose k′/k
is a field extension. Then X is a (G,S)-variety over k if and only if Xk′ is a
(Gk′ , Sk′)-variety over k′. Thus, after replacing k by a suitable k′, we may
assume that G and T are split.

We will only consider the M -action on G; the case of the M -action on
Lie(G) is similar. By Corollary 3.3, M = Inn(G) ⋊ A, where A is a finite
group of automorphisms of G and every element of A preserves T .

Our proof will rely on [9, Proposition 2.16]. To apply this proposition
we need to check that the M -action on G is stable, i.e., the M -orbit of



18 M. BOROVOI, B. KUNYAVSKĬI, N. LEMIRE, AND Z. REICHSTEIN

x ∈ G(k̄) is closed for x in general position. By [9, Corollary 4.2], the
conjugation action of G on itself is stable. Since A is a finite group, the
group M contains Gad as a subgroup of finite index, and therefore the M -
action on G is also stable.

By [9, Proposition 2.15(i)], we can now conclude that G is an (M,S)-
variety for some subgroup S ⊂ M . Moreover, by [9, Proposition 2.16], in
order to show that we may take S = T ad, it suffices to exhibit a dense subset
D ⊂ G(k) defined over k such that the stabilizer of every p ∈ D in M is
conjugate to T ad.

In fact, it suffices to construct a dense open subset U ⊂ T defined over k
such that the stabilizer of every p ∈ U(k) is conjugate to T ad; we can then
take D to be the union of Inn(G)-translates of U(k).

Consider the set T reg of regular points of T . By [2, §12.2], T reg is a dense
open subset of T defined over k. We claim that for t ∈ T reg in general
position, StabM (t) = T ad. Indeed, suppose g ∈ M stabilizes t. Since t lies
in a unique maximal torus of G (see [2, Proposition 12.2(4)]), g(T ) = T .
Equivalently, g lies in NGad(T ad)⋊A ⊂M . The latter group acts on T via
its finite quotient W ⋊ A, and the W ⋊ A-action on T is faithful (see the
proof of Lemma 4.5). The fixed points of each element of W ⋊ A form a
proper closed subvariety of T reg. Removing these closed subvarieties from
T reg, we obtain a dense open subset U ⊂ T such that StabW⋊A(t) = {1} or
equivalently, StabM (t) = T ad for every t ∈ U , as desired. �

Proposition 6.4. Suppose X1 and X2 are (G,S)-varieties such that the
fixed point loci XS

1 and XS
2 are irreducible. Set N := NG(S), W := N/S.

Then

(a) every G-equivariant dominant rational map α : X1 99K X2 restricts to a
W -equivariant dominant rational map β : XS

1 99K XS
2 .

(b) Every W -equivariant dominant rational map β : XS
1 99K XS

2 lifts to a
unique G-equivariant dominant rational map α : X1 99K X2.

(c) Moreover, β is a birational isomorphism if and only if so is α.

Proof. For i = 1, 2 let X ′
i be a G-invariant dense open subset of Xi which is

the total space of a (G,S)-fibration, X ′
i → Yi. Since each XS

i is irreducible,
the non-empty open subset (X ′

i)
S is dense inXS

i . Hence, the dominant ratio-
nal map XS

1 99K XS
2 restricts to a dominant rational map (X ′

1)
S
99K (X ′

2)
S ,

and we may, without loss of generality, replace Xi by X
′
i and thus assume

that Xi is the total space of a (G,S)-fibration Xi → Yi. Lemma 6.1(b) now
tells us that after removing a proper closed subset from Y1 (and its preimages
from X1 and XS

1 ), we may assume that f is regular. By Proposition 6.2,
XS

i → Y is a W -torsor for i = 1, 2. By Lemma 6.1(a), α is a morphism of
(G,S)-fibrations, and β = α|XS

1
: XS

1 → XS
2 is a morphism of W -torsors.

By Proposition 6.2, XS
i → Y is a W -torsor for i = 1, 2. We thus obtain the
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following diagram

X1

��

α // X2

��

XS
1

P0

``❇❇❇❇❇❇❇❇

~~⑤⑤
⑤⑤
⑤⑤
⑤⑤

β // XS
2

!!❈
❈❈

❈❈
❈❈

❈

. �

==④④④④④④④④

Y1
α=β // Y2 .

By Proposition 6.2, α restricts to β and β lifts to α in a unique way. More-
over, α and β induce the same morphism α = β : Y1 → Y2.

By Lemma 6.1(c), α is dominant if and only if α = β is dominant if and
only if β is dominant. This proves (a) and (b).

(c) If α is a birational isomorphism, then restricting α−1 to XS
1 , we obtain

an inverse for β. Similarly, if β is a birational isomorphism, then extending
β−1 to X2 99K X1, we obtain an inverse for α. �

Corollary 6.5. Let G be a connected reductive k-group and T ⊂ G be a
maximal k-torus. Then G is Cayley if and only if there exists a W (G,T )-

equivariant birational isomorphism T
≃
99K Lie(T ) defined over k.

Note that here, as before, we view the Weyl groupW (G,T ) as an algebraic
group over k.

Proof. By Lemma 6.3, with M = Inn(G), X1 = G and X2 = Lie(G) are

both (Inn(G), T ad)-varieties. The fixed point loci, XT ad

1 = T and XT ad

2 =
Lie(T ), are irreducible. The desired conclusion is now a direct consequence
of Proposition 6.4: there exists a G-equivariant birational isomorphism

α : G = X1
≃
99K X2 = Lie(G)

(i.e., a Cayley map for G) if and only if there exists a W (T )-equivariant

birational isomorphism β : T = XT ad

1

≃
99K XT ad

2 = Lie(T ). �

7. Proof of Theorem 1.3

(a) =⇒ (b). First suppose G is Cayley over k. Then GK is Cayley over
K for every field extension K/k. Then by Corollary 6.5, every maximal
K-torus T of GK is K-rational.

Now suppose G is stably Cayley over k, i.e., G × Gr
m is Cayley for some

r ≥ 0. Then the above argument shows that for every K-torus T of G,
T ×Gr

m is K-rational. Hence, T is stably K-rational, as claimed.
(b) =⇒ (c) is obvious.
(c) ⇐⇒ (d). By Proposition 4.6, the character lattice X(G) of G is isomor-

phic to the character lattice of the generic torus Tgen of G. Since a torus T is
stably rational if and only if its character lattice X(T ) is quasi-permutation
(see [29, Theorem 4.7.2]), (c) and (d) are equivalent.



20 M. BOROVOI, B. KUNYAVSKĬI, N. LEMIRE, AND Z. REICHSTEIN

(d) =⇒ (a). Let Gspl be a split k-form of G. Let (Tspl, Bspl) be a Borel

pair in Gspl defined over k, T be a maximal k-torus of G, and B be a Borel

subgroup defined over the algebraic closure k̄ and containing T . We choose
and fix an isomorphism θ : Gspl → G taking (Tspl, Bspl) to (T ,B), and we
construct the subgroup MG ⊂ Aut(Gspl) using θ, as in Subsection 5.1. By
Proposition 5.2, G is isomorphic to zGspl for some cocycle z ∈ Z1(k,MG).
By Lemma 5.3(b), in order to show that G is stably Cayley, it suffices to
construct an MG-equivariant birational isomorphism

(7.1) Gspl ×Gr
m

≃
99K Lie(Gspl)× Ar

for some r ≥ 0, whereMG acts trivially on the split torus Gr
m and the affine

space Ar. By Lemma 6.3, X1 := Gspl × Gr
m and X2 := Lie(Gspl) × Ar are

both (MG, S)-varieties, where S := (Tspl)
ad. By Proposition 6.4, in order

to construct an MG-equivariant birational isomorphism (7.1), it suffices to
construct an NMG

(S)/S-equivariant birational isomorphism XS
1 99K XS

2 ,
where XS

1 = Tspl × Gr
m, XS

2 = Lie(Tspl) × Ar. Note that NMG
(S)/S is

isomorphic to the group θWext ⊂ Aut X(Tspl) (see Subsection 5.1).

It thus remains to show that there exists a θWext-equivariant birational
isomorphism

(7.2) Tspl ×Gr
m

≃
99K Lie(Tspl)× Ar

for some r ≥ 0. By the definition of θWext, the lattice (θWext,X(Tspl)) is

isomorphic to the character lattice (V (G,T ),X(T )) of G. By condition (d)
of the theorem, the character lattice of G is quasi-permutation, hence so is
the lattice (θWext,X(Tspl)). By Lemma 2.4(b), this implies that the θWext-
action on the split torus Tspl is stably linearizable. In other words, Tspl is
θWext-equivariantly stably birationally isomorphic to a faithful linear repre-
sentation V of the finite group θWext. On the other hand, by Remark 2.3,
the vector space V is θWext-equivariantly stably birationally isomorphic to
Lie(Tspl). Composing these two θWext-equivariant birational isomorphisms,

we see that Tspl and Lie(Tspl) are θWext-equivariantly stably birationally
isomorphic. In other words, (7.2) holds for a suitable r ≥ 0, as claimed.
This completes the proof of Theorem 1.3. �

Corollary 7.1. Let k be a field of characteristic 0. Then every reductive
k-group G of rank ≤ 2 is stably Cayley.

Proof. By Lemma 2.7 the character lattice of G is quasi-permutation. Thus
G is stably Cayley by Theorem 1.3.

Alternatively, the generic torus of G is of dimension ≤ 2 and hence, is
rational; see [29, §4.9, Examples 6, 7]. Once again, we conclude that G is
stably Cayley by Theorem 1.3. �
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8. Proof of Theorem 1.4

To show that (a) =⇒ (b), suppose G is stably Cayley over k. Then Gk̄

is stably Cayley over k̄, where k̄ denotes an algebraic closure of k. By [20,
Theorem 1.28], Gk̄ is one of the following groups:

(8.1) SL3, SOn (n 6= 2, 4), Sp2n (n ≥ 1), PGLn (n ≥ 2), G2.

In other words, G is a k-form of one of these groups. (Note that the group
SL2, which appears in the statement of [20, Theorem 1.28], is isomorphic
to Sp2.) If G is an outer form of PGLn where n ≥ 4 is even, then by [13,
Theorem 0.1] the generic torus of G is not stably rational, and by Theorem
1.3, G is not stably Cayley. Thus if G is stably Cayley, then G is one of the
groups listed in part (b).

It remains to prove that (b) =⇒ (a), i.e., that all groups listed in part (b)
are stably Cayley.

The classical Cayley transform shows that all forms of SOn and Sp2n

are Cayley; see [20, Example 1.16]. All forms of the groups SL3 and G2

are of rank 2, hence their generic tori are rational by [29, Example 4.9.7],
and by Theorem 1.3, these groups are stably Cayley. Every inner form of
PGLn is Cayley by [20, Example 1.11]; cf. also Lemma 5.3(c). Finally,
the generic torus of any form of PGLn for n odd is rational, hence stably
rational by [30, Corollary of Theorem 8]. By Theorem 1.3, we conclude that
outer forms of PGLn for n odd are stably Cayley. This completes the proof
of Theorem 1.4. �

9. Statement of Theorem 9.1 and first reductions

In view of Theorem 1.4 it is natural to ask for a classification of stably
Cayley semisimple groups, initially over an algebraically closed field of char-
acteristic zero. This problem turns out to be significantly more complicated;
a complete solution is out of reach at the moment; cf. Remark 9.3. Fortu-
nately, for the purpose of proving Theorem 1.5, we can limit our attention
to semisimple groups all of whose simple components are of the same type.
Theorem 9.1 stated below gives a classification of stably Cayley groups of
this form; this theorem will be a key ingredient in our proof of Theorem 1.5
in Section 19. The proof of Theorem 9.1 will occupy much of the remainder
of this paper.

Theorem 9.1. Let k be an algebraically closed field of characteristic 0 and
G be a semisimple k-group of the form Hm/C, where H is a simple and
simply connected k-group and C is a central k-subgroup of Hm. (In other
words, the universal cover of G is of the form Hm.) Then G is stably Cayley
if and only if G is isomorphic to a direct product G1 ×k · · · ×k Gs, where
each Gi is either a stably Cayley simple k-group (i.e., is one of the groups
listed in (8.1)) or SO4.

Note that SO4 is semisimple but not simple. The “if” direction of Theo-
rem 9.1 is obvious, since the direct product of stably Cayley groups is stably
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Cayley. (As we mentioned in the previous section, SO4 is Cayley via the
classical Cayley transform.) Thus we only need to prove the “only if” di-
rection. The proof will proceed by case-by-case analysis, depending on the
type of H. We begin with the following easy reduction.

Lemma 9.2. Let H be a simply connected simple group over an algebraically
closed field k and C be a central subgroup of Hm for some m ≥ 1. Let Hi

denote the ith factor of Hm, πi denote the natural projection Hm → Hi,
and Ci := πi(C) ⊂ Z(Hi), where Z(Hi) denotes the center of Hi. Assume
Hm/C is stably Cayley. Then

(a) Hi/Ci is stably Cayley;
(b) H is of type An (n ≥ 1), Bn (n ≥ 2), Cn (n ≥ 3) , Dn (n ≥ 4), or G2.

Proof. Part (a) is a direct consequence of [20, Prop. 4.8]. To prove part
(b), note that by [20, Thm. 1.28], H1/C1 is of one of the types listed in the
statement of the lemma. �

We will now settle two easy cases of Theorem 9.1, where H is of type Cn

(n ≥ 3) and G2.

Proof of Theorem 9.1 for H = G2. Here Z(H) = {1}, so C ⊂ Z(H)m is
trivial, and

Hm/C = Hm = G2 ×k · · · ×k G2 (m times)

is a product of stably Cayley simple groups. �

Proof of Theorem 9.1 for H of type Cn (n ≥ 3). Let H = Sp2n and C be a
subgroup of Z(H)m = µm2 . We will show that if Hm/C is stably Cayley,
then C = {1}.

Indeed, if Hm/C is stably Cayley, then, by Lemma 9.2, so is Hi/Ci. Here
Hi = Sp2n, and Ci is a central subgroup (either µ2 or {1}). On the other
hand, by [20, Theorem 1.28], if the group Sp2n /Ci is stably Cayley for some
n ≥ 3 then Ci = {1}. Thus C projects trivially to every Hi, which is only
possible if C = {1}. We conclude that

Hm/C = Hm = Sp2n ×k · · · ×k Sp2n (m times)

is a product of Cayley simple groups, as desired. �

Remark 9.3. We conjecture that Theorem 9.1 remains true for every semisim-
ple k-group G over an algebraically closed field k of characteristic 0, without
any additional assumption on the universal cover of G. That is, a semisimple
k-group is stably Cayley, if and only if it is isomorphic to a direct product
G1 ×k · · · ×k Gs, where each Gi is either a stably Cayley simple group or
SO4.
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10. Quasi-invertible lattices

The proof of the “only if” direction of Theorem 9.1 in the remaining cases,
whereH is of typeAn, Bn or Dn, is more involved. In this section, in prepa-
ration for this proof, we will describe a general method for showing that cer-
tain lattices are not quasi-permutation (and more generally, cannot even be
direct summands of quasi-permutation lattices). Our approach is originally
due to Voskresenskĭı. Proposition 10.6 is essentially [28, Theorem 7 and its
corollary]; see also [10, Proposition 1(ii)] and [11, Proposition 9.5(ii)]. For
the sake of completeness we supply short proofs for Lemmas 10.4 and 10.5
below.

Definition 10.1. A Γ-lattice L is called quasi-invertible if it is a direct
summand of a quasi-permutation Γ-lattice.

Lemma 10.2 (J.-L. Colliot-Thélène). A Γ-lattice L is quasi-invertible if
and only if it fits into a short exact sequence

(10.1) 0 → L→ P → I → 0,

where P is a permutation Γ-lattice and I is an invertible Γ-lattice, i.e. a
direct summand of a permutation Γ-lattice.

Proof. For a Γ-lattice L we have a flasque resolution

0 → L→ P → F → 0,

where P is a permutation Γ-lattice and F is a flasque Γ-lattice, see [10, § 1]
or [21, Ch. 2] for the theory of flasque resolutions. We write [L]fl for the
class of F up to addition of a permutation lattice (note that F is defined
up to addition of a permutation lattice). We have [L⊕ L′]fl = [L]fl ⊕ [L′]fl.
If L is quasi-invertible, then L⊕L′ is quasi-permutation for some L′, hence
[L]fl ⊕ [L′]fl = [L⊕L′]fl = 0. We see that [L]fl is invertible, hence L fits into
an exact sequence (10.1) with I invertible.

Conversely, if L fits into an exact sequence (10.1) with I invertible, say
I ⊕ J = P ′ is permutation, then adding I to (10.1) twice on the left, and
then adding J twice on the right, we obtain an exact sequence

0 → L⊕ I → P ⊕ I ⊕ J → I ⊕ J → 0,

which shows that L is quasi-invertible. �

Lemma 10.3 (J.-L. Colliot-Thélène). Let Γ1 ։ Γ be a surjective homomor-
phism of finite groups, and let L be a Γ-lattice. Then L is quasi-invertible
as a Γ1-lattice if and only if it is quasi-invertible as a Γ-lattice.

Proof. We argue as in the proof of Lemma 2.2. It suffices to prove “only if”.
Assume that L is quasi-invertible as a Γ1-lattice, then by Lemma 10.2, L fits
into a short exact sequence (10.1) of Γ1-lattices, where P is a permutation
Γ1-lattice and I is an invertible Γ1-lattice. Set Γ0 = ker[Γ1 → Γ]. From
(10.1) we obtain the Γ0-cohomology exact sequence

0 → L→ PΓ0 → IΓ0 → 0
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(because LΓ0 = L and H1(Γ0, L) = 0), which is a short exact sequence of
Γ-lattices. It is easy to see that PΓ0 is a permutation Γ-lattice and IΓ0

is an invertible Γ-lattice, hence by Lemma 10.2, L is a quasi-permutation
Γ-lattice. �

Suppose (Γ, L) and (Γ′, L′) are ϕ-isomorphic for some isomorphism ϕ : Γ →
Γ′; for a definition of ϕ-isomorphism, see the beginning of Section 2. Then
clearly L is permutation (respectively, quasi-permutation, respectively, quasi-
invertible) if and only if so is L′.

The Tate–Shafarevich group of a Γ-lattice L is defined as

X
2(Γ, L) = ker

[

H2(Γ, L) →
∏

Γc⊂Γ

H2(Γc, L)

]

,

where Γc runs over the set of all cyclic subgroups of Γ. If L is a quasi-
invertible Γ-lattice, then for any subgroup Γ′ ⊂ Γ we have X

2(Γ′, L) = 0,
cf. [21, Prop. 2.9.2(a)]. Note however, that there exist Γ-lattices L such
that X

2(Γ′, L) = 0 for every subgroup Γ′ of Γ but L is not quasi-invertible;
see the end of the proof of Prop. 12.4.

The following lemmas can be used to show that a given lattice is not quasi-
invertible. Let Γ be a finite group. Consider the norm homomorphism

NΓ : Z → Z[Γ], NΓ(a) = a
∑

s∈Γ

s for a ∈ Z,

and the short exact sequence

(10.2) 0 → Z → Z[Γ] → JΓ → 0,

where JΓ = cokerNΓ.

Lemma 10.4. Let Γ be a finite group, and Γ′ ⊂ Γ any subgroup. Then
X

2(Γ′, JΓ) ∼= H3(Γ′,Z).

Proof. From (10.2) we obtain a cohomology exact sequence

(10.3) H2(Γ′,Z[Γ]) → H2(Γ′, JΓ) → H3(Γ′,Z) → H3(Γ′,Z[Γ]).

We have H i(Γ′,Z[Γ′]) = 0 for i ≥ 1, hence H i(Γ′,Z[Γ]) = 0 for i ≥ 1, and
we see from (10.3) that H2(Γ′, JΓ) ∼= H3(Γ′,Z).

Now let Γc ⊂ Γ′ be a cyclic subgroup. We have H2(Γc, JΓ) ∼= H3(Γc,Z).
By periodicity for cyclic groups, cf. [1, IV.8, Thm. 5], we have

H3(Γc,Z) ∼= H1(Γc,Z) = Hom(Γc,Z) = 0.

ThusH2(Γc, JΓ) = 0 and consequently, X
2(Γ′, JΓ) = H2(Γ′, JΓ) ∼= H3(Γ′,Z).

�

Lemma 10.5. Let Γ = Z/pZ×Z/pZ, where p is a prime. Then H3(Γ,Z) ∼=
Z/pZ.
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Proof. For any group Γ, the group H3(Γ,Z) is canonically isomorphic to
H2(Γ,C×). The latter group is called the Schur multiplier of Γ. For finite
abelian groups, the Schur multipliers were computed by Schur in [23, §4,
VIII]. In particular, by [23, §4, VIII], the Schur multiplier of Z/pZ × Z/pZ
is a cyclic group of order p, which proves the lemma.

An alternative proof based on modern references proceeds as follows.
For any finite group Γ, the group H3(Γ,Z) is dual to H−3(Γ,Z), cf. [7,
Thm. XII.6.6] or [6, Thm. VI.7.4]. By definition H−3(Γ,Z) = H2(Γ,Z). For
an abelian group Γ we have H2(Γ,Z) = Λ2(Γ) (the second exterior power of
the Z-module Γ), see [22, Thm. 3] or [6, Thm. V.6.4(c)]. Clearly Λ2(Z/pZ×
Z/pZ) ∼= Z/pZ, henceH2(Z/pZ×Z/pZ,Z) ∼= Z/pZ andH3(Z/pZ×Z/pZ,Z) ∼=
Z/pZ. �

As an immediate consequence, we obtain the following

Proposition 10.6. Let Γ = Z/pZ × Z/pZ, where p is a prime. Then
X

2(Γ, JΓ) ∼= Z/pZ, and therefore the Γ-lattice JΓ is not quasi-invertible.
�

The following example and subsequent proposition will be used in the
proof of Theorem 1.5 in Section 19.

Example 10.7. Let H be an outer k-form of PGLn for some even integer
n ≥ 4. Recall (see Section 8) that by [13, Theorem 0.1] the character lattice
of H is not quasi-permutation. In fact, it is shown in [13, §5.1] that the
character lattice of H is not quasi-invertible. Indeed, let T be a maximal
k-torus of H. Note that Wext(H,T ) = Sn×Z/2Z and X(T ) = ZA2n−1

on which Wext(H,T ) acts by permutations and sign changes. It is shown
in [13, §5.1] that there exists a subgroup Γ of Wext(H,T ) isomorphic to
Z/2Z×Z/2Z, and a direct summandM of the Γ-lattice X(T ) isomorphic to
JΓ. Then X

2(Γ,M) 6= 0 and so X
2(Γ,X(T )) 6= 0. This implies that the

Wext(H,T )-lattice X(T ) is not quasi-invertible.

Proposition 10.8. Let k be a field of characteristic zero and H be a reduc-
tive algebraic k-group with maximal k-torus T such that the character lattice
X(H) = (Wext(H,T ),X(T )) is not quasi-invertible. Then G := H × H ′ is
not stably Cayley for any reductive algebraic k-group H ′.

Proof. Let T , T ′ and S = T × T ′ be maximal k-tori in H, H ′ and G, re-
spectively. By Theorem 1.3, it suffices to show that the character lattice
X(G) = (Wext(G,S),X(S)) is not quasi-invertible (and hence, not quasi-
permutation). By Lemma 4.3, the extended Weyl group Wext(G,S) is gen-
erated by the Weyl group W (G,S) = W (H,T )×W (H ′, T ′) and the image
of the natural action λS : Gal(k̄/k) → Aut(X(S)). Since both T and T ′ are
defined over k, the image of λS preserves the direct sum decomposition

X(S) = X(T )⊕ X(T
′
)
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and hence, so does Wext(G,S). Moreover, Wext(G,S) acts on X(T ) via a
surjection π : Wext(G,S) → Wext(H,T ). By Lemma 10.3, X(T ) is not quasi-
invertible as a Wext(G,S) lattice and, since X(T ) is a direct summand of
X(S), we conclude that that X(S) is not quasi-invertible as a Wext(G,S)-
lattice. In other words, the character lattice X(G) = (Wext(G,S),X(S)) is
not quasi-invertible, and therefore G is not stably Cayley, as desired. �

11. A family of non-quasi-invertible lattices

We will now use the results of Section 10 to exhibit a large family of
non-quasi-invertible lattices (i.e., lattices that are not direct summands of
quasi-permutation lattices). These lattices will be used to complete the
proof of Theorem 9.1.

Let ∆ be a Dynkin diagram, ∆ =
⋃m

i=1∆i, where ∆i are the connected
components of ∆. We assume that each ∆i is of type Bli (li ≥ 1) or of
type Dli (li ≥ 3). Note that B1 = A1 and D3 = A3 are allowed. The root
system R(∆i) can be realized in a standard way in the space Vi := Qli with
standard basis (εs)s∈Si , where Si is an index set consisting of li elements,
see [5, Planches II, IV].

Let S = ˙⋃Si (disjoint union). Consider the vector space V :=
⊕

i Vi over
Q with standard basis (εs)s∈S . Set

(11.1) β =
1

2

∑

s∈S

εs .

We denote byM the additive subgroup in V generated by β and by the basis
elements εs for all s ∈ S. In other words, M is generated by the vectors of
the form 1

2

∑

s∈S ±εs.
Denote the Weyl group W (∆i) by Wi and the Weyl group W (∆) =

∏m
i=1Wi by W . Consider the natural action of W on M . For s ∈ Si let cs

denote the automorphism of Vi acting as −1 on εs and as 1 on all the other
εt (t ∈ Si, t 6= s). The Weyl groupWi =W (∆i) is the semidirect product of
the symmetric group Sli , acting by permutations of the basis vectors εs, and
an abelian group Θi. If ∆i

∼= Bli , then Θi = 〈cs〉s∈Si , in particular cs ∈Wi.
If ∆i

∼= Dli , then Θi = 〈cscs′〉s,s′∈Si
. In this case cs /∈Wi, but cscs′ ∈Wi.

Proposition 11.1. Let ∆, S, M , and W be as above. Assume that |∆| ≥ 3.
Then the W -lattice M is not quasi-invertible.

Remark 11.2. Note that rank(M) = dim(V ) = |∆|. If |∆| = 1 or 2 then M
is quasi-permutation by Lemma 2.7.

Proof. First we consider the case ∆ ∼= D4. ThenM is not quasi-permutation,
see [13, §7.1]. We will show that M is not quasi-invertible. Indeed, in [13,
§7.1] the authors construct a subgroup U ⊂W of order 81, such that M re-
stricted to U is a direct sum of U -sublattices M =M1 ⊕M3 of ranks 1 and

1This group of order 8 is actually denoted by W2 in [13]. We use the symbol U here to
avoid a notational clash with the Weyl group W2 := W (∆2).



STABLY CAYLEY GROUPS IN CHARACTERISTIC 0 27

3, respectively. Now in [17, Theorem 1] it is stated that the U -lattice M3 is
not quasi-permutation, but it is actually proved that [M3]

fl is not invertible.
HenceM3 is not a quasi-invertible U -lattice, and M is not a quasi-invertible
W -lattice.

From now on we will assume that ∆ 6∼= D4. Let Γ = Z/2Z × Z/2Z =
{e, γ1, γ2, γ3}. Then by Proposition 10.6, X

2(Γ, JΓ) ∼= Z/2Z. The idea of
our proof is to construct an embedding

(11.2) ι : Γ →W

in such a way that M , restricted to ι(Γ), is isomorphic to a direct sum of a
submodule M0 ≃ JΓ and |S| − 3 Γ-lattices of rank 1. This will imply that

X
2(Γ,M) = X

2(Γ,M0) = X
2(Γ, JΓ) = Z/2Z 6= 0,

and hence M is not quasi-invertible. We will now fill in the details of this
argument in two steps.

Step 1. Construction of the embedding (11.2). We begin by par-
titioning each Si for i = 1, . . . ,m into three (non-overlapping) subsets Si,1,
Si,2 and Si,3, subject to the requirement that

(11.3) |Si,1| ≡ |Si,2| ≡ |Si,3| ≡ li (mod 2), if ∆i is of type Dli .

We then set U1 to be the union of the Si,1, U2 to be the union of the Si,2,
and U3 to be the union of the Si,3, as i ranges from 1 to m.

Lemma 11.3. If |S| ≥ 3 and ∆ 6∼= D4 then the subsets Si,1, Si,2 and Si,3 of
Si can be chosen, subject to (11.3), so that U1, U2, U3 6= ∅.

To prove the lemma, note that if one of the ∆i, say ∆1, is of type Dl,
where l ≥ 3 is odd, then we partition S1 into three non-empty sets of odd
order. If m ≥ 2 then we partition Si with i ≥ 2 as follows:

(11.4) Si,1 = Si,2 = ∅ and Si,3 = Si.

Clearly U1, U2, U3 6= ∅, as desired.
Similarly, if one of the ∆i, say ∆1, is Dl, where l ≥ 6 is even, then we

partition S1 into three non-empty sets of even order, and partition the other
Si (if any) as in (11.4) for i ≥ 2. Once again, U1, U2, U3 6= ∅.

If one of the ∆i, say ∆1, is of type D4, then by our assumption m ≥
2. We can now partition S1 so that each of S1,1 and S1,2 has 2 elements
and S1,3 = ∅, and partition Si as in (11.4) for every i ≥ 2. Once again,
U1, U2, U3 6= ∅.

Thus we may assume without loss of generality that every ∆i is of type
Bli . In this case condition (11.3) doesn’t come into play and the lemma is
obvious. This completes the proof of Lemma 11.3. �

We now define the embedding ι of (11.2) by

ι(γκ) =
∏

s∈SrUκ

cs ∈ Aut(M) for κ = 1, 2, 3.
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Recall that Γ = Z/2Z × Z/2Z = {e, γ1, γ2, γ3}. One easily checks that the
map ι : Γ → Aut(M) defined this way is a group homomorphism. By (11.3),
its image is, in fact, in W . Moreover, since Uκ 6= ∅ for all κ = 1, 2, 3, we
have S r Uκ 6= ∅, hence ι(γκ) 6= id, i.e., ι : Γ → W is injective. We identify
Γ with ι(Γ) ⊂W .

Step 2. Construction of the submodule M0. Now let

βκ := γκ(β) =
1

2

(

∑

s∈Uκ

εs −
∑

s∈SrUκ

εs

)

for κ = 1, 2, 3, where β is as in (11.1). Since the set β, β1, β2, β3 is the orbit
of β under Γ, the sublattice M0 := SpanZ(β, β1, β2, β3) ⊂ M is Γ-invariant.
Note that

(11.5) β + βκ =
∑

s∈Uκ

εs .

Since U1, U2 and U3 are non-empty and disjoint, β + β1, β + β2, and β + β3
are linearly independent. On the other hand,

β + β1 + β2 + β3 = 0.

Therefore, the Γ-invariant sublattice M0 ⊂M is of rank 3 and is isomorphic
(as a Γ-lattice) to JΓ := Z[Γ]/Z.

It remains to show that M can be written as a direct sum of M0 and
Γ-lattices of rank 1. Indeed, for each κ = 1, 2, 3 choose an element uκ ∈ Uκ

and set U ′
κ = Uκ r {uκ}. (Note that U ′

κ may be empty for some κ). We set
S′ = U ′

1 ∪ U
′
2 ∪ U

′
3. It follows from (11.5) that the abelian group generated

by the εs, as s ranges over S′, together with β, β1, β2, β3, contains both β
and εs for every s ∈ S and hence, coincides with M . Since rank(M) = |S|,
we conclude that the set {β, β1, β2} ∪ {εs | s ∈ S′} is a basis of M . The
group Γ acts on εs by ±1. We see that the Γ-lattice M is a direct sum of
M0 = SpanZ(β, β1, β2) and the Γ-lattices Zes of rank 1, as s ranges over S′.
Thus

X
2(Γ,M) = X

2(Γ,M0) = X
2(Γ, JΓ) = Z/2Z,

and therefore M is not a quasi-invertible W -lattice, as desired. �

12. More non-quasi-invertible lattices

In this section we continue to create a stock of non-quasi-invertible lattices
which will be used in the proof of Theorem 9.1.

Proposition 12.1. Let M = {(a1, a2, a3) ∈ Z3 | a1 + a2 + a3 ≡ 0 (mod 2)}
be the W := (Z/2Z)3-lattice with the action of (Z/2Z)3 on M ⊂ Z3 coming
from the non-trivial action of Z/2Z on Z. Then M is not quasi-invertible.

Proof. Let ε1, ε2, ε3 be the standard basis of Z3. For i = 1, 2, 3 let ci ∈ W
denote the automorphism of M taking εi to −εi and taking each of the
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other two εj to itself. Set σ = c2c3, τ = c1c2, ρ = c1c2c3. We consider the
following basis of M :

e1 = ε2 − ε1, e2 = ε2 − ε3, e3 = −ε1 − ε3.

A direct calculation shows that in this new basis {e1, e2, e3}, the generators
σ, τ, ρ of W are given by the following matrices:

σ =





0 0 1
−1 −1 −1
1 0 0



 , τ =





−1 −1 −1
0 0 1
0 1 0



 , ρ =





−1 0 0
0 −1 0
0 0 −1



 .

By [17, Theorem 1, case W2], our W -lattice M is not quasi-permutation.
Moreover, the pair (W,M) is isomorphic to (U,M3), where M3 is the non-
quasi-invertible U -lattice we mentioned at the beginning of the proof of
Proposition 11.1. Therefore, M is not quasi-invertible. �

Let ZD3 denote the root lattice of D3. Recall that

ZD3 = {a1ε1 + a2ε2 + a3ε3 | ai ∈ Z, a1 + a2 + a3 ∈ 2Z} ⊂ Q3,

where {ε1, ε2, ε3} is the standard basis of Q3 = QD3. The set

{ε1 + ε2, ε1 − ε2, ε2 − ε3}

is a basis of ZD3.
Let m ≥ 2. We consider (ZD3)

m ⊂ (QD3)
m. Let L ⊂ (QD3)

m be the
lattice generated by (ZD3)

m and the vector

ve := ε1 + ε4 + ε7 + · · ·+ ε3m−2.

The group W (D3)
m acts on L.

Proposition 12.2. For m ≥ 2, the W (D3)
m-lattice L constructed above is

not quasi-invertible.

Proof. We consider the subgroup Γ ⊂W (D3)
m of order 4 generated by the

following two commuting elements of order 2:

a =(12) c4c5 c7c8 . . . c3m−2c3m−1,

b =c1c2 (45).

Here ci takes εi to −εi. Thus Γ = {e, a, b, ab} ⊂ W (D3)
m. We show that

X
2(Γ, L) = Z/2Z.
Indeed, let V = (QD3)

m with the basis ε1, . . . , ε3m. Let V0 be the sub-
space of V spanned by

ε1, ε2, ε4, ε5, . . . , ε3m−2, ε3m−1.

It is Γ-invariant. Set L0 = L ∩ V0. Clearly L/L0 injects into V/V0. Since Γ
acts trivially on V/V0, we see that L/L0

∼= Zm with trivial Γ-action. Thus
we have a short exact sequence of Γ-lattices

0 → L0 → L→ Zm → 0.
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Since Zm is a permutation Γ-lattice, we see that

X
2(Γ, L) ∼= X

2(Γ, L0).

We prove that X
2(Γ, L0) = Z/2Z.

For γ ∈ Γ we set vγ = γ · ve. If m > 2 we set

δ = ε7 + ε10 + · · ·+ ε3m−2.

If m = 2 we set δ = 0. We obtain

ve = ε1 + ε4 + δ,

va = ε2 − ε4 − δ,

vb = −ε1 + ε5 + δ,

vab = −ε2 − ε5 − δ.

Clearly

ve + va + vb + vab = 0.

Set M0 = 〈ve, va, vb, vab〉, then M0
∼= JΓ := Z[Γ]/Z, and by Proposition 10.6

we have X
2(Γ,M0) = Z/2Z.

Set β1 = ve, β2 = va, β3 = vb. We set

β4 = ε4 − ε5,

β5 = ε7 + ε8,

β6 = ε7 − ε8,

. . . . . . . . . . . .

β2m−1 = ε3m−2 + ε3m−1,

β2m = ε3m−2 − ε3m−1.

By Lemma 12.3 below, the set β := {β1, . . . , β2m} is a basis of L0. We
have M0 = 〈β1, β2, β3〉. Our Γ-lattice L0 decomposes into a direct sum of
Γ-sublattices

L0 =M0 ⊕ 〈β4〉 ⊕ · · · ⊕ 〈β2m〉.

For 4 ≤ i ≤ 2m the Γ-lattice 〈βi〉 is of rank 1, hence quasi-permutation,
and therefore X

2(Γ, 〈βi〉) = 0. It follows that X
2(Γ, L0) = X

2(Γ,M0) =
Z/2Z, hence X

2(Γ, L) = Z/2Z. Thus L is not a quasi-invertible W (D3)
m-

lattice. �

Lemma 12.3. The set β := {β1, . . . , β2m} is a basis of L0.

Proof. First note that β ⊂ L0. Since the set β has 2m elements and the
lattice L0 is of rank 2m, it suffices to show that β generates L0.

Recall that L0 = L ∩ V0 and that L is generated by (ZD3)
m and ve.

Since ve ∈ V0, we see that L0 is generated by ve and (ZD3)
m ∩ V0. Since

ve = β1 ∈ β, it suffices to prove that (ZD3)
m∩V0 ⊂ 〈β〉. Clearly (ZD3)

m∩V0
is generated by the vectors

ε1 + ε2 , ε1 − ε2, ε4 + ε5, ε4 − ε5, . . . , ε3m−2 + ε3m−1, ε3m−2 − ε3m−1.
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Note that all the vectors in this list starting with ε4−ε5 are clearly contained
in β. It remains to show that the vectors ε1+ε2 , ε1−ε2, ε4+ε5 are contained
in 〈β〉.

Note that 2δ ∈ 〈β〉 (because 2ε7 ∈ 〈β〉, . . . , 2ε3m−2 ∈ 〈β〉). We have

β1 + β2 = ve + va = ε1 + ε2,

hence ε1 + ε2 ∈ 〈β〉. We have

β1 + β3 = ve + vb = ε4 + ε5 + 2δ,

hence ε4 + ε5 ∈ 〈β〉. Since also ε4 − ε5 ∈ β ⊂ 〈β〉, we see that 2ε4 ∈ 〈β〉.
We have

β1 − β2 = ve − va = ε1 − ε2 + 2ε4 + 2δ,

hence ε1−ε2 ∈ 〈β〉. We conclude that (ZD3)
m∩V0 ⊂ 〈β〉, hence β generates

L0 and is a basis of L0. This completes the proofs of Lemma 12.3 and of
Proposition 12.2. �

We will now consider the root system An−1, which is embedded in Zn,
see [5, Planche I]. Let ZAn−1 denote the root lattice of An−1, and let
α1, α2, . . . , αn−1 denote the standard basis of the root system An−1 and
of ZAn−1 (loc. cit). Let Λn denote the weight lattice of An−1, and let
ω1, ω2, . . . , ωn−1 denote the standard basis of Λn consisting of fundamental
weights (loc. cit).

Consider ZA2 ⊂ Λ3. The nontrivial automorphism σ of the basis ∆ =
{α1, α2} = {ε1−ε2, ε2−ε3} (loc. cit) induces the automorphism (−1)◦(1, 3)
of ZA2 (where −1 ∈ AutZ ⊂ AutZ3, (1, 3) ∈ S3 ⊂ AutZ3), and an auto-
morphism σ∗ of S3 =W (A2) (namely, the conjugation by the transposition
(1, 3)).

Let m ≥ 2. We consider (ZA2)
m ⊂ (Λ3)

m. Let (ZA2)
(i) ⊂ Λ

(i)
3 be the ith

factor. Let ω
(i)
1 , ω

(i)
2 be the basis of Λ

(i)
3 consisting of fundamental weights.

Let a = (a1, . . . , am) (a row vector), where each ai equals 1 or 2. In
particular, let 1m = (1, . . . , 1). Let La denote the (S3)

m-lattice generated
by (ZA2)

m and the vector

xa :=
m
∑

i=1

aiω
(i)
1 .

Proposition 12.4. For m ≥ 2 and for any a as above (i.e., each ai equals
1 or 2), the (S3)

m-lattice La is not quasi-invertible.

Proof. First we note that La is φ-isomorphic to L1m with respect to some
automorphism ϕ of (S3)

m (for a definition of ϕ-isomorphism, see the begin-
ning of Section 2).

Indeed, let α1, α2 be the standard basis of the root system A2 (and of
ZA2). Let

ω1 =
1

3
(2α1 + α2), ω2 =

1

3
(α1 + 2α2)
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be the fundamental weights, this is the standard basis of Λ3 (loc. cit.). Let
ω1, ω2 be their images in Λ3/ZA2

∼= Z/3Z. Since

ω1 + ω2 = α1 + α2 ∈ ZA2,

we have ω1 +ω2 = 0, hence ω2 = 2ω1. Thus the nontrivial automorphism σ
of the Dynkin diagram A2 takes ω1 to ω2 = 2ω1 when acting on Λ3/ZA2.

Now let a be as above. Write ∆ = (A2)
m, ∆ = ∆1 ∪ · · · ∪ ∆m. For

each i = 1, . . . ,m we define an automorphism τi of ∆i = A2. If ai = 1,
we set τi = id, while if ai = 2, we set τi = σi, where σi is the nontrivial
automorphism of ∆i. Then the automorphism τ =

∏

i τi of ∆ = (A2)
m acts

on (Λ3)
m and takes L1m to La. We see that the (S3)

m-lattices L1m and La

are τ∗-isomorphic, where τ∗ is the induced automorphism of (S3)
m. Thus,

in order to prove that the (S3)
m-lattice La is not quasi-invertible, it suffices

to show that L1m is not quasi-invertible.

Let α
(i)
1 , α

(i)
2 be the standard basis of (ZA2)

(i). Let ω
(i)
1 , ω

(i)
2 be the stan-

dard basis of Λ
(i)
3 , then

ω
(i)
1 =

1

3
(2α

(i)
1 + α

(i)
2 ).

Let α1, . . . , α3m−1 be the standard basis of ZA3m−1. We denote by
λ1, . . . , λ3m−1 (rather than ω1, . . . , ω3m−1) the standard basis of Λ3m con-
sisting of fundamental weights. Then we have (loc. cit.)

(12.1) λ1 =
1

3m
((3m − 1)α1 + (3m− 2)α2 + · · ·+ 2α3m−2 + α3m−1).

We embed (ZA2)
m into ZA3m−1 as follows:

α
(i)
1 7→ α3(i−1)+1, α

(i)
2 7→ α3(i−1)+2

(i.e., α
(1)
1 7→ α1, α

(1)
2 7→ α2, α

(2)
1 7→ α4, α

(2)
2 7→ α5, etc.). This embedding

induces an embedding

ψ : (QA2)
m →֒ QA3m−1.

Set

M = Λ3m ∩ ψ((QA2)
m).

We show thatM = ψ(L1m). Since by (12.1) the image of λ1 in Λ3m/ZA3m−1

is of order 3m, we see that Λ3m is generated by ZA3m−1 and λ1, hence the
set {α1, . . . , α3m−1, λ1} is a generating set for Λ3m. From (12.1) we see that

α3m−1 = 3mλ1 − (3m− 1)α1 − (3m− 2)α2 − · · · − 2α3m−2,

hence the set Ξ := {α1, . . . , α3m−2, λ1} is a basis for Λ3m. The subset

Ξ′ := {α1, α2, α4, α5, . . . , α3m−5, α3m−4, α3m−2}

of Ξ is contained in M . Set N := Z[Ξ r Ξ′] ∩M ⊂ QA3m−1, then clearly
M = ZΞ′ ⊕N . Since rankM = 2m = |Ξ′|+1, we see that rankN = 1. The
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element

µ := mλ1 − (m− 1)α3 − (m− 2)α6 − · · · − α3m−3 =
1

3
((3m− 1)α1

+(3m− 2)α2 + (3m− 4)α4 + (3m− 5)α5 + · · ·+ 2α3m−2 + α3m−1)

is contained in N and indivisible in M , hence the one-element set {µ} is a
basis of N , and Ξ′ ∪ {µ} is a basis of M . Now

µ− (m− 1)(α1 + α2)− (m− 2)(α4 + α5)− · · · − 1(α3(m−2)+1 + α3(m−2)+2)

=
1

3
((2α1 + α2) + (2α4 + α5) + · · ·+ (2α3m−2 + α3m−1))

= ψ(ω
(1)
1 + ω

(2)
1 + · · ·+ ω

(m)
1 ).

We see that M is generated by ψ((ZA2)
m) and ψ(ω

(1)
1 + ω

(2)
1 + · · ·+ ω

(m)
1 ),

hence M = ψ(L1m), thus M is isomorphic to L1m. Therefore, it suffices to
prove that M is not quasi-invertible.

The quotient lattice Λ3m/M injects into theQ-vector spaceQA3m−1/ψ((QA2)
m)

with basis α3, α6, . . . , α3(m−1) on which (S3)
m acts trivially. Thus we obtain

a short exact sequence

0 →M → Λ3m → Zm−1 → 0,

where Zm−1 is a trivial, hence permutation, (S3)
m-lattice. It follows that

the (S3)
m-lattices M and Λ3m are equivalent, and therefore it suffices to

show that Λ3m is not a quasi-invertible (S3)
m-lattice.

Now we embed S3× S3 into (S3)
m as follows: (s, t) ∈ S3 × S3 maps to

(s, t, . . . , t) ∈ (S3)
m. With the notation of [20, (6.4)] we have Λ3m = Q3m(1).

By [20, Proposition 7.1(b)], with respect to the above embedding S3× S3 →֒
(S3)

m, we have

Q3m(1)|S3 ×S3
∼ Λ6|S3 × S3 .

By [20, Proposition 7.4(b)], Λ6 is not a quasi-permutation S3 × S3-lattice,
and it is actually proved there that [Λ6]

fl (see [21, § 2.7] for the notation) is
not an invertible S3× S3-lattice. It follows that Λ6 is not a quasi-invertible
S3 × S3-lattice (although X

2(Γ′,Λ6) = 0 for every subgroup Γ′ of S3 × S3).
Thus Λ3m is not a quasi-invertible S3× S3-lattice, hence it is not a quasi-
invertible (S3)

m-lattice. Thus L1m is not a quasi-invertible (S3)
m-lattice,

and therefore La is not a quasi-invertible (S3)
m-lattice for any a as above.

This completes the proof of Proposition 12.4. �

13. Standard subgroups

In this and the next sections we will collect several elementary results
from combinatorial linear algebra, which will be needed to complete the
proof of Theorem 9.1.

Let e1, . . . , em be the standard Z/nZ-basis of (Z/nZ)m. We say that a
subgroup S ⊂ (Z/nZ)m is standard if S is generated by n1e1, . . . , nrer for
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some 1 ≤ r ≤ m and some integers n1, . . . , nr, where ni divides ni+1 for
i = 1, . . . , r − 1.

Let W be a finite group, P be a W -lattice, and λ : P → Z/nZ be a
surjective morphism of W -modules, where W acts trivially on Z/nZ. Given
a subgroup S of (Z/nZ)m, let Pm

S denote the preimage of S in Pm with
respect to the homomorphism λm : Pm → (Z/nZ)m. We regard Pm

S as a
W -submodule of Pm, where W acts diagonally on Pm.

Lemma 13.1. Let W , P , n and λ be as above. For every subgroup S ⊂
(Z/nZ)m there exists a standard subgroup Sst ⊂ (Z/nZ)m with the following

property: there exist an isomorphism gP : Pm
S

∼
→ Pm

Sst
of W -modules and an

automorphism g of (Z/nZ)m taking S to Sst such that the following diagram
commutes:

Pm
S

gP

��

λm
// S

��

� � // (Z/nZ)m

g

��
Pm
Sst

λm
// Sst

� � // (Z/nZ)m.

Proof. The homomorphism λm : Pm → (Z/nZ)m can be written as

λm = λ⊗Z id : P ⊗Z Zm // Z/nZ⊗Z Zm.

Since for any g ∈ GLm(Z) = Aut(Zm) the diagram

P ⊗Z Zm

idP⊗g

��

λ⊗idZm // Z/nZ⊗Z Zm

idZ/nZ⊗g

��
P ⊗Z Zm λ⊗idZm // Z/nZ⊗Z Zm

commutes, it suffices to show that for every subgroup S ⊂ (Z/nZ)m there
exists g ∈ GLm(Z) such that g(S) is standard.

Let π : Zm → (Z/nZ)m be the natural projection. Then π−1(S) is a
finite index subgroup of Zm. There exist a basis b1, . . . , bm of Zm and in-
tegers n1 |n2 | . . . |nm, such that n1b1, . . . , nmbm form a basis of π−1(S);
cf. [18, Theorem III.7.8]. Now let g ∈ GLm(Z) be the element that takes
the basis b1, . . . , bm to the standard basis of Zm. Then g(π−1(S)) is the
subgroup n1Z× · · · ×nmZ of Zm and thus Sst := g(S) = 〈n1e1, . . . nmem〉 =
〈n1e1, . . . , nrer〉 is standard, where r ≤ m is the largest integer such that n
does not divide nr. �

Set Q = ker λ ⊂ P . For a subgroup S1 ⊂ Z/nZ we set P 1
S1

= λ−1(S1), so

that Q ⊂ P 1
S1

⊂ P .

Corollary 13.2. Assume that S in Lemma 13.1 is cyclic. Then

Pm
S

∼= P 1
S1

⊕Qm−1

for some subgroup S1 ⊂ Z/nZ isomorphic to S.
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Proof. By Lemma 13.1, we have Pm
S

∼= Pm
Sst

. Since S is cyclic, say of order
s, the group Sst is generated by (n/s)e1. Set S1 = 〈(n/s)e1〉 ⊂ Z/nZ, then
clearly

Pm
Sst

= P 1
S1

⊕Qm−1,

and the corollary follows. �

Corollary 13.3. Assume that S in Lemma 13.1 contains an element of
order n. Then Pm

S has a direct summand isomorphic to P .

Proof. By Lemma 13.1, Pm
S is isomorphic to Pm

Sst
for some standard subgroup

Sst ⊂ (Z/nZ)m. From the definition of a standard subgroup we see that

Pm
Sst

= P 1
S1

⊕ · · · ⊕ P 1
Sm

,

where Si ⊂ Z/nZ is generated by niei (for i > r we take ni = 0). Since Sst
contains an element of order n, we see that n1 = 1, hence S1 is generated
by e1, i.e., S1 = Z/nZ and P 1

S1
= P . Thus Pm

S has a direct summand
isomorphic to P . �

14. Coordinate and almost coordinate subspaces

Let F be a field, Fm be an m-dimensional F -vector space equipped with
the standard basis e1 = (1, 0, . . . , 0), . . . , em = (0, . . . , 0, 1).

Recall that the Hamming weight of a vector v = (a1, . . . , am) ∈ Fm is
defined as the number of non-zero elements among a1, . . . , am. We will say
v ∈ Fm is defective if its Hamming weight is < m or, equivalently, if at least
one of its coordinates is 0. The following lemma is well known; a variant of it
is used to construct the standard open cover of the Grassmannian Gr(m,d)
by d(m − d)-dimensional affine spaces, see, e.g., [15, §1.5]. For the sake of
completeness, we supply a short proof.

Lemma 14.1. Let V be a vector subspace of Fm of dimension d ≥ 2. Then
V has a basis consisting of defective vectors.

Proof. Let A be a d×m matrix whose rows form a basis of V . Then

V = {wA | w ∈ F d} .

Note that for any invertible d× d matrix B, the rows of BA will also form a
basis of V . Since the rows of A are linearly independent, A has a nondegen-
erate d× d submatrix M . Let B =M−1. Then the d×m matrix BA has a
d× d identity submatrix. Since d ≥ 2, this implies that every row of BA is
defective. The rows of BA thus give us a desired basis of defective vectors
for V . �

Definition 14.2. We will say that a subspace V ⊂ Fm is a coordinate
subspace if V has a basis of coordinate vectors ei1 , . . . , eid , for some I =
{i1, . . . , id} ⊂ {1, . . . ,m}. We will denote such a subspace by FI .

In subsequent sections we will occasionally use this notation in the more
general setting, where F is a commutative ring but not necessarily a field.
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In this setting FI will denote the free F -submodule of Fn generated by
ei1 , . . . , eid .

Lemma 14.3. Let V ⊂ Fm be an F -subspace. Suppose V ∩FI is coordinate
for every I ( {1, . . . ,m}, then either

• V is the 1-dimensional subspace spanned by a vector a = (a1, . . . , am),
where a1 6= 0, . . . , am 6= 0, or

• V is coordinate.

Proof. Assume that V is not of the form SpanF (a), where a = (a1, . . . , am)
and a1 6= 0, . . . , am 6= 0. Then V has a basis of defective vectors. Indeed, if
dim(V ) = 1 this is obvious, since every vector in V is defective. The case
where dim(V ) ≥ 2 is covered by Lemma 14.1.

Clearly v ∈ Fm is defective if and only if v ∈ FI for some I ( {1, . . . ,m}.
Thus V is spanned by V ∩ FI , as I ranges over the proper subsets of
{1, . . . ,m}. By our assumption, each V ∩ FI is coordinate and therefore
is spanned by coordinate vectors. We conclude that V itself is spanned by
coordinate vectors, i.e., is coordinate, as desired. �

Definition 14.4. We will say that V ⊂ Fm is almost coordinate if V has a
basis of the form

(14.1) ei1 , . . . , eir , ej1 + eh1
, . . . , ejs + ehs ,

where i1, . . . , ir, j1, . . . , js, h1, . . . , hs are distinct integers between 1 and m.
We will refer to a basis of this form as an almost coordinate basis of V .

Remark 14.5. An almost coordinate subspace V ⊂ Fm has a unique almost
coordinate basis. In other words, the set of integers {i1, . . . , ir} and the set
of unordered pairs {{j1, h1}, . . . , {js, hs}} in (14.1) are uniquely determined
by V . Indeed, {i1, . . . , ir} is the set of subscripts i ∈ {1, . . . ,m} such that
the coordinate vector ei lies in V . The set {{j1, h1}, {j2, h2}, . . . , {js, hs}}
is then the set of unordered pairs {j, h} such that j, h 6∈ {i1, . . . , ir} and
ej + eh ∈ V .

Proposition 14.6. Let F = Z/2Z, and let V ⊂ Fm be an F -subspace for
some m ≥ 4. Assume V ∩FI is almost coordinate in FI

∼= (Z/2Z)r for every
I = {i1, . . . , ir} ( {1, . . . ,m}. Then either

• V is the 1-dimensional subspace spanned by (1, . . . , 1), or
• V is almost coordinate.

Proof. Assume that V is not of the form SpanF {(1, . . . , 1)}. Then, once
again, Lemma 14.1 tells us that V has a basis of defective vectors, i.e., V is
spanned by V ∩ FI , as I ranges over the proper subsets of {1, . . . ,m}. By
our assumption, each V ∩ FI is almost coordinate and therefore is spanned
by vectors of Hamming weight 1 or 2. We conclude that V itself is spanned
by vectors of weight 1 or 2. Choose a spanning set of the form

(14.2) ei1 , . . . , eir , ej1 + eh1
, . . . , ejs + ehs
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of minimal total Hamming weight, i.e., with minimal value of r + 2s. Here

i1, . . . , ir, j1, h1, . . . , js, hs ∈ {1, . . . ,m}

and j1 6= h1, . . . , js 6= hs. We claim that (14.2) is an almost coordinate basis
of V , i.e., that the subscripts

(14.3) i1, . . . , ir, j1, . . . , js, h1, . . . , hs

are all distinct. Clearly, Proposition 14.6 follows from this claim.
It thus remains to prove the claim. The minimality of the total Ham-

ming weight of our spanning set (14.2) implies that we cannot remove any
vectors, i.e., that it is a basis of V . In particular, the subscripts i1, . . . , ir
and the pairs (j1, h1), . . . , (js, hs) are distinct. If there is an overlap among
subscripts (14.3), then, after permuting coordinates, we have either i1 = j1
or j1 = j2. We will now show that neither of these equalities can occur.

If i1 = j1 then we may replace ej1 + eh1
by

eh1
= (ej1 + eh1

)− ei1 ∈ V .

We will obtain a new spanning set consisting of vectors of weight 1 or 2 with
smaller total weight, a contradiction.

Now suppose j1 = j2. Denote this number by j. Then V ∩ F{j,h1,h2}

contains the vectors

(14.4) ej + eh1
and ej + eh2

∈ V .

Since we are assuming that m ≥ 4, {j, h1, h2} ( {1, . . . ,m} and hence,
V ∩ F{j,h1,h2} is almost coordinate. The subspace in F{j,h1,h2} generated by
the two vectors (14.4) is cut by the linear equation

xj + xh1
+ xh2

= 0

and clearly is not almost coordinate. It follows that V ∩F{j,h1,h2} = F{j,h1,h2},
hence V contains all three of the coordinate vectors ej , eh1

and eh2
. Replac-

ing ej + eh1
and ej + eh2

by ej , eh1
and eh2

in our spanning set, we reduce
the total weight by one, a contradiction. This completes the proof of the
claim and thus of Proposition 14.6. �

15. Coordinate subspaces and quasi-permutation lattices

Proposition 15.1. Let W be a finite group, M be a W -lattice and let
λ : M → F := Z/pZ be a surjective morphism of W -modules, where p is
a prime and W acts trivially on F . For any m ≥ 1, and an F -subspace
S ⊂ V := Fm, let Mm

S be the preimage of S ⊂ Fm under the projection
λm : Mm → Fm.

Assume that

(a) M is a quasi-permutation W -lattice;
(b) the Wm-lattice Mm

S1
is not quasi-permutation for any 1-dimensional sub-

space S1 of Fm of the form S1 = SpanF{(a1, . . . , an)}, where a1 6=
0, . . . , am 6= 0.
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Then, given a subspace S ⊂ Fm, Mm
S is a quasi-permutation Wm-lattice if

and only if S is coordinate.

The following notation will be helpful in the proof of Proposition 15.1 and
in the subsequent sections.

Definition 15.2. Let W be a finite group, M be a W -module and m be a
positive integer. Given a subset I ⊂ {1, . . . ,m}, we define the “coordinate
subgroup” WI ⊂Wm as

WI := {(w1, . . . , wm) ∈Wm | wi = id if i 6∈ I}.

We will also define the WI -submodule MI of Mm as

MI := {(a1, . . . , am) ∈Mm | ai = 0 if i 6∈ I}.

We shorten W{i}, M{i} to Wi, Mi.

Proof of Proposition 15.1. The “if” assertion is clear. We will prove “only
if” by induction on m. In the base case, m = 1, every subspace of V is
coordinate, so there is nothing to prove.

For the induction step, assume that m ≥ 2 and that our assertion has
been established for all m′ < m. Suppose that for some subspace S ⊂ Fm

the lattice Mm
S is quasi-permutation. We want to show that S is coordinate.

Since Mm
S is quasi-permutation, Lemma 2.5 tells us that Mm

S ∩MI is a
quasi-permutation WI -lattice for every I ( {1, . . . ,m} (cf. Definition 15.2
above). But Mm

S ∩MI =Mm
S∩FI

, and so by the induction hypothesis S ∩FI

is a coordinate subspace in FI (and hence, in Fm).
Now Lemma 14.3 tells us that either S is a 1-dimensional subspace of

Fm which does not lie in any coordinate hyperplane or S is a coordinate
subspace in Fm. Our assumption (b) rules out the first possibility. Hence,
S is a coordinate subspace of Fm, as claimed. �

16. Proof of Theorem 9.1 for H of types An−1 (n ≥ 5), Bn

(n ≥ 3) and Dn (n ≥ 4)

Starting from this section, we will prove Theorem 9.1 case by case.

Notation 16.1. Let R be an irreducible reduced root system. We denote
by Q = Q(R) the root lattice of R and by P = P (R) the weight lattice of R,
both lattices regarded as W := W (R)-lattices. Given a positive integer m
and a subset I ⊂ {1, . . . ,m}, we defineWI ⊂Wm, and the WI -modules QI ,
PI , etc., as in Definition 15.2. The base field k is assumed to be algebraically
closed of characteristic zero.

16.1. Case An−1 (n ≥ 5).

Theorem 16.2. Let G = (SLn)
m/C, where n ≥ 5 and C is a subgroup of

(µn)
m = Z(SLm

n ). Then the following conditions are equivalent:

(a) G is Cayley,
(b) G is stably Cayley,
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(c) the character lattice X(G) is quasi-permutation,
(d) X(G) = Qm,
(e) G is isomorphic to (PGLn)

m.

Proof. (a) =⇒ (b) is obvious.
(b) =⇒ (c) follows from [20, Thm. 1.27].
(d) =⇒ (e): clear.
(e) =⇒ (a): clear, because the group PGLn is Cayley, see [20, Thm. 1.31],

and a product of Cayley groups is obviously Cayley.
The implication (c) =⇒ (d) follows from the next proposition. �

Proposition 16.3. Let R = An−1, where n ≥ 5. Suppose an intermediate
Wm-lattice L between Qm and Pm. is quasi-permutation. Then L = Qm.

Proof. We proceed by induction on m. The base case, m = 1, follows
from [20, Prop. 5.1]. For the induction step, assume that m ≥ 2 and that
the proposition holds for m− 1. We will show that it also holds for m.

Set I := {2, . . . ,m} ⊂ {1, 2, . . . ,m} and F = P/Q = Z/nZ. By Lemma 2.5,
L ∩ PI is a quasi-permutation WI -lattice. By the induction hypothesis,
L ∩ PI = QI . Set S = L/Qm ⊂ Fm, then S ∩ FI = 0. It follows that the
canonical projection S → F1 is injective. As F = Z/nZ, we have S ∼= Z/dZ
for some divisor d of n.

In the notation of the beginning of Section 13, L = Pm
S as a W -lattice

(where W acts on Pm diagonally). By Corollary 13.2,

(16.1) L ∼= L1 ⊕Qm−1,

where Q1 ⊂ L1 ⊂ P1. Clearly Qm−1 is quasi-permutation as a W -lattice
because so is Q = ker[Z[Sn /Sn−1] → Z]. By assumption, L is a quasi-
permutationWm-lattice, hence it is quasi-permutation as aW -lattice. Since
L and Qm−1 are quasi-permutationW -lattices, we see from (16.1) that L1 ∼
L1 ⊕ Qm−1 ∼= L ∼ 0, so that L1 is a quasi-permutation W -lattice. By [20,
Prop. 5.1] it follows that L1 = Q1, hence S = 0, and Pm

S = Qm. Thus
L = Qm, which proves (d) for m and completes the proofs of Proposition
16.3 and Theorem 16.2. �

16.2. Case Bn (n ≥ 3) and Dn (n ≥ 4). Let n ≥ 7, R be the root system
of Spinn (of type B(n−1)/2 for n odd or of type Dn/2 for n even) and M be
the character lattice of SOn. If n is odd, then M = Q; if n is even, then
Q (M ( P . Set F := P/M ∼= Z/2Z.

Theorem 16.4. Let G = (Spinn)
m/C, where n ≥ 7, and C is a central

subgroup of (Spinn)
m. Then the following conditions are equivalent:

(a) G is Cayley,
(b) G is stably Cayley,
(c) the character lattice X(G) of G is quasi-permutation,
(d) X(G) =Mm, where M = X(SOn),
(e) G is isomorphic to (SOn)

m.
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Proof. Only (c) =⇒ (d) needs to be proved; the other implications are easy.
Assume (c), i.e., X(G) is a quasi-permutation Wm-lattice. Clearly Qm ⊂

X(G) ⊂ Pm. We claim that X(G) ⊃ Mm. If n is odd this is obvious,
because Mm = Qm. If n is even then by Lemma 2.5, X(G) ∩ Pi is a quasi-
permutation Wi-lattice. Now by [20, Thm. 1.28], we have X(G) ∩ Pi = Mi.
Thus X(G) ⊃M1 ⊕ · · · ⊕Mm =Mm, as claimed.

We will now show that X(G) = Mm. Assume the contrary. Consider
the surjection λ : P → P/M ∼= Z/2Z. Set S = X(G)/Mm ⊂ (Z/2Z)m,
then S 6= 0. In the notation of Lemma 13.1, we have X(G) = Pm

S . Since
S 6= 0, by Corollary 13.3 X(G) has a directW -summand isomorphic to P . By
Proposition 11.1, P is not quasi-invertible, hence X(G) is not quasi-invertible
as a W -lattice. It follows that X(G) is not a quasi-invertible Wm-lattice,
which contradicts (c). Thus (d) holds, as desired. �

Remark 16.5. Alternatively, we can prove Theorem 16.4 similar to the proof
of Proposition 16.3. Namely, we prove by induction that X(G) =Mm using
Corollary 13.2. Here we make use of the fact that by Proposition 11.1, P is
not quasi-permutation.

Remark 16.6. Proposition 16.3 cannot be proved by an argument analogous
to the proof of Theorem 16.4. Indeed, the proof of Theorem 16.4 relies
on the fact that X(Spinn) is not quasi-invertible for n ≥ 7 (see Proposition
11.1). On the other hand, X(SLn) is quasi-invertible (though it is not quasi-
permutation) whenever n is a prime; see [11, Prop. 9.1 and Rem. 9.3].

17. Proof of Theorem 9.1 for H of type A1 = B1 = C1

We will continue using Notation 16.1. Let R = A1. Set F = Q/P =
Z/2Z.

Let G = (SL2)
m/C, where C is a subgroup of Z((SL2)

m) = (µ2)
m. We

have Qm ⊂ X(G) ⊂ Pm. Set S := X(G)/Qm ⊂ Fm = (Z/2Z)m.

Theorem 17.1. Let G = (SL2)
m/C, where C is a subgroup of Z((SL2)

m) =
(µ2)

m. Then the following conditions are equivalent:

(a) G is Cayley,
(b) G is stably Cayley,
(c) the character lattice X(G) is a quasi-permutation Wm-lattice,
(d) S := X(G)/Qm is an almost coordinate subspace of Fm = (Z/2Z)m,
(e) G decomposes into a direct product of normal subgroups G1×k · · ·×kGs,

where each Gi is isomorphic to either SL2, PGL2 or SO4.

Remark 17.2. The set of normal subgroupsG1, . . . , Gs in part (e) is uniquely
determined by G; see Remark 14.5.

Proof of Theorem 17.1. Only the implication (c) =⇒ (d) needs to be proved;
all the other implications are easy. The implication (c) =⇒ (d) follows from
the next proposition. �
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Proposition 17.3. Let R = A1 and L be an intermediate W -lattice between
Qm and Pm, i.e., Qm ⊂ L ⊂ Pm. Write S = L/Qm ⊂ Fm = (Z/2Z)m.
Then L is quasi-permutation if and only if S is almost coordinate.

Proof. The “if” assertion follows easily from Lemmas 2.6 and 2.7. To prove
the “only if” assertion, we begin by considering three special cases which
will be of particular interest to us.

Case 1: m ≤ 2. Here every subspace of (Z/2Z)m is almost coordinate,
and condition (d) holds automatically.

Case 2: S is the line 〈1m〉 = {0,1m} ⊂ (Z/2Z)m, where 1m = (1, . . . , 1).
This S = 〈1m〉 is not almost coordinate for any m ≥ 3. Thus we need

to show that (c) does not hold, i.e., the lattice L = Pm
〈1m〉 is not quasi-

permutation. This lattice is isomorphic to the lattice M described at the
beginning of Section 11, in the case where ∆ is the disjoint union of m
copies of B1 (or, equivalently, of A1) for m ≥ 3. By Proposition 11.1,
for m ≥ 3, the lattice M ≃ L = Pm

〈1m〉, is not quasi-invertible, hence not

quasi-permutation, as claimed.

Case 3: m = 3. There are two subspaces S of (Z/2Z)3 that are not
almost coordinate: (i) the line 〈13〉 and (ii) the 2-dimensional subspace cut
out by x1 + x2 + x3 = 0. Once again we need to show that in both of these
cases L is not quasi-permutation.

(i) is covered by Case 2 (with m = 3). If S is as in (ii), then L is
isomorphic to the lattice M defined in the statement of Proposition 12.1.
By this proposition, L is not quasi-invertible, hence not quasi-permutation,
as claimed.

We now proceed with the proof of the proposition by induction on m ≥ 1.
The base case, where m ≤ 3, is covered by Cases 1 and 3 above. For
the induction step assume that m ≥ 4 and that the proposition has been
established for all m′ ≤ m− 1.

Suppose that for some subspace S = L/Qm ⊂ (Z/2Z)m we know that L =
Pm
S is quasi-permutation. Our goal is to show that S is almost coordinate.
Since L is quasi-permutation, by Lemma 2.5, we conclude that L ∩ PI

is a quasi-permutation WI -lattice for every I = {i1, . . . , ir} ( {1, . . . ,m}.
By the induction hypothesis, (L ∩ PI)/QI = S ∩ FI is an almost coordinate
subspace in FI = (Z/2Z)r.

Now Proposition 14.6 tells us that S is either the line 〈1m〉, or almost
coordinate. If S is the line 〈1m〉, then L is not quasi-permutation by Case 2,
contradicting our assumption. Thus S is almost coordinate, which completes
the proofs of Proposition 17.3 and Theorem 17.1. �

18. Proof of Theorem 9.1 for H of types A2, B2 = C2, and
A3 = D3

18.1. Case A2. Once again, we will continue using Notation 16.1. Set
F := P/Q ≃ Z/3Z.
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Theorem 18.1. Let G = (SL3)
m/C, where C is a subgroup of (µ3)

m =
Z((SL3)

m). Then the following conditions are equivalent:

(a) G is Cayley,
(b) G is stably Cayley,
(c) the character lattice X(G) is a quasi-permutation Wm-lattice,
(d) S := X(G)/Qm is a coordinate subspace of Fm ≃ (Z/3Z)m,
(e) G decomposes into a direct product of normal subgroups G1×k · · ·×kGs,

where each Gi is isomorphic to either SL3 or PGL3.

Proof. Once again, only the implication (c) =⇒ (d) needs to be proved; the
other implications are easy.

Clearly Qm ⊂ X(G) ⊂ Pm; assume X(G) is quasi-permutation. The W -
lattices P and Q are quasi-permutation, see [20, Thm. 1.28]. If S ⊂ Fm

is the 1-dimensional subspace 〈a〉 spanned by a vector a = (a1, . . . , am)
such that a1 6= 0, . . . , am 6= 0, then from Proposition 12.4 it follows that
X(G) = Pm

〈a〉 is not a quasi-permutation Wm-lattice, a contradiction. Now

by Proposition 15.1, X(G) = Pm
S is quasi-permutation if and only if S is

coordinate. This shows that (c) =⇒ (d). �

18.2. Case B2 = C2. Set F := P/Q = Z/2Z.

Theorem 18.2. Let G = (Spin5)
m/C, where C is a subgroup of the finite

k-group (µ2)
m = ker[(Spin5)

m → (SO5)
m]. Then the following conditions

are equivalent:

(a) G is Cayley,
(b) G is stably Cayley,
(c) the character lattice X(G) is quasi-permutation,
(d) S := X(G)/Qm is a coordinate subspace of Fm = (Z/2Z)m,
(e) G decomposes into a direct product of normal subgroups G1×k · · ·×kGs,

where each Gi is isomorphic to either Spin5 = Sp4 or SO5.

Proof. As in the proof of Theorem 18.1, we only need to establish the impli-
cation (c) =⇒ (d). We have Qm ⊂ X(G) ⊂ Pm. TheW -lattices P and Q are
quasi-permutation, see [20, Thm. 1.28]. If S ⊂ Fm is the 1-dimensional sub-
space 〈1m〉 spanned by the vector 1m = (1, . . . , 1) then by Proposition 11.1,
Pm
〈1m〉 is not a quasi-invertible Wm-lattice. Now by Proposition 15.1, the

Wm-lattice X(G) = Pm
S is quasi-permutation if and only if S is coordinate,

which completes the proof of the theorem. �

18.3. Case A3 = D3. Here P/Q ≃ Z/4Z.

Theorem 18.3. Let G = (Spin6)
m/C, where C is a subgroup of Z(G) =

(µ4)
m = ker[(Spin6)

m → (PSO6)
m]. We have Qm ⊂ X(G) ⊂ Pm, where P ,

Q and X(G) are the character lattices of PSO6, Spin6 and G, respectively.
Then the following conditions are equivalent:

(a) G is Cayley,
(b) G is stably Cayley,
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(c) X(G) is quasi-permutation,
(d) X(G) ⊂ (2P )m and X(G)/Qm is a coordinate subspace of (2P/Q)m =

(Z/2Z)m,
(e) G decomposes into a direct product of normal subgroups G1×k · · ·×kGs,

where each Gi is isomorphic to either SO6 or PSO6 = PGL4.

Proof. Both SO6 and PSO6 = PGL4 are Cayley; see [20, Introduction].
Consequently, (e) =⇒ (a). Thus we only need to show that (c) =⇒ (d); the
other implications are immediate. Assume that X(G) is quasi-permutation.

First we claim that X(G) ⊂ (2P )m. Indeed, assume the contrary. Then
X(G)/Qm contains an element of order 4. By Corollary 13.3, theWm-lattice
X(G) restricted to the diagonal subgroup W has a direct summand isomor-
phic to the character lattice P of Spin6. By Proposition 11.1, theW -lattice
P is not quasi-invertible. We conclude that X(G) is not quasi-invertible as
a W -lattice and hence not a quasi-invertible Wm-lattice, contradicting our
assumption that X(G) is quasi-permutation. This proves the claim.

As we mentioned above, SO6 and PSO6 are both Cayley. Hence, the W -
lattices 2P and Q are quasi-permutation. Set F = 2P/Q ≃ Z/2Z. If S :=
X(G)/Qm ⊂ Fm is the 1-dimensional subspace 〈1m〉 spanned by the vector
1m = (1, . . . , 1), then by Proposition 12.2, X(G) is not a quasi-invertible
Wm-lattice, a contradiction. Now Proposition 15.1 tells us that the Wm-
lattice X(G)/Qm is coordinate in (2P/Q)m, and (d) follows. �

This completes the proof of Theorem 9.1.

19. Proof of Theorem 1.5

In this section we deduce Theorem 1.5 from Theorem 9.1. Clearly (b)
implies (a), so we only need to show that (a) implies (b).

Let G be a stably Cayley simple k-group (not necessarily absolutely sim-
ple) and k̄ be a fixed algebraic closure of k. Then G := G ×k k̄ is stably
Cayley over k̄ and is of the form Hm/C, where H is a simple and simply
connected k̄-group and C is a central k-subgroup of Hm. By Theorem 9.1,
G = G1,k̄ ×k̄ · · · ×k̄ Gs,k̄, each Gi,k̄ is either a stably Cayley simple group or
is isomorphic to SO4,k̄. (Recall that SO4,k̄ is stably Cayley and semisimple,

but is not simple.) Here we write Gi,k̄ for the factors in order to emphasize

that they are defined over k̄.
If H is not of type A1, then the subgroups Gi,k̄ are simple and hence,

intrinsic in G: they are the minimal closed connected normal subgroups of
dimension ≥ 1. IfH is of typeA1, this is no longer obvious, since some of the
groups Gi,k̄ may not be simple (they may be isomorphic to SO4,k̄). However,

in this case the subgroups Gi,k̄ are intrinsic in G as well by Remark 17.2.

Hence, in all cases, the Galois group Gal(k̄/k) permutesG1,k̄, . . . , Gs,k̄. Since
G is simple over k, this permutation action is transitive.

Let l ⊂ k̄ be the subfield corresponding to the stabilizer of G1,k̄ in

Gal(k̄/k). Then G1,k̄ and G≥2,k̄ := G2,k̄×k̄ · · ·×k̄Gs,k̄ are Gal(k̄/l)-invariant,
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and we obtain l-forms of these two k̄-groups, which we will denote by G1,l

and G≥2,l. Then G = Rl/k(G1,l), where G1,l is either absolutely simple or
an l-form of SO4,l. In the latter case G1,l has to be an outer l-form of the
split l-form of SO4; otherwise G1,l will not be l-simple and consequently, G
will not be k-simple.

Now consider the case when G1,l is not an l-form of SO4,l. Then G1,l is
absolutely simple. Since G is stably Cayley over k,

(19.1) G×k l = G1,l ×l G≥2,l is stably Cayley over l.

It remains to show that G1,l is stably Cayley over l. Assume the contrary.
Note that G1,k̄ is stably Cayley over k̄. Comparing the classification of stably

Cayley simple k̄-groups over an algebraically closed field k̄ of characteristic
0 in [20, Theorem 1.28] with the classification of stably Cayley absolutely
simple l-groups over a field l of characteristic 0, not necessarily algebraically
closed, in Theorem 1.4, we see that G1,l is an outer l-form of PGLn,l for
some even integer n ≥ 4. Then by Example 10.7 the character lattice of G1,l

is not quasi-invertible, and by Proposition 10.8 the product G1,l ×l G≥2,l

cannot be stably Cayley over l, which contradicts (19.1). This contradiction
completes the proof of Theorem 1.5. �
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Norm. Sup. (4) 10 (1977), 175–229.

[11] J.-L. Colliot-Thélène, J.-J. Sansuc, Principal homogeneous spaces under flasque tori:
applications, J. Algebra 106 (1987), 148–205.

[12] B. Conrad, Reductive group schemes (SGA3 Summer School, 2011), http://math.
stanford.edu/~conrad/papers/luminysga3.pdf.



STABLY CAYLEY GROUPS IN CHARACTERISTIC 0 45
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