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Abstract

In this paper we develop numerical methods for integrating general evolution equations $u_t = F(u), \ u(0) = u_0$, where $F$ is defined on a dense subspace of some Banach space (generally infinite dimensional) and is equivariant with respect to the action of a finite dimensional (not necessarily compact) Lie group. Such equations typically arise from autonomous PDE’s on unbounded domains that are invariant under the action of the Euclidean group or one of its subgroups. In our approach we write the solution $u(t)$ as a composition of the action of a time dependent group element with a 'frozen solution' in the given Banach space. We keep the 'frozen solution' as constant as possible by introducing a set of algebraic constraints (phase conditions) the number of which is given by the dimension of the Lie group. The resulting PDAE (Partial Differential Algebraic Equation) is then solved by combining classical numerical methods, such as restriction to a bounded domain with asymptotic boundary conditions, half-explicit Euler methods in time and finite differences in space. We provide applications to reaction diffusion systems that have traveling wave or spiral solutions in one and two space dimensions.
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1 Introduction

We consider the numerical solution of general evolution equations

$$u_t = F(u), \ u(0) = u_0,$$

that are equivariant under the action of a finite-dimensional, not necessarily compact Lie group. Equation (1.1) is considered on a Banach space $X$ where the mapping $F$ has a dense domain.
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Equivariance means that we have a finite dimensional Lie group $G$ which acts on $X$ via a representation $a : G \to GL(X)$ such that $F$ is equivariant in the sense $F(a(\gamma)v) = a(\gamma)F(v)$ for all $\gamma \in G$ and for all $v$ in the domain of $F$.

The main application we have in mind are reaction-diffusion systems on unbounded domains $\Omega \subset \mathbb{R}^d$ such as the semilinear system

$$u_t = \Delta u + f(u), \quad x \in \Omega, \quad u(0) = u_0, \quad (1.2)$$

where $u(x,t) \in \mathbb{R}^m$ and $f : \mathbb{R}^m \to \mathbb{R}^m$ is sufficiently smooth. If the domain $\Omega$ is invariant under the action of a Lie Group $G \subset GL(\mathbb{R}^d)$ then this induces an equivariance of (1.2) via the action

$$[a(\gamma)v](x) = v(\gamma x), \quad x \in \Omega$$

where $v$ is in some suitable function space. In case $\Omega = \mathbb{R}^d$ equivariance holds with respect to the Euclidean group $G = SE(d)$. Further symmetries may be induced by special equivariance properties of the linear and nonlinear part in (1.2).

Up to now there is a well developed bifurcation theory for equivariant dynamical systems that covers the infinite dimensional case of PDE’s and certain aspects of noncompact Lie groups, see the monographs [11],[5]. In particular, we refer to [12], [22] and the remarkable series of papers [9],[24],[25],[10]. One of the underlying ideas in the latter papers is to transform the flow of (1.1) into so called skew product form. One part is orthogonal to the group orbit (of the initial value) and the other part acts within the group orbit and depends on the position in the orthogonal direction, compare [9]. Combining this decomposition with center manifold reductions (see [24],[25]) leads to a powerful tool for studying equivariant bifurcations in PDE’s. In this way, various bifurcations of spiral waves, observed and interpreted in [1],[2], could be put into a mathematically rigorous framework.

In this paper we propose a numerical method for solving the initial value problem that makes use of the equivariance by extending the system (1.1) rather than reducing it as in bifurcation analysis. More precisely, we write the solution $u(t)$ of (1.1) as

$$u(t) = a(\gamma(t))v(t), \quad (1.3)$$

where $\gamma(t) \in G$ and $v(t) \in X$ are to be determined. The extra degrees of freedom $\gamma(t)$ are compensated for by phase conditions

$$\psi(v, \gamma) = 0, \quad (1.4)$$

the number of which is given by the dimension of the Lie group. The resulting system for $(v(t), \gamma(t))$ (see equation (2.18)) is an abstract differential algebraic equation which will be set up and analyzed in some detail in section 2. The choice of phase condition is crucial for our approach since it determines the parametrization of the $v$-orbits. In section 2.3 we discuss several choices for the function $\psi$ in (1.4) that are based on minimization or orthogonality principles. In particular, near relative equilibria of (1.1) (i.e. solutions of the form $u(t) = a(\gamma(t))v$) the phase
condition should force the \( v \)-part of the solution to become stationary. For this reason we will sometimes call \( v(t) \) the \textit{frozen solution} and the transformed system the \textit{frozen system}.

Applications to parabolic systems (1.2) in one and two space dimensions will be discussed in sections 2 and 3. The frozen system in this case turns out to be a PDAE (Partial Differential Algebraic Equation) which will be solved in a straightforward manner by a half-explicit Euler method. For numerical computations one has to restrict the infinite to a finite domain and use appropriate boundary conditions. After this truncation the original and the frozen system are no longer equivalent. For example, when a traveling wave (or a drifting spiral) reaches a finite boundary in the given system it will usually die out, while in the frozen system it is expected to become stationary.

In section 3 we will discuss several two-dimensional systems from the literature (e.g. Barkley's spiral system [1],[2] and the quintic Ginzburg Landau equation [6],[7]) that show rigidly rotating spiral waves. Freezing such waves can be delicate because it depends on the precise choice of phase condition (with or without weighted \( L^2 \)-norms), the type of numerical discretization (rectangular or polar grid) and on the right choice of the underlying group. Note that a related approach to ours was developed in [4] with the intention to use the side constraint in order to fix the tip of a spiral wave.

While there have been quite a few numerical bifurcation methods that employ equivariance under compact and mostly discrete groups (see [13, Ch.8] for a recent survey) it seems that equivariance with respect to general Lie groups has not been systematically used for solving equivariant systems numerically. We expect that, apart from the evolution system (1.1), our general approach will also be useful for the numerical bifurcation analysis of relative equilibria and relative periodic orbits.

2 The general approach

2.1 Equivariant evolution equations

In this section we set up the technique of decomposing the solutions of the evolution equation (1.1) in an abstract setting. Simultaneously, we treat two important examples (parabolic systems on the line and in the plane) in a formal way with the details of a proper functional analytic setting given in the subsequent sections. We assume that \((X, ||\cdot||)\) is a Banach space and \(Y\) is a dense subspace on which the operator \( F \) from (1.1) is defined, i.e.

\[
F : \quad Y \subset X \quad u \mapsto X \quad F(u) , \quad \bar{Y} = X .
\]  

(2.1)

Example 2.1 Consider the parabolic system

\[
u_t = Au_{xx} + f(u, u_x) =: F(u), \quad -\infty < x < \infty,
\]

(2.2)
where \(u(x,t) \in \mathbb{R}^m\), \(A\) is a positive definite \(m \times m\) matrix and \(f : \mathbb{R}^{2m} \rightarrow \mathbb{R}^m\) is assumed to be sufficiently smooth. If \(f(0) = 0\) and if \(f\) and its first derivative are globally bounded then (2.1) holds for the choice

\[
Y = H^2(\mathbb{R}, \mathbb{R}^m), \quad X = L^2(\mathbb{R}, \mathbb{R}^m),
\]

Clearly, this excludes solutions that do not decay at \(\pm \infty\) and a more general setting will be discussed in sections 2.4 and 3.

As a second example we mention the semilinear equation

\[
u_t = A\Delta u + f(u) =: F(u), \quad x \in \mathbb{R}^2
\]  

where \(u(x,t)\) and \(A\) are as above and \(f : \mathbb{R}^m \rightarrow \mathbb{R}^m\) satisfies appropriate smoothness and boundedness assumptions (see section 4).

We further assume that a finite dimensional (not necessarily compact) Lie group \((G, \circ)\) is given that acts on \(X\) via a representation in \(GL(X)\), that is we have a homomorphism (cf.\([5, \text{Ch.4.3.1}]\))

\[
a : \gamma \mapsto a(\gamma)
\]

satisfying

\[
a(\mathbb{I}) = I, \quad a(\gamma_1 \circ \gamma_2) = a(\gamma_1)a(\gamma_2).
\]

Here \(\mathbb{I}\) and \(I\) denote the unit elements in \(G\) and \(GL(X)\) respectively.

Our main assumption is that the mapping \(F\) from (2.1) is \textit{equivariant under the action of} \(G\) in the following sense.

\textbf{Hypothesis 2.2} For all \(\gamma \in G\)

\[
a(\gamma)(Y) \subset Y,
\]

\[
F(a(\gamma)u) = a(\gamma)F(u) \quad \forall u \in Y.
\]

In the last equation we restricted the equivariance condition to the dense subspace \(Y\) and (2.7) was included to ensure that \(a(\gamma)\) maps the domain of \(F\) into itself.

\textbf{Example 2.3} In example 2.1 we have the additive group \((G, \circ) = (\mathbb{R}, +)\) and \(a(\gamma)\) is defined by the shift

\[
[a(\gamma)u](x) := u(x - \gamma), \quad x \in \mathbb{R}, \gamma \in G.
\]

With the spaces from (2.3) equations (2.7) and (2.8) are satisfied.

In case (2.4) we take the two dimensional Euclidean group (see \([5, 24, 25, 9]\))

\[
G = SE(2) = S^1 \ltimes \mathbb{R},
\]
where the semi-direct product \( S^1 \ltimes \mathbb{R} \) is defined topologically by the direct product
\[
\gamma = (\theta, b) \in S^1 \times \mathbb{R}^2
\]
and the group operation is given by
\[
\gamma_1 \circ \gamma_2 = (\theta_1, b_1) \circ (\theta_2, b_2) = (\theta_1 + \theta_2, b_1 + \varrho_\theta b_2).
\] (2.10)
Here the unit element is \( \mathbb{1} = (0, 0) \) and we write rotations in \( \mathbb{R}^2 \) as
\[
\varrho_\theta = \begin{pmatrix}
\cos(\theta) & -\sin(\theta) \\
\sin(\theta) & \cos(\theta)
\end{pmatrix}.
\] (2.11)
The action on functions is given by (see [5],[25],[9])
\[
[a(\gamma)u](x) := u(\varrho_\theta x - b), \quad x \in \mathbb{R}^2.
\] (2.12)
One easily verifies the property (2.6) and the equivariance condition (2.8) with the help of the Euclidean equivariance of the Laplacian
\[
\Delta_x [u(\varrho_\theta x)] = \Delta u(\varrho_\theta x), \quad \Delta_x [u(x - b)] = \Delta u(x - b).
\]

2.2 Separating the group motion

A well known problem in the infinite dimensional setting is differentiability of the group action (see [24],[25], [9] for a detailed discussion). Neither can we expect the mapping \( a \) to be differentiable from \( G \) into \( GL(X) \) nor can we assume that the mapping \( \gamma \mapsto a(\gamma)u \) is differentiable for any fixed \( u \in X \). Our assumption is

**Hypothesis 2.4** For any \( v \in X \) the mapping
\[
a(\cdot)v : \quad G \quad \mapsto \quad X
\]
\[
\gamma \quad \mapsto \quad a(\gamma)v
\] (2.13)
is continuous and for any \( v \in Y \) it is continuously differentiable with derivative
\[
a_\gamma(\cdot)v : \quad T_\gamma G \quad \mapsto \quad X
\]
\[
\lambda \quad \mapsto \quad [a_\gamma(\cdot)v] \lambda.
\] (2.14)
We use \( A_\gamma = T_\gamma G \) to denote the tangent space of \( G \) at \( \gamma \). Note that \( A := A_\mathbb{1} \) is the Lie algebra associated with \( G \) which has the same dimension as \( G \). A general principle of constructing spaces that satisfy Hypothesis 2.4 will be discussed in section 2.4.

For the example 2.3 continuity is satisfied for \( v \in L^2(\mathbb{R}, \mathbb{R}^m) \) and continuous differentiability holds for functions \( v \in H^1(\mathbb{R}, \mathbb{R}^m) \supset Y = H^2(\mathbb{R}, \mathbb{R}^m) \) with
\[
[a_\gamma(\cdot)v] \lambda = -\nu_v(\cdot - \gamma)\lambda.
\] (2.15)
Consider a solution \( u(t) \) of (1.1) and a function \( \gamma \in C^1(\mathbb{R}, G), \gamma(0) = \mathbf{1} \) and define \( v(t) \) via (see Figure 2.1)

\[
\begin{align*}
\gamma(t) &= a(\gamma(t))v(t).
\end{align*}
\]

(2.16)

\[
\begin{align*}
O(u_0) &= \{a(\gamma)u_0 : \gamma \in G\}
\end{align*}
\]

Figure 2.1: Splitting off the group dynamics by extension

Then by differentiating formally and using the equivariance condition we obtain

\[
\begin{align*}
u_t &= [a_\gamma(\gamma)v]_{\gamma t} + a(\gamma)v_t = F(u) = F(a(\gamma)v) = a(\gamma)F(v).
\end{align*}
\]

(2.17)

Applying \( a(\gamma^{-1}) = a(\gamma)^{-1} \) to both sides we end up with the equation for the ‘frozen solution’ \( v(t) \)

\[
\begin{align*}
v_t &= F(v) - a(\gamma^{-1})a_\gamma(\gamma)v_{\gamma t}, \quad v(0) = u_0.
\end{align*}
\]

(2.18)

In order to make the equivalence of (1.1) and (2.18) rigorous we use a working definition for solutions which shares at least some properties of strong solutions for evolution equations with \( C^0 \) semigroups (see [16],[24],[25],[9] for the standard solution concept in fractional order spaces when \( F = A + f \) with a sectorial operator \( A \)).

**Definition 2.5** A function \( u \in C([0, T), X) \cap C^1([0, T), X) \) is called a solution of the initial value problem (1.1) on \([0, T)\) if \( u(0) = u_0, u(t) \in Y \) for \( 0 < t < T \) and if the differential equation holds in the open interval \((0, T)\).

With this notion we obtain the following Theorem.

**Theorem 2.6** Suppose that the Hypotheses 2.2 and 2.4 hold and let \( \gamma \in C^1([0, T), G) \) satisfy \( \gamma(0) = \mathbf{1} \). Then \( u \) is a solution of (1.1) if and only if \( v \), given by (2.16), is a solution of (2.18).

**Proof.** We may write (2.16) equivalently as \( v(t) = a(\gamma(t)^{-1})u(t) \) where \( \gamma^{-1} \in C^1([0, T), G) \) and \( \gamma^{-1}(0) = \mathbf{1} \). Therefore, it is sufficient to show that \( u(t) \) inherits the smoothness from \( v(t) \) and that the first equality in (2.17) holds. As in semigroup theory one concludes from Hypothesis 2.4
and the uniform boundedness principle that the operator norms $|a(\gamma)|$ are uniformly bounded when $\gamma$ varies in a compact set. This implies continuity of the map $(\gamma, u) \mapsto a(\gamma)u$ on $G \times X$ and thus continuity of $u(t)$ for $t \in [0, T)$. Differentiability in $(0, T)$ and the desired formula follow from Hypothesis 2.4 by a careful look at the standard proof of chain and product rule:

$$u(t + h) - u(t) = a(\gamma(t + h))(v(t + h) - v(t) - v_t(t)h) + a(\gamma(t))v_t(t)h + (a(\gamma(t + h)) - a(\gamma(t)))v_t(t)h + a(\gamma(t))v_t(t) = a(\gamma(t))v_t(t) + [a_{\gamma}(\gamma(t))v(t)]\gamma_t(t)h + o(h).$$

\[\blacksquare\]

In (2.18) the path $\gamma(t)$ in the group is still arbitrary. We fix these degrees of freedom by so-called 'phase conditions' the number of which equals the dimension of the group. We assume that we are given a map

$$\psi : X \times G \mapsto \mathcal{A}^*,$$

that satisfies the consistency relation $\psi(u_0, 1) = 0$. In (2.19) we use $\mathcal{A}^*$ to denote the dual of the Lie algebra $\mathcal{A}$. Further introducing the variable $\lambda = \gamma_t$ we finally arrive at the following PDAE (Partial Differential Algebraic Equation) for the variables $\gamma \in G, \lambda \in T_\gamma G, v \in Y$

$$v_t = F(v) - a(\gamma^{-1})a_{\gamma}(\gamma)v\lambda, \quad v(0) = u_0$$

$$\gamma_t = \lambda, \quad \gamma(0) = 1$$

$$0 = \psi(v, \gamma)$$

(2.20) (2.21) (2.22)

In general (2.20) is a PDE, (2.21) an ODE system on a manifold and (2.22) is an algebraic constraint. In our example (2.2), (2.3) the PDAE reads

$$v_t = Av_{xx} + f(v, v_x) + v_x\lambda, \quad v(0) = u_0$$

$$\gamma_t = \lambda, \quad \gamma(0) = 0$$

$$0 = \psi(v, \gamma).$$

(2.23) (2.24) (2.25)

**Remark 2.7** Decomposing the solution as in (2.16) is also the underlying idea in the center manifold reduction in [24],[25],[9] as well as in the slice theorem, see [5, Ch.6]. However, rather than using it to derive a reduced system which contains global terms from elimination, we set up an extended system that keeps most of the structure of the original problem. This will be better suited for numerical methods.

For a solution $(v, \gamma, \lambda)$ of (2.20)-(2.22) we require in addition to Definition 2.5 that $\gamma \in C^1([0, T), G)$ and that equations (2.21) and (2.22) hold. For the phase condition we use the following

**Hypothesis 2.8** $\psi \in C^1(X \times G, \mathcal{A}^*), \psi(u_0, 1) = 0$ and the linear map

$$\psi_{\gamma}(u_0, 1) - \psi_v(u_0, 1)a_{\gamma}(1)u_0 : \mathcal{A} \mapsto \mathcal{A}^*$$

is nonsingular.
The first part of the following theorem is an immediate consequence of Theorem 2.6.

**Theorem 2.9** If \((v, \gamma, \lambda)\) is a solution of (2.20)-(2.22) on \([0, T)\) then \(u(t) = a(\gamma(t))v(t)\) solves (1.1). Conversely, assume that \(u(t)\) solves (1.1) on some interval \([0, T)\) and that \(\psi\) satisfies Hypothesis 2.8. Then there exists an interval \([0, \tau) \subset [0, T)\) and a function \(\gamma \in C^1([0, \tau), G)\) such that 
\[ (v = a(\gamma^{-1})u, \gamma = \gamma_t) \]  
is a solution of (2.20)-(2.22) on \([0, \tau)\).

**Proof.** For the second part apply the implicit function theorem to the equation
\[ \varphi(\gamma, t) := \psi(a(\gamma^{-1})u(t), \gamma) = 0. \]
Note that \(\varphi(1, 0) = 0\) and that \(\varphi_\gamma(1, 0) = \psi_\gamma(u_0, 1) - \psi_v(u_0, 1)a_\gamma(1)u_0\) is invertible by Hypothesis 2.8. ■

### 2.3 Phase conditions

Let us assume that we have an inner product \(\langle \cdot, \cdot \rangle\) on \(X\) that is continuous with respect to the given norm \(\| \cdot \|\), i.e. \(\|u\| = \sqrt{\langle u, u \rangle} \leq C\|u\|\). In the example (2.3), the two norms are identical and \(X\) is a Hilbert space, but we do not assume this is general. In later applications we will use weighted and locally uniform norms for which the two norms differ.

One way to set up a phase condition is to minimize the distance of the frozen solution \(v\) from the orbit of the starting value \(O(u_0) = \{a(\gamma)u_0 : \gamma \in G\}\) i.e. minimize \(e_1(\gamma) = |a(\gamma)u_0 - v|^2\). If we require \(u_0\) to be the point on the orbit that is closest to \(v\) we obtain from Hypothesis 2.4 the necessary condition
\[ \psi_1(v, \gamma)\mu := \langle a_\gamma(1)u_0\mu, u_0 - v \rangle = 0 \quad \forall \mu \in \mathcal{A}. \quad (2.26) \]

Similarly, we may require that \(v\) is the point of minimal distance from \(u_0\) on \(O(v)\), i.e. we minimize \(e_2(\gamma) = |u_0 - a(\gamma)v|^2\). This leads to (see Figure 2.2 for an illustration)
\[ \psi_2(v, \gamma)\mu := \langle a_\gamma(v)\mu, u_0 - v \rangle = 0 \quad \forall \mu \in \mathcal{A}. \quad (2.27) \]

**Proposition 2.10** If the isotropy subgroup (or stabilizer) of \(u_0\), given by
\[ \text{Stab}(u_0) = \{ \gamma \in G : a(\gamma)u_0 = u_0 \} \]
is trivial, then both phase conditions (2.26) and (2.27) satisfy Hypothesis 2.8.

**Proof.** It is well known (see [5, Th.4.3.4]) that
\[ \dim(O(u_0)) = \dim(T_{u_0}O(u_0)) = \dim(G) - \dim(\text{Stab}(u_0)). \]
Let \( d \) be the dimension of \( G \). Then we can choose elements \( g_i \in A, i = 1, \ldots, d \) such that \( S_i = [a_\gamma(\mathbf{1})u_0]g_i \) form a basis of \( T_{u_0}O(u_0) \). By a direct calculation we have for \( \lambda, \mu \in A \)

\[
-\langle \psi_1, v(0, \mathbf{1})a_\gamma(u_0)\rangle \mu = \langle a_\gamma(\mathbf{1})u_0\mu, a_\gamma(\mathbf{1})u_0\lambda \rangle.
\] (2.28)

Therefore, \( \psi_1, v(0, \mathbf{1})a_\gamma(u_0) \) is nonsingular iff the \( d \times d \)-matrix with entries \( \langle S_i, S_j \rangle \) is nonsingular. Clearly this holds if and only if the \( S_i \) are linearly independent. For the second phase condition (2.27) note that we obtain the same expression (2.28).

![Diagram](image)

**Figure 2.2**: Minimizing the distance of \( v \) to \( O(u_0) \) (left) or of \( u_0 \) to \( O(v) \) (right)

**Remark 2.11** If the inner product is \( G \)-invariant then \( e_1(\gamma) = e_2(\gamma^{-1}) \) and the two minimization problems are equivalent. Moreover, the two necessary conditions (2.26) and (2.27) are identical, since we have \( \langle a_\gamma(\mathbf{1})v, v \rangle = 0 \) for \( v \in Y \). The last equation follows by differentiating \( \langle a(\gamma)v, a(\gamma)v \rangle = \langle v, v \rangle \) at \( \gamma = \mathbf{1} \).

In equivariant bifurcation theory interesting phenomena arise when the isotropy group of some relative equilibrium is nontrivial, see [9],[5]. For an initial value problem with some ’generic’ \( u_0 \), however, it seems reasonable to assume a trivial isotropy subgroup.

The remark applies to the parabolic system (2.23)-(2.25) with spaces (2.3). In this case the phase conditions (2.26) and (2.27) yield the integral constraint

\[
0 = \psi(v) = \int_{-\infty}^{\infty} u_0^T T_{u_0}(u_0 - v) dx = -\int_{-\infty}^{\infty} u_0^T u_0, x v dx
\] (2.29)

Hypothesis 2.8 requires the map \( \lambda \rightarrow \lambda \int_{-\infty}^{\infty} u_0^T u_0, x v dx \) to be nonsingular which is satisfied if \( u_0 \) is nonconstant.

The phase conditions developed so far depend on the initial value \( u_0 \) and seem to be useful only for short times, see Theorem 2.9. During numerical computations one could update the phase condition by using \( v(t_1), v(t_2), \ldots \) at later times instead of \( u_0 \).

A condition that is applicable in a more global sense is to minimize the temporal change of \( v \), i.e.

\[
|v_t|^2 = |F(v) - a(\gamma^{-1})a_\gamma(\gamma)v \lambda|^2.
\] (2.30)

This is a \( d \)-dimensional least squares problem in \( \lambda \in A_\gamma \). We introduce the operators

\[
S(\gamma, v) = a(\gamma^{-1})a_\gamma(\gamma)v : A_\gamma \rightarrow X
\] (2.31)
and \( S^*(\gamma, v) : X \mapsto \mathcal{A}^*_\gamma \) by
\[
[S^*(\gamma, v)u]_\lambda = \langle S(\gamma, v)\lambda, u \rangle \quad \text{for } \lambda \in \mathcal{A}_\gamma.
\]
(2.32)

If the stabilizer of \( a(\gamma)v \) is trivial then \( S(\gamma, v) \) is one to one and \( S^*S(\gamma, v) \in L(\mathcal{A}_\gamma, \mathcal{A}^*_\gamma) \) is nonsingular. Therefore, (2.30) has a unique minimizer given by the solution of the linear \( d \times d \) system
\[
\psi_{\text{min}}(v, \gamma, \lambda) := (S^*S(\gamma, v)\lambda - S^*(\gamma, v)F(v)) = 0.
\]
(2.33)

Note that in contrast to (2.25) this phase condition depends also on the derivative \( \gamma_t = \lambda \) so that Theorem 2.9 does not apply. Nevertheless, a given solution \( u(t), t \in [0, T) \) of (1.1) may be written as \( u(t) = a(\gamma(t))v(t) \) with \( v \) satisfying (2.20) and \( (\gamma, \lambda) \) satisfying (2.33) if we determine \( \gamma(t) \) from the following initial value problem on \( G \)
\[
\gamma_t(t) = ([S^*S]^{-1}S^*)[(\gamma, a(\gamma^{-1})u(t))a(\gamma^{-1})F(u(t))], \quad \gamma(0) = 1.
\]
(2.34)

In order to ensure a unique solution of this problem we need more regularity for \( F(u(t)), t \in [0, T) \) than in Theorem 2.9, such that the right hand side of (2.34) is continuous in \( (\gamma, t) \) and locally Lipschitz in \( \gamma \).

More details on the implementation of the phase condition (2.33) will be given in the next sections. The condition turns out to be particularly useful near relative equilibria of (1.1) where we expect \( v_t \) to tend to zero.

A final alternative is to require that at any time instance, \( v_t \) is orthogonal to the group orbit \( \mathcal{O}(u) = \mathcal{O}(a(\gamma)v) \) at \( v \), (see Fig. 2.3).

This leads to the condition
\[
0 = \langle S(1, v)\mu, v_t \rangle \quad \forall \mu \in \mathcal{A}_\gamma.
\]

Using the differential equation (2.20) we rewrite the phase condition as
\[
\psi_{\text{orth}}(v, \gamma, \lambda) = S^*(1, v)S(\gamma, v)\lambda - S^*(1, v)F(v) = 0.
\]
(2.35)
Note that this condition is identical with (2.33) if $a(\gamma^{-1})a_\gamma v$ does not depend on $\gamma$.

For example, it is true for the parabolic system (2.23)-(2.25) (and for most of the examples in sections 3 and 4). Conditions (2.33) and (2.35) both lead to the explicit formula
\[
\langle v_x, v_x \rangle_{L^2} = \langle Av_{xx} + f(v, v_x) \rangle_{L^2} = \langle f(v, v_x) \rangle_{L^2},
\]
which works whenever the function $v$ is nonconstant. Note that the last equality follows from $v \in H^2(\mathbb{R}, \mathbb{R}^m)$ if $A = A^T$.

2.4 Construction of spaces

In [25, Theorem4.5] the authors set up a general principle for constructing spaces that satisfy the differentiability condition in Hypothesis 2.4. In the following proposition we slightly extend their result by constructing a sequence of nested spaces on which the group acts with increasing smoothness. We use the exponential map $\exp : A \mapsto G$, cf. [5, Ch. 4.2].

**Proposition 2.12** Let $(X_0, \| \cdot \|_0)$ be a Banach space and let $a : G \mapsto GL(X_0)$ be a homomorphism. Then
\[ X_1 = \{ u \in X_0 : \| u \|_1 := \sup_{\gamma \in G} \| a(\gamma) u \|_0 < \infty \} \]
is a Banach space w.r.t. the norm $\| \cdot \|_1$ and the operators $a(\gamma)|_{X_1}$ are isometries in $GL(X_1)$. Further, the space
\[ X_2 = \{ u \in X_1 : \gamma \mapsto a(\gamma) u \text{ is continuous in } G \} \]
is a closed subspace of $(X_1, \| \cdot \|_1)$ such that $a(\gamma)|_{X_2} \in GL(X_2)$ acts strongly continuously. Finally,
\[ X_3 = \{ u \in X_2 : \gamma \mapsto a(\gamma) u \text{ is continuously differentiable in } G \} \]
is a dense subspace of $X_2$ and can be written as
\[ X_3 = \bigcap_{\lambda \in \mathcal{A}} D(\lambda), \quad (2.37) \]
where $D(\lambda)$ is the domain of the infinitesimal generator of the $C^0$-semigroup $a(\exp(\lambda t)), t \geq 0$.

**Proof.** If $u_n \in X_1$ is a Cauchy sequence w.r.t. $\| \cdot \|_1$ then $a(\gamma)u_n$ is a Cauchy sequence in $X_0$ for each $\gamma \in G$ and hence converges to some $v(\gamma) \in X_0$. By continuity of $a(\gamma)$ we have $v(\gamma) = a(\gamma)v(1)$ and using the Cauchy property again we obtain $\| u_n - u \|_1 \to 0$ for $u = v(1)$ as well as $u \in X_1$. The isometric property of $a(\gamma)|_{X_1}$ is obvious and the closedness of $X_2$ w.r.t. $\| \cdot \|_1$ is an easy exercise. The main result in [25, Theorem4.5] states that $\bigcap_{\lambda \in \mathcal{A}} D(\lambda)$ is contained in $X_3$ and is a dense subspace of $X_2$. But the opposite inclusion $X_3 \subset \bigcap_{\lambda \in \mathcal{A}} D(\lambda)$ follows from the chain rule applied to $a(\exp(\lambda t))u, u \in X_3$ and this finishes the proof. \[ \square \]
Remark 2.13 Under the assumptions of the proposition we can satisfy Hypothesis 2.4 by taking $X = X_2$ and $Y = X_3$. However, in the applications the right hand side of (1.1) may contain differential operators that require an even smaller (but still dense) domain $Y$.

Example 2.14 For $\gamma \in G = \mathbb{R}^N$ consider the shift (see (2.9))

$$[a(\gamma)u](x) = u(x - \gamma), \quad x \in \mathbb{R}^N.$$ \[
If we take $X_0 = C_b^0(\mathbb{R}^N, \mathbb{R}^m)$ (continuous bounded functions) with $\|\cdot\|_0$ as the sup-norm in Proposition 2.12 then we obtain $X_1 = X_0, \|\cdot\|_1 = \|\cdot\|_0$ and the spaces of uniformly continuous functions $X_2 = C_{unif}^0(\mathbb{R}^N, \mathbb{R}^m), X_3 = C_{unif}^1(\mathbb{R}^N, \mathbb{R}^m)$.

Another choice are locally uniform spaces as proposed in [19], [18]. Take a positive and integrable weight function $\eta \in C^1(\mathbb{R}^N, (0, \infty)) \cap L^1(\mathbb{R}^N)$ that satisfies $|\nabla \eta(x)| \leq C \eta(x), \forall x \in \mathbb{R}^N$.

For $p \geq 1$ consider the weighted $L^p$ space

$$X_0 = L^p_\eta(\mathbb{R}^N) = \{u \in L_{loc}(\mathbb{R}^N, \mathbb{R}^m) : \|u\|_{L^p_\eta} < \infty\},$$ \[
$$\|u\|_{L^p_\eta} = \left(\int_{\mathbb{R}^N} \eta(x)|u(x)|^p dx\right)^{\frac{1}{p}}. \quad (2.39)$$ \[
From the estimate $\eta(x + \gamma) \leq e^{C|\gamma|}\eta(x)$ one finds that $a(\gamma) : X_0 \mapsto X_0$ is a bounded operator with bound $e^{C|\gamma|}$.

The construction in Proposition 2.12 then yields the locally uniform spaces (using the notation from [19],[18])

$$X_0 \supset X_1 = \tilde{L}^p_{ul}(\mathbb{R}^N) \supset X_2 = L^p_{ul}(\mathbb{R}^N).$$ \[
Here the norm $\|u\|_{L^p_{ul}} = \sup_{\gamma \in \mathbb{R}^N} \|u(\cdot - \gamma)\|_{L^p_\eta}$ in $X_1$ is stronger than $\|\cdot\|_0$ and all inclusions are strict. Finally, the intersection of the domains of the infinitesimal generators $\frac{\partial}{\partial x_j}, j = 1, \ldots, N$ leads to the weighted Sobolev space

$$X_3 = W^{1,p}_{ul}(\mathbb{R}^N) = \{u \in L^p_{ul}(\mathbb{R}^N) : \frac{\partial u}{\partial x_j} \in L^p_{ul}(\mathbb{R}^N), j = 1, \ldots, N\}. \quad (2.41)$$ \[
3 Waves in one space dimension

3.1 Relative equilibria

Following [9],[5] we define relative equilibria as solutions that stay in the group orbit of the initial value (see also [9] and [24] for the further notions of a relative periodic orbit and meandering solutions).

Definition 3.1 A solution $u(t), t \in [0, T)$ of equation (1.1) is called a relative equilibrium if there exist $v \in Y, \gamma \in C^1([0, T), G)$ such that $\gamma(0) = 1$ and

$$u(t) = a(\gamma(t))v, \quad 0 \leq t < T.$$ \[
(3.1)
In view of (2.20),(2.21) this implies the following equations

\[ 0 = F(v) - S(v, \gamma(t))\lambda(t), \text{ where } S(v, \gamma)\lambda = a(\gamma^{-1}) a(\gamma)v\lambda \]  
\[ \gamma(t) = \lambda(t), \quad \gamma(0) = 1. \]  

In the applications we will frequently have relative equilibria for which the operator \( S(\cdot, \gamma(t))\lambda(t) : Y \mapsto X \) is independent of \( t \).

For example, a traveling wave

\[ [u(t)](x) = v(x - \lambda t), \quad \gamma(t) = \lambda t \]  

is an equilibrium of the system (2.23) with constant \( \lambda \) and a relative equilibrium of (2.2) (take any of the spaces from Example 2.14). Conversely, if \( u(t) = a(\gamma(t))v \) is a relative equilibrium of (2.2), then with \( \lambda = \gamma(t) \) we have

\[ 0 = Av_{xx} + f(v, v_x) + v_x\lambda(t). \]

Taking the inner product with \( v_x \) and assuming that \( v \) is nonconstant we conclude that \( \lambda(t) \) is in fact time independent. Hence, traveling waves are the only nontrivial relative equilibria of (2.2).

As a second example consider the complex valued system

\[ u_t = Au_{xx} + f(u, u_x), \quad x \in \mathbb{R}, \quad u(x, t) \in \mathbb{C}^m, \]  

where \( f : \mathbb{C}^2 \mapsto \mathbb{C}^m \) is assumed to be equivariant with respect to phase factors

\[ f(e^{i\theta} u, e^{i\theta} v) = e^{i\theta} f(u, v), \quad \theta \in S^1 = \mathbb{R}/2\pi \mathbb{Z}. \]

Well known special cases are equations of Ginzburg-Landau type

\[ f(u, v) = au + bu|u|^2 + cu|u|^4, \quad u \in \mathbb{C}, \quad a, b, c \in \mathbb{C}. \]

In this case the Lie group is \( G = S^1 \times \mathbb{R} \) with

\[ (\theta_1, \tau_1) \circ (\theta_2, \tau_2) = (\theta_1 + \theta_2, \tau_1 + \tau_2) \]

and the action is given by

\[ [a(\theta, \tau)v](x) = e^{-i\theta}v(x - \gamma). \]

The system (2.20),(2.21) now reads

\[ v_t = Av_{xx} + f(v, v_x) + iv\lambda_1 + v_x\lambda_2, \quad v(0) = u_0, \]  
\[ \theta_t = \lambda_1, \quad \tau_t = \lambda_2 \]
\[ \theta(0) = 0, \quad \tau(0) = 0. \]

The phase condition (2.26) has the form

\[ \psi_1(v, \theta, \tau) = (iu_0, v - u_0), \quad \theta_0, \tau_0) = (0, 0). \]
where $\langle \cdot, \cdot \rangle$ is the inner product in the real system of doubled dimension, i.e.

$$
\langle u + iv, w + iz \rangle_{L^2} = \int_{\mathbb{R}} u^T w + v^T z \, dx.
$$

(3.13)

Hypothesis 2.8 is satisfied if the functions $iu_0$ and $u_{0x}$ are linearly independent over $\mathbb{R}$. Relative equilibria of (3.5) are rotating waves

$$
u(x, t) = e^{-i\lambda t} v(x - \lambda_2 t), \quad x \in \mathbb{R}, \ t \in \mathbb{R},
$$

(3.14)

where $v$ is in one of the spaces $H^2(\mathbb{R}, \mathbb{C}^m), C^2_{\text{init}}(\mathbb{R}, \mathbb{C}^m)$ or $H^2_{ul}(\mathbb{R}, \mathbb{C}^m) = W^{2,2}_{ul}(\mathbb{R}, \mathbb{C}^m)$, cf. Example 2.14. Similar to the previous example we obtain that these are the only relative equilibria for which $iv$ and $v_x$ are linearly independent.

### 3.2 Numerical computations

For the discretization in time and space we consider a system (2.2) that is equivariant under a Lie group of dimension $d$ and that - with a proper choice of coordinates in $G$ and $TG$ - leads to a PDAE (2.20), (2.21) of the form

$$
u_t = F(v) - S(v)\lambda, \quad S(v)\lambda = \sum_{j=1}^d S_j(v)\lambda_j, \quad v(0) = u_0,
$$

(3.15)

$$
\gamma_t = \lambda, \quad \gamma(0) = 0.
$$

(3.16)

Here $F$ is given by (2.2) and the $S_j$ are linear differential operators of order $\leq 1$ with bounded continuous coefficients

$$
S_j(v) = B_j(x)v_x + C_j(x)v, \quad B_j, C_j \in C^0(\mathbb{R}, \mathbb{R}^{m,m}).
$$

For the phase condition we use the orthogonality constraint (2.35), which in this case is the same as (2.33)

$$
\psi_{\text{orth}}(v, \lambda) = \left( \langle S \nu(v), \sum_{j=1}^d S_j(v)\lambda_j - F(v) \rangle \right)_{1 \leq \nu \leq d} = 0,
$$

(3.17)

where $\langle \cdot, \cdot \rangle$ is the inner product in either $L^2$ or in $L^2_{ul}$.

We choose a step size $\Delta t$ in time and an equidistant spatial grid

$$
J = \{ x_j = j\Delta x : 0 \leq j \leq M \}, \quad \Delta x = \frac{x_+ - x_-}{M},
$$

where $[x_-, x_+]$ is some large interval. At time $t_n = n\Delta t$ we compute the approximations $\gamma^n, \lambda^n \in \mathbb{R}^d$ and $v^n : J \to \mathbb{R}^m$ by a half-explicit Euler method, i.e. a method that is explicit in the state
variable $v^n$ but implicit in the algebraic variable $\lambda^n$ (see [14],[15] for such methods)

\[
\frac{1}{\Delta t}(v^{n+1} - v^n) = F_{\Delta x}(v^n) - S_{\Delta x}(v^n)\lambda^{n+1}, \quad (3.18)
\]

\[
\frac{1}{\Delta t}(\gamma^{n+1} - \gamma^n) = \frac{1}{2}(\lambda^{n+1} + \lambda^n), \quad (3.19)
\]

\[
0 = (\langle S_{\nu,\Delta x}(v^n), \sum_{j=1}^{d} S_{j,\Delta x}(v^n)\lambda_j^{n+1} - F_{\Delta x}(v^n) \rangle)_{1 \leq \nu \leq d}. \quad (3.20)
\]

Here $F_{\Delta x}$ and $S_{\Delta x}$ are standard finite difference approximations

\[
F_{\Delta x}(v) = D_+ D_- v + f(v, D_0 v), \quad S_{j, \Delta x}(v) = B_j D_0 v + C_j v,
\]

where $D_\pm$ denote forward/backward and $D_0 = \frac{1}{2}(D_+ + D_-)$ centered difference quotients. In any time step one first solves the linear $d \times d$ system (3.20) for $\lambda^{n+1}$ and then determines $v^{n+1}, \gamma^{n+1}$ from (3.18),(3.19). Standard stability restrictions such as $\Delta t \leq \frac{1}{2}(\Delta x)^2$ are taken into account.

Equation (3.18) has to be completed by boundary conditions. We choose Neumann and projection boundary conditions.

For traveling waves (more generally relative equilibria) projection boundary conditions are in common use as asymptotic boundary conditions at $x_\pm$ in order to have higher order approximations of wave form and speed (see [3],[23]). We adapt them to the time-dependent case as follows. Assume that the limits $\lim_{x \to \pm \infty} C_j(x) = C_{j, \pm}$ exist and the solution satisfies

\[
\lim_{x \to \pm \infty} v(x, t) = w_\pm, \quad \lim_{x \to \pm \infty} v_x(x, t) = 0, \quad f(w_\pm, 0) - \sum_{j=1}^{d} C_{j, \pm} w_\pm = 0. \quad (3.21)
\]

The idea behind projection b.c. is to control the growing resp. decaying spatial modes obtained by linearizing at $\pm \infty$. We write the conditions in the form

\[
V_{\pm}(v(x_\pm) - w_\pm) + W_\pm v_x(x_\pm) = 0, \quad (3.22)
\]

where $V_\pm, W_\pm \in \mathbb{R}^{m,m}$. These matrices can be obtained by setting $W_\pm = Z_\pm A, V_\pm = -\Lambda_\pm^{-1} Z_\pm C_\pm$ where $\Lambda_+, \Lambda_- \in \mathbb{R}^{m,m}$ have only eigenvalues with real part positive resp. negative and where $Z_\pm \in \mathbb{R}^{m,m}$ form a corresponding invariant subspace of the ‘left quadratic eigenvalue problem’

\[
\Lambda_+^2 Z_+ A + \Lambda_- Z_+ B_+ + Z_- C_+ = 0, \quad (3.23)
\]

\[
B_\pm = D_2 f(w_\pm, 0) + \sum_{j=1}^{d} B_{j, \pm} \lambda_j, \quad C_\pm = D_1 f(w_\pm, 0) + \sum_{j=1}^{d} C_{j, \pm} \lambda_j. \quad (3.24)
\]

In the $n$-th time step one has to set $\lambda = \lambda^n$ in (3.24) and so the projection boundary conditions (3.22) depend on time.

3.3 Numerical Examples

In the following we test our method on several well known examples of parabolic systems that show traveling or rotating waves.
3.3.1 Nagumo wave

The Nagumo equation [20], [21]

\[ u_t = u_{xx} + u(1 - u)(u - \alpha), \quad u(x,0) = u_0(x), \quad \alpha \in (0, \frac{1}{2}) \] (3.25)

has an explicit traveling wave solution \( u(x,t) = \bar{v}(x - ct) \) given by

\[ \bar{v}(x) = \frac{1}{1 + \exp(-\frac{x}{\sqrt{2}})}, \quad c = -\sqrt{2} \left( \frac{1}{2} - \alpha \right). \]

For the numerical computations we use parameters \( \alpha = \frac{1}{4}, \ J = [-30,30], \ \Delta x = 0.1, \ \Delta t < \frac{1}{2} \Delta x^2 \)

and Neumann boundary conditions.

In Figure 3.1 we compare the time evolution of a piecewise linear initial profile for the unmodified equation with its frozen counterpart computed from (3.18)-(3.20). The frozen profile stabilizes after short time and the parameter \( \lambda(t) \) converges to a fixed value \( \lambda_\infty = -0.353555 \), which is in good agreement with the velocity of the exact solution on \( \mathbb{R} \). In contrast to this, the solution of the original equation becomes constant when the wave reaches the left boundary. The reason is, of course, that the constants 0, 1 and \( \alpha \) are the only solutions of the stationary boundary value problem on the finite interval. While the evolution problems (3.25) and (3.15),(3.16)
are equivalent on the whole real line (compare Theorem 2.6) they become different when truncated to a finite interval. In Figure 3.2 we compare two frozen equations with different boundary conditions (Neumann and asymptotic) on a rather short interval $J = [-4, 4]$. While asymptotic boundary conditions still admit a stationary profile close to the original wave, Neumann b.c. allow only constant stationary profiles as solutions of the corresponding frozen equation in the limit $t \to \infty$.

![Figure 3.2: Frozen Nagumo wave on $J = [-4, 4]$](image)

(a): Neumann b.c.  
(b): Asymptotic b.c.

Figure 3.3: Frozen Nagumo wave on $J = [-8, 8]$, Neumann boundary conditions

On the larger interval $J = [-8, 8]$ Neumann b.c. are acceptable again, see Figure 3.3. The
solutions for both boundary conditions differ by an amount of the order $10^{-3}$ which cannot be seen in the scale of Figure 3.3 (a). Therefore, we show in Figure 3.3 (b) the difference in $\lambda$ as a function of time. Summarizing, the pictures demonstrate that the advantages of projection b.c. for the computation of stationary profiles carry over to the time-dependent case.

### 3.3.2 FitzHugh-Nagumo wave

A well-known two-component system with traveling wave solutions is given by the FitzHugh-Nagumo equations [20], [21]

\[
V_t = \Delta V + V - \frac{1}{3}V^3 - R, \\
R_t = \phi(V + a - bR)
\]

with parameters $a = 0.7$, $b = 0.8$, $\phi = 0.08$. As in the Nagumo case, the equation is equivariant with respect to translation. The numerical parameters are $J = [0, 130]$, $\Delta x = 0.5$ and $\Delta t = 0.01$ with Neumann boundary conditions.

![Figure 3.4: FHN, traveling wave](image)

In Figure 3.4 the time evolution of the $V$-component of a given initial profile ($R$ has been set initially to the stationary value $\bar{R} = -0.62426$) is shown. The initial hump splits into two traveling components and after some time only the left moving pulse exists and leaves the computational window. Figure 3.5 shows the solution of the frozen equation starting from the same profile. As before the initial profile splits into a left and a right traveling pulse. When the right moving solution has left $J$, the remaining pulse stabilizes and takes the shape of the well known stable pulse (see [20]). The parameter $\lambda(t)$ converges after a transition phase to
\( \lambda_\infty = -0.816848 \). As we see in this example, our method can only freeze one wave at a time. Which one is selected, depends on the type of phase condition used.

In Figure 3.5 (a) the adaptive phase condition (3.17) is used and the left moving pulse is frozen. If we use the fixed phase condition (3.12) as shown in Figure 3.5 (b) the right moving pulse stabilizes at the position of the initial hump.

\[ \lambda \]

Figure 3.5: FHN, frozen wave
3.3.3 The complex Ginzburg-Landau equation

We consider a special normalization of the complex Ginzburg-Landau equation discussed in [18]

\[ u_t = (1 + i\alpha)(u_{xx} - (1 + i\omega)^2 u + (1 + i\omega)(2 + i\omega)|u|^2 u), \quad u = u_1 + iu_2. \tag{3.26} \]

Here \( \alpha \) and \( \omega \) are real parameters. As described in section 3.1 this equation is equivariant under the action of the symmetry group \( G = S^1 \times \mathbb{R} \). One finds rotating wave solutions of the form \( u(x,t) = e^{i\phi t}u_0 \) with an \( x \) independent profile \( u_0 \). Inserting this ansatz into (3.26) one obtains for the absolute value of the solution \( u_0 \) and for the angular velocity \( \phi \) the formulas

\[
|u_0|^2 = \frac{\omega^2 + 2\alpha\omega - 1}{\omega^2 + 3\alpha\omega - 2}, \quad \phi = (\alpha(2 - \omega^2) + 3\omega)|u_0|^2 + \alpha(\omega^2 - 1) - 2\omega.
\]

For the numerical computations we choose parameters \( \omega = -2, \alpha = \frac{1}{4}, J = [-30,30], \Delta x = 0.5, \Delta t = 0.001 \) and Neumann boundary conditions. We start from an initial profile which consists of small Gaussian pulses for the components \( u_1 \) and \( u_2 \).

![Image](a): rotating solution

![Image](b): frozen solution

Figure 3.6: Complex Ginzburg-Landau system, rotating vs. frozen solution.

In Figure 3.6 the time evolution of the point \( u(0,t) \) of the solution for the rotating and the frozen system are compared. The frozen solution stabilizes after some time at a fixed value whereas the solution of the original system continues rotating. As shown in Figure 3.7 (a) the parameter \( \lambda_1(t) = \dot{\theta}(t) \) converges to the exact angular velocity \( \phi = 21.25 \) and the translational speed \( \lambda_2(t) = \dot{\tau}(t) \) stays at zero, as expected.
The evolution of the whole profile of the $u_1$ component of the rotating solution is depicted in Figure 3.7 (b). Figure 3.8 demonstrates the advantage of the half-explicit scheme. We compare the discretized analog of the normalized $L^2$ Norm of the solution $\|u(\cdot, t)\|_n = \sqrt{\frac{1}{|\Omega|} \int_{\Omega} \|u(x, t)\|^2 \, dx}$ for the frozen and the rotating system. Since the parameter $\lambda$ is computed implicitly from the phase condition (3.20) the norm $\|u(\cdot, t)\|_n$ converges for the frozen system to the exact value of 2 whereas in the rotating system the this norm is overestimated due to the use of the explicit Euler method.

Figure 3.7: Complex Ginzburg-Landau equation.

Figure 3.8: $\|u(\cdot, t)\|_n$ rotating vs. frozen
4 Spiral waves in two dimensions

4.1 The PDAE for Euclidean symmetry

Consider the semilinear parabolic system (2.4), i.e.

\[ u_t = A \Delta u + f(u), \quad x \in \mathbb{R}^2, \quad t \geq 0, \quad u(\cdot, 0) = u_0, \tag{4.1} \]

where \( A \in \mathbb{R}^{m \times m} \) is positive definite and \( f \in C^\infty(\mathbb{R}^m, \mathbb{R}^m) \). The system is equivariant under the action (2.12) of the Euclidean group \( SE(2) \) and satisfies (2.1) with the spaces (see [24],[25])

\[ Y = C^0_\text{unif}(\mathbb{R}^2, \mathbb{R}^m), \quad X = C^0_\text{unif}(\mathbb{R}^2, \mathbb{R}^m). \tag{4.2} \]

It is proved in [19] that this is also true for certain cubic nonlinearities for the uniformly local spaces (compare Example 2.14)

\[ Y = H^2_\text{ul}(\mathbb{R}^2, \mathbb{R}^m), \quad X = L^2_\text{ul}(\mathbb{R}^2, \mathbb{R}^m). \tag{4.3} \]

Formally differentiating the action (2.12) with respect to \( \gamma = (\theta, b) \in S^1 \times \mathbb{R}^2 \) yields the expression

\[ S(v, \theta) :\lambda := a(\gamma^{-1}) [a_{\gamma}(\gamma)v] = -v_x \left[ \varrho_{\pi/2} x \lambda_1 + \varrho_{-\theta} \left( \begin{array}{c} \lambda_2 \\ \lambda_3 \end{array} \right) \right], \tag{4.4} \]

for \( \lambda_1 \in S^1, \lambda_2, \lambda_3 \in \mathbb{R} \).

This formula can be shown rigorously and Hypothesis 2.4 is satisfied if the function \( v \) lies in the space

\[ \tilde{Y} = \{ v \in Y : Pv \in X \}, \]

where

\[ (Pv)(x) = v_x(x) \varrho_{\pi/2} x = -x_2 v_{x_1} + x_1 v_{x_2}. \tag{4.5} \]

Note that this follows from Proposition 2.12 since the domain of \( P \) corresponds to \( D(\lambda_1) \) in (2.37) and since \( Y \) is contained in the domain of the other two infinitesimal generators \( \frac{\partial}{\partial x_1} \) and \( \frac{\partial}{\partial x_2} \).

The system (2.20) is of the form

\[ v_t = A \Delta v + f(v) - S(v, \theta) \lambda, \quad v(0) = u_0, \tag{4.6} \]

with \( S(v, \theta) \) defined in (4.4) and equation (2.21) reads

\[ \theta_t = \lambda_1, \quad b_t = \left( \begin{array}{c} \lambda_2 \\ \lambda_3 \end{array} \right), \quad \theta(0) = 0, \quad b(0) = 0. \tag{4.7} \]

In contrast to (3.15) the forcing term on the right hand side of (4.6) depends on the group variable \( \theta \). We can eliminate this dependence by choosing new coordinates \((\theta, \alpha)\) on \( G \) and \( \mu \) on \( \mathcal{A} \) as follows:

\[ \alpha = \varrho_{-\theta} b, \quad \mu_1 = \lambda_1, \quad \left( \begin{array}{c} \mu_2 \\ \mu_3 \end{array} \right) = \varrho_{-\theta} \left( \begin{array}{c} \lambda_2 \\ \lambda_3 \end{array} \right). \]
This transforms (4.6), (4.7) into

\[ v_t = A \Delta v + f(v) - S(v) \mu, \quad v(0) = u_0, \quad S(v) = v \left[ \frac{\partial \pi}{2} x \mu_1 + \left( \begin{array}{c} \mu_2 \\ \mu_3 \end{array} \right) \right], \]  

(4.8)

\[ \theta_t = \mu_1, \quad \alpha_t = \mu_1 \frac{\partial \pi}{2} \alpha + \left( \begin{array}{c} \mu_2 \\ \mu_3 \end{array} \right), \quad \theta(0) = 0, \quad \alpha(0) = 0. \]  

(4.9)

Note that the second equation in (4.9) is no longer trivial, but describes, in case of constant \( \mu \), a rotation on a circle of radius \( |\mu_1| \) about the center \( \frac{1}{\mu_1} \left( -\frac{\mu_3}{\mu_2} \right) \). In this version the two phase conditions (2.33) and (2.35) coincide.

Both systems (4.6) and (4.8) introduce a convection term \( P v \) which becomes large on large domains. The numerical discretization will take this into account, see section 4.2 below.

We write system (4.6) in polar coordinates which are particularly well suited for spiral waves. With \( w(r, \phi) = v(r \cos \phi, r \sin \phi) \) we obtain

\[ w_t = A \Delta_{r, \phi} w + f(w) + \lambda_1 w_\phi + \left( w_r + \frac{1}{r} w_\phi \right) \theta - \theta \phi - \theta \left( \begin{array}{c} \lambda_2 \\ \lambda_3 \end{array} \right) \]  

(4.10)

with the Laplacian \( \Delta_{r, \phi} w = w_{rr} + \frac{1}{r} w_r + \frac{1}{r^2} w_{\phi\phi} \). In the numerical experiments below we use a rectangular grid for (4.10) which corresponds to a polar grid for the original equation (4.6). The numerical experiments show that the influence of the geometry of the domain is much stronger for the frozen system. Using a cartesian grid on a rectangular domain shows strong negative effects of the boundary. In particular, we were not able to freeze non localized spirals in this situation.

An appropriate inner product that is continuous with respect to the topology of the space \( X \) in both cases (4.2), (4.3) (compare section 2.3) is

\[ \langle u, v \rangle = \int_{\mathbb{R}^2} u(x)^T v(x) \eta(x) dx, \]  

(4.11)

where the weight function satisfies (see Example 2.14)

\[ \eta \in C^1(\mathbb{R}^2, (0, \infty)) \cap L^1(\mathbb{R}^2), \quad |\nabla \eta(x)| \leq C \eta(x), \quad x \in \mathbb{R}^2. \]  

(4.12)

In some numerical examples below the choice of inner product actually makes a difference because it enters into the phase condition.

4.2 Numerical method

We consider the polar system (4.10) on a rectangle \([0, R] \times [0, 2\pi]\) and use periodic boundary conditions in the \( \phi \)-direction and Neumann boundary conditions \( v_r = 0 \) at \( r = R \). So far we have not yet set up appropriate projection boundary conditions that generalize the one dimensional case (3.22). These will require to solve a linearized exterior boundary value problem and is
expected to be quite expensive. Note that in [8] a simple type of mixed boundary conditions is proposed in order to create spiral solutions for a scalar equation.

For the discretization we choose a rectangular grid on \([0, R] \times [0, 2\pi]\) with step-sizes \(\Delta r\) and \(\Delta \varphi\). Second order derivatives \(v_{rr}\) and \(v_{\varphi\varphi}\) are replaced by centered difference quotients; at the origin we use the standard cartesian five-point formula.

As mentioned above, the coefficients of first order derivatives may be large and hence are approximated by an upwind-downwind scheme. More precisely, the contributions to first order derivatives are assembled as \(b_1(r, \varphi) w_r\) resp. \(b_2(r, \varphi) w_\varphi\) and approximated by

\[
b_j(r, \varphi) D_\pm w = b_j(r, \varphi) (\chi D_\pm w + (1 - \chi) D_\mp w), \quad j = 1, 2.
\]

The symbols \(D_+, D_-\) denote forward and backward difference quotients in the \(r\) or \(\varphi\) direction and the switching function \(\chi\) is defined by

\[
\chi = \chi(r, \varphi) = (1 + \exp(-\beta b_j(r, \varphi)))^{-1}, \quad \beta = 10.
\]

Discretizing the convective terms in this way is essential in all examples below.

Time is again discretized by a half-explicit Euler method as in (3.18)-(3.20) with \(S_{\Delta x}(v^n)\lambda^{n+1}\) replaced by the corresponding discretization of the forcing terms in (4.10). Stability restrictions caused by the use of the half-explicit method

\[
\Delta t \leq C \min\{(\Delta r)^2, (\Delta \varphi)^2\}
\]

are taken into account. Finally, integrals are replaced by trapezoidal sums.

### 4.3 Examples

The following computations are done with a version of Barkley’s code ezspiral [1] that has been adapted to the discretization described in the previous section. In all examples we used the phase condition \(\psi_{\text{min}}\) from (2.33) which minimizes the temporal change of \(v\). In fact, the numerical values showed no substantial difference between \(\psi_{\text{min}}\) and the phase condition \(\psi_{\text{orth}}\) from (2.35) which guarantees orthogonality of time and group orbit.

#### 4.3.1 \(\lambda - \omega\)-system

Our first example is a \(\lambda - \omega\) system of the following form [17]

\[
u_t = \Delta u + (\lambda(|u|) + i\omega(|u|))u 
\]

(4.13)

where \(\lambda\) and \(\omega\) are functions of \(|u|\). We take \(\lambda(|u|) = 1 - |u|^2\), \(\omega(|u|) = -|u|^2\) for which rigidly rotating waves are known to exist [17]. As shown in section 4.1 equation (4.13) is equivariant with respect to the action of the group \(SE(2)\) defined in (2.12). We solve the frozen system (4.10),(4.7) together with the phase condition defined by \(\psi_{\text{min}}\). The numerical parameters are \(R = 50, 24\).
\[\Delta r = 0.5, \Delta \varphi = \frac{\pi}{40}, \Delta t = 1.5421 \cdot 10^{-4}\]. Starting from the initial function \(u_0(x, y) = \frac{x}{R} + i \frac{y}{R}\) a counter-clockwise rotating spiral develops. In Figure 4.1 (a) a gray scale plot of a snapshot of the real part of the spiral solution is shown at a fixed time instance. The gray scale indicates the value of \(u\) which ranges from 0 (light) to 1 (dark). In Figure 4.1 (b) the time evolution of a slice along the \(x\)-axis of the spiral is depicted for the rotating wave.

\[\lambda - \omega\)-system, rotating spiral\]

Figure 4.1: \(\lambda - \omega\)-system, rotating spiral

Figure 4.2 shows the corresponding plot for the frozen spiral with different weights in the scalar product of the phase condition. In Figure 4.2 (b) we use the standard \(L^2\) product whereas in Figure 4.2 (a) the weight in (4.11) is \(\eta(x) = e^{-0.5|x|}\). For the weighted \(L^2\) condition one observes that the spiral stabilizes faster whereas an oscillatory motion of the core remains in the non-weighted case.

In Figure 4.3 we compare the solutions for the system (4.6),(4.7) and the reparametrized system (4.8),(4.9). In both cases we use \(\psi_{\min}\) for the phase condition. While the \(v\)-part is almost identical for both systems the time plot of the group variables \(\lambda\) and \(\mu\) shows a clear difference. The values \(\mu_2, \mu_3\) for the system (4.8),(4.9) rapidly stabilize showing that the center of rotation in (4.9) becomes constant. In contrast, the values \(\lambda_2, \lambda_3\) for (4.6),(4.7) rotate according to \((\lambda_2^2, \lambda_3^2) = \rho \theta (\mu_2^2, \mu_3^2)\). The angular velocities \(\lambda_1\) and \(\mu_1\) are identical.

In our computations the \(\lambda\)-values after one time step jump to a consistent value \(\lambda = \lambda^3\) according to the algebraic condition (3.20). This is the normal behavior for DAE’s and our \(\lambda\)-plots start after this first step.
Figure 4.2: Frozen $\lambda - \omega$-system, time evolution of a slice

(a): $L^2_2$ phase condition  
(b): $L^2$ phase condition

Figure 4.3: Frozen $\lambda - \omega$-system, evolution of parameters

(a): non-transformed system  
(b): transformed system
4.3.2 Quintic Ginzburg-Landau system

The quintic Ginzburg Landau system (QGL) given by

\[ u_t = (\beta + \frac{i}{2})\Delta u - \delta u + (\epsilon + i)|u|^2u - (\mu + iv)|u|^4u \]

has spinning solitons for parameter values \( \beta = \delta = \frac{1}{2}, \epsilon = 2.55, \mu = 1, \nu = 0.1, \) see [6],[7]. The symmetry group is \( G = S^1 \times SE(2) \) with action \( [a(\phi, \theta, b)u](x) = e^{-i\phi}u(e^{-i\theta}(x - b)) \).

We choose the following numerical parameters \( R = 30, \Delta r = 0.25, \Delta \phi = \frac{\pi}{40}, \Delta t = 1.5421 \cdot 10^{-4} \). As in the previous example the spiral solution is shown in Figure 4.4 (a). In contrast to the \( \lambda - \omega \) system the spiral is localized and differs from an Archimedian spiral in the core region. The values of the real and the imaginary part lie between \(-1\) (light) and \(1\) (dark) (see Figure 4.4 (a)). The numerical results turned out to be quite independent of the weight used in the phase condition, probably due to the localization of the spiral wave.

![Spiral solution](image)

(a): Spiral solution  
(b): Evolution of \( \lambda(t) \)

Figure 4.4: Quintic Ginzburg-Landau system.

The time evolution of the parameter \( \lambda \) is displayed in Figure 4.4 (b) where the parameter \( \lambda_4 \) corresponds to an additional rotation of phase. The translational speeds \( \lambda_2 \) and \( \lambda_3 \) both stay at zero and the two rotational speeds \( \lambda_1 \) and \( \lambda_4 \) quickly stabilize at fixed values. In Figure 4.5 we compare the time evolution of the rotating wave with its frozen counterpart.

The influence of the choice of group is illustrated in 4.5 (c). For comparison we use the subgroup \( SE(2) \) for freezing, that is, we restrict the motion to \( \phi = 0 \). In this case the longtime behavior of the two PDAE’s differs substantially (compare Figure 4.5 (b) and (c)). For the smaller group the dynamics converges to a so called spinning soliton ([6]) which is confined to the core region of the rotating spiral solution.
In fact the $\lambda - \omega$ system above also shows equivariance with respect to the larger group $S^1 \times SE(2)$. Repeating the computations with this group leads to a faster stabilization of the spiral wave than in Figure 4.2. However, the differences are not as marked as in the quintic Ginzburg-Landau case.

![Figure 4.5: Time evolution of a slice for the rotating and the frozen spiral for the QGL-system.](image)

(a): Rotating spiral

(b): Frozen spiral, $G = \mathbb{R} \times SE(2)$

(c): Frozen spiral, $G = SE(2)$
For an initial value far away from any relative equilibrium the longtime behavior of the frozen system and the non-frozen system differ even more. To this end we compare in Figure 4.6 the time evolution of both systems started with $u_0(x) = 0.8 \, e^{i\phi} e^{-\frac{|x|+20|^2}{4}}$. This initial function leads to a rotating wave for the non frozen system (see [6]), whereas the frozen system develops a spiral structure of smaller size.

![Rotating wave](image1)

![Frozen wave](image2)

(a): Rotating wave  
(b): Frozen wave

Figure 4.6: Time evolution of a slice for the QGL-system with initial data $u_0$.  
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4.3.3 Barkley’s spiral system

The well known Barkley system [2] is given by

\[ u_t = \Delta u + \frac{1}{\epsilon} u(1 - u)(u - \frac{v + b}{a}) \]

\[ v_t = u - v. \]

The equation is equivariant under the action of the \( SE(2) \). We test our method in the parameter regime of rigidly rotating waves with \( \epsilon = \frac{1}{50} \) and \( a = 0.75, b = 0.01 \). The numerical parameters for the half explicit method are \( R = 40, \Delta r = 0.5, \Delta \varphi = \frac{\pi}{40}, \Delta t = 1.5421 \cdot 10^{-4} \). As before we show a snapshot of the \( u \) component of the spiral solution in Figure 4.7 (a) which lies between 0 (light) and 1 (dark). The development of the parameter \( \lambda \) for the frozen system is shown in Figure 4.7 (b). Note that the parameters become constant at a much slower rate than in the previous examples.

We start at a spiral wave which rigidly rotates in the non-frozen case. (see Figure 4.8 (a)) For the frozen wave, however, it takes quite some time to stabilize and, more importantly, the wavelength of the spiral arms increases notably. Figure 4.8 (b) shows the result with a weighted \( L^2 \) norm.

The importance of the weight in the phase condition is demonstrated in 4.8 (c) which is computed for the \( L^2 \) scalar product without weight. Now the spiral is perturbed by an oscillatory motion of the spiral core and finally drifts out of the region.
As in the Ginzburg-Landau equation initial values that are far away from relative equilibria, lead to large differences of the time evolution for the frozen and the non-frozen system. While the non-frozen system yields a rigidly rotating wave, the frozen system shows a spiral of large wavelength that does not stabilize in the time interval $[0, 60]$.

This is illustrated in Figure 4.9 where the rotating and the frozen system start at the initial
Figure 4.9: Evolution of a slice of the spiral through the $x$-axis for the Barkley system

function proposed by Barkley [1]

$$u_0(x) = \begin{cases} 1, & x_1 \geq 0 \\ 0, & x_1 < 0 \end{cases}, \quad v_0(x) = \begin{cases} \frac{\pi}{2}, & x_2 \geq 0 \\ 0, & x_2 < 0. \end{cases}$$

Actually, it turns out that freezing the spiral in Barkley’s system is more sensitive than in the previous examples. Moreover, it seems quite a challenging task to freeze drifting spirals or recognize meandering spirals as periodic orbits.
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