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Abstract

In this paper we prove a large deviations principle for the invariant measures of
a class of reaction-diffusion systems in bounded domains of R d, d ≥ 1, perturbed by
a noise of multiplicative type. We consider reaction terms which are not Lipschitz-
continuous and diffusion coefficients in front of the noise which are not bounded and
may be degenerate. This cover for example the case of Ginzburg-Landau systems
with unbounded multiplicative noise.

1 Introduction

In this paper we are dealing with the long-term behavior of the stochastic reaction-
diffusion system




∂ui

∂t
(t, ξ) = Ai ui(t, ξ) + fi(ξ, u1(t, ξ), . . . , ur(t, ξ))

+ε
r∑

j=1

gij(ξ, u1(t, ξ), . . . , ur(t, ξ))Qj
∂wj

∂t
(t, ξ), t ≥ 0, ξ ∈ O,

ui(0, ξ) = xi(ξ), ξ ∈ O, Bi ui(t, ξ) = 0, t ≥ 0, ξ ∈ ∂O, 1 ≤ i ≤ r.
(1.1)

Here O is a bounded open set of R d, with d ≥ 1, having a C∞ boundary. For each
i = 1, . . . , r

Ai(ξ, D) =
d∑

h,k=1

∂

∂ξh

(
ai

hk(ξ)
∂

∂ξk

)
− αi, ξ ∈ O. (1.2)

The constants αi are strictly positive, the coefficients ai
hk are taken in C∞(O) and the

matrices ai(ξ) := [ai
hk(ξ)]hk are non-negative and symmetric for each ξ ∈ O and fulfill a
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uniform ellipticity condition, that is

inf
ξ∈O

〈ai(ξ)h, h〉 ≥ λi |h|2, h ∈ R d,

for some positive constant λi. Finally, the operators Bi act on ∂O and are assumed
either of Dirichlet or of co-normal type.

The mapping f := (f1, . . . , fr) : O × R r → R r is only locally Lipschitz-continuous
and has polynomial growth. The mapping g := [gij ] : O × R r → L(R r) is Lipschitz-
continuous, without any assumption of boundedness and non-degeneracy.

The linear operators Qj are bounded on L2(O) and may be taken to be equal to the
identity operator in case of space dimension d = 1. The noisy perturbations ∂wj/∂t are
independent cylindrical Wiener processes on a stochastic space (Ω,F ,Ft,P).

In [5] it is proved that for any ε > 0 and p ≥ 1 system (1.1) admits a unique global
solution ux

ε ∈ Lp(Ω; C([0, T ]; E)), where E is the space of continuous functions on O
with values in R r, and for each initial datum x ∈ E and a > 0 the family of probability
measures {L(ux

ε (t)}t≥a is tight in (E,B(E)). In particular, due to the Krylov-Bogoliubov
theorem this yields the existence of a sequence {tn} ↑ +∞ (possibly depending to ε) such
that the sequence of probability measures defined by

νε,n(Γ) :=
1
tn

∫ tn

0
P(u0

ε (s) ∈ Γ) ds, Γ ∈ B(E), (1.3)

converges weakly to some measure νε, which is invariant for system (1.1).

In the earlier paper [6] we have proved that the process {ux
ε }ε>0 is governed by a

large deviation principle in C([0, T ];E), for any T > 0. Our aim here is to prove that
the family of invariant measures {νε}ε>0 defined as the weak limits of the sequences of
measures as in (1.3) obeys a large deviation principle in E, as ε goes to zero (precise
hypotheses on the coefficients are specified in Section 2 below to which the reader is
referred to).

Clearly the first step in the proof of large deviations estimates is defining an appro-
priate action functional V having compact level sets. The hardest part here is not to find
V (see (5.1) below for its initial definition and, in particular, [12] and [18]) but to find a
good characterization of it, in order to prove that its level sets are compact and, maybe
more importantly, to get a better intuition about its meaning. So, we spend a great deal
of effort to prove that (as in [18]), the action functional V , also called quasi-potential,
has the following form

V (x) = min
{

I−∞(z); z ∈ C((−∞, 0];E), z(0) = x, lim
t→−∞ |z(t)|E = 0

}
. (1.4)

Here I−∞(z) is the minimum energy required to produce z as a solution of the skeleton
equation corresponding to (1.1) for t ∈ (−∞, 0], i.e. replace ∂w/∂t by a deterministic
function ϕ ∈ L2(−∞, 0;L2(O,R r)) so that the corresponding solution z(ϕ) equals z
and the energy (:= |ϕ|2L2(−∞,0;L2(O,R r))) is minimal (cf. Section 3 and the beginning of
Section 5 below).
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By compactness the infimum in (1.4) is indeed achieved by some z0, which exhibits
more regularity in the space variables than just being in E (cf. Lemma 3.5 which in turn
is essential for the proof of Proposition 5.4, but also for the proof of Lemma 7.1 which
yields upper bounds). We would like to mention at this point that proving (1.4) requires
considerable new input, since we consider space dimension d ≥ 1, so the coefficient in
front of the noise (in contrast to the one-dimensional case considered in [12] and [18])
can no longer be invertible. In addition truly degenerate multiplicative noise is included
in our framework.

Once we have shown that the mapping V : E → [0, +∞] is lower semi-continuous,
with compact level sets, we prove that the family of probability measures {νε}ε>0 obeys
a principle of large deviations with action functional V (cf. [12] and [18] for the formu-
lation), i.e.

1. lower bounds (cf. Section 6 below): for any δ, γ > 0 and x̄ ∈ E there exists ε0 > 0
such that

νε ({x ∈ E : |x− x̄|E < δ}) ≥ exp
(
−V (x̄) + γ

ε2

)
, ε ≤ ε0;

2. upper bounds (cf. Section 7 below): for any s, δ, γ > 0 there exists ε0 > 0 such that

νε ({x ∈ E ; distE (x,K(s)) ≥ δ}) < exp
(
−s− γ

ε2

)
, ε ≤ ε0,

where K(s) := {x ∈ E : V (x) ≤ s } is the level set of V .

In accordance to the general ideas about the large deviations for the invariant mea-
sures {νε}ε>0 (as beautifully explained in the introduction of [12]) we have the following
interpretation. Due to the definition of νε for any set A ⊂ E the number νε(A) is the
mean expected time the process uε spends in A. Moreover, by the large deviation results
in [6] points in K(s), for small s, are of course more likely to be visited by uε. So,
according to statement 2 above, the mass of νε will concentrate as ε → 0 at points in E
which are minimum points of V . In our case

V (x) = 0 ⇐⇒ x = 0

(cf. (5.2) below), so νε will converge to the Dirac measure at the zero function in E, i.e.
the only stationary solution of equation (1.1) for ε = 0.

In the framework considered in the present paper the skeleton equation associated
with system (1.1) is not null controllable, as in the case considered by Sowers in [18].
Then the proof of lower bounds turns out to be more complicate than in [18]. In fact,
a crucial role is played by Lemma 6.2, whose proof is not immediate, as we are dealing
with non-Lipschitz reaction term, unbounded G and any space dimension d ≥ 1. To this
purpose we note that for the proof of Lemma 6.2 we also benefited from some ideas of
I. Daw (see [9]).

Concerning the upper bounds, we have distinguished the case of bounded and un-
bounded G. When G is bounded we can use exponential estimates for the solution uε
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proved in [6] and generalize some arguments of Sowers to our more delicate situation.
In the case of unbounded G this is anymore possible. Hence we need to prove estimate
(3.13) in Theorem 3.4 below, i.e. an estimate on the solution of the skeleton equation
which is uniform with respect to the initial datum. This allows us to prove Theorem
7.5, where g only satisfies the growth condition in Hypothesis 6, without using the ex-
ponential tail estimates (7.2) for the solution of (1.1) which are only known to hold for
bounded g. Thus, Theorem 3.4 turns into a key step, since here we have not succeeded
in applying a localization argument as we did in [6].

Finally, let us mention that our general strategy mainly follows R. Sowers [18], but our
more general situation requires various new techniques. These, in particular, becomes
necessary because of the following.

1. Unlike in [17] (see also [9]), where global Lipschitz assumptions were imposed, here
the functions fi in (1.1) are only locally Lipschitz and of polynomial growth (see
Hypothesis 3 and Remark 2.4 below).

2. g = [gij ] in (1.1) is not assumed to be globally bounded (as e.g. done in [17] and [9])
and just assumed to be globally Lipschitz (see Hypothesis 2, but also Hypothesis 6
for the proof of upper bounds). Moreover, g may be degenerate. This means that
we can consider for example gij(u) = λijuj , with λij ∈ R.

3. We consider systems of r coupled stochastic reaction-diffusion equations, ruling
out the maximum principle and hence comparison techniques commonly used in
case r = 1.

4. Unlike in [18], where space dimension d = 1 is considered, we can allow arbitrary
space dimension, i.e. for E = C(O;R r) we can allow O to be a bounded open
subset of Rd, for arbitrary d ≥ 1 (cf. Hypothesis 2 below).

2 Assumptions and preliminaries

Let O be a bounded open set of R d, with d ≥ 1, having a C∞ boundary. In what follows
by H we shall denote the Hilbert space L2(O;R r), r ≥ 1, endowed with the usual scalar
product 〈·, ·〉H and the corresponding norm | · |H . The norm in Lp(O;R r), p ∈ [1,∞],
p 6= 2, shall be denoted by | · |p.

For any 1 ≤ p ≤ ∞ and m ∈ N, by Wm,p(O) we shall denote the space of functions
f ∈ Lp(O) such that the weak derivatives Dαf exist in Lp(O), for each 0 ≤ |α| ≤ m.
Wm,p(O) is a Banach space, endowed with the norm

|f |W m,p(O) :=
∑

|α|≤m

|Dαf |Lp(O).

Moreover, if s > 0 is not integer, we define W s,p(O) as the space of functions f ∈
W [s],p(O) such that

|f |W s,p(O) := |f |W [s],p(O) +
∑

|α|=[s]

∫

O×O

|Dαf(ξ)−Dαf(η)|p
|ξ − η|d+(s−[s])p

dξdη < ∞.
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Next, we recall that for any s ∈ R and p ∈ (1,∞) the Bessel potential space Hs,p(R d)
is defined by

Hs,p(R d) :=
{

f ∈ S ′(R d) : |f |Hs,p(R d) := |F−1
(
1 + |ξ|2)s/2Ff |Lp(R d) < ∞

}
,

where S ′(R d) is the space of tempered distributions on R d and F the Fourier transform.
The Bessel potential spaces on O are defined by restriction as

Hs,p(O) :=
{

f = g|∂O ; g ∈ Hs,p(R d)
}

,

with
|f |Hs,p(O) := inf

f=g|∂O
|g|Hs,p(R d).

We note that for k ∈ N we have Hk,p(O) = W k,p(O) (for all definitions and detailed
proofs see [19]).

Finally, by W s,p(O;R r) and Hs,p(O;R r) we shall denote the space of R r-valued
functions such that each component belongs to W s,p(O) and Hs,p(O), respectively.

In what follows by A we shall denote the realization in H of the differential op-
erator A = (A1, . . . ,Ar) defined in (1.2), endowed with the boundary condition B =
(B1, . . . ,Br), where for each i = 1, . . . , r

Biu = u, or Biu = 〈ai ν,∇u〉, (2.1)

(here ν is the normal vector at ∂O). As proved e.g. in [19, Chapter 5] we have

D(A) =
{

u ∈ H2,2(O;R r) : Bu = 0 on ∂O }
=: H2,2

B (O;R r)

and the following optimal regularity result holds

u ∈ D(A), Au ∈ H l,2(O;R r), l ∈ N+ =⇒ u ∈ H l+2,2(O;R r). (2.2)

We recall that for any integer k ≥ 2 the k-th power of the operator A is defined by

D(Ak) :=
{

u ∈ D(Ak−1) : Ak−1u ∈ D(A)
}

, Aku := A(Ak−1u).

Analogously, we can define the k-th power of A by setting

Aku := A(Ak−1u) = (A1(Ak−1
1 u1), . . . ,Ar(Ak−1

r ur)), u ∈ H2k,2(O;R r).

Thanks to (2.2) it is immediate to show that for any fixed integer k

D(Ak) = H2k,2
Bk

(O;R r) :=
{

u ∈ H2k,2(O;R r) : Bu = . . . = B(Ak−1u) = 0
}

, (2.3)

so that the operator Ak is the realization in H of the differential operator Ak endowed
with the boundary conditions

Bk :=
{
B,BA, . . . ,BAk−1

}
.
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Notice that A generates an analytic semigroup etA in each Lp(O;R r), with 1 ≤ p ≤
∞, which is self-adjoint on H and of negative type. Thus, as −A is a positive self-adjoint
operator on H, for any 0 ≤ α ≤ β and θ ∈ [0, 1] we have

[
D((−A)α), D((−A)β)

]
θ

=
(
D((−A)α), D((−A)β)

)
θ,2

= D((−A)(1−θ)α+θβ), (2.4)

where in general, given any two Banach spaces X and Y , [X, Y ]θ denotes their complex
interpolation space and (X, Y )θ,2 denotes their real interpolation space (for a proof see
[19, Theorem 1.18.10]).

By complex interpolation arguments it is possible to characterize the domain of the
fractional powers of −A.

Proposition 2.1. Let mi := (1 + 2 ordBi)/4. Then, for any γ > 0 and i = 1, . . . , r We
have

D((−A)γ) = H2γ,2
Bγ

(O;R r),

where Bγ := (B1,γ , . . . ,Br,γ) with

Bi,γ :=





∅ if γ ∈ [0,mi]

{
Bi, BiAi, . . . ,BiAk

i

}
if γ ∈ (k + mi, k + 1 + mi] , k ∈ N ∪ {0}.

(2.5)

Proof. Due to (2.4) we have

D((−A)γ) =
[
H, D((−A)[γ]+1)

]
γ

[γ]+1

and then from (2.3) we obtain

D((−A)γ) =
[
H, H

2([γ]+1),2
B[γ]+1

(O;R r)
]

γ
[γ]+1

. (2.6)

It is not difficult to prove that for any integer k the operator Ak endowed with the
boundary condition Bk is regular elliptic (for the definition and all details see [19, Section
5.2.1]). Thus, as proved in [7, Lemma 11] from (2.6) we obtain

D((−A)γ) = H2γ,2
Bγ

(O;R r),

where

Bi,γ :=
{
BiAj

i ; 0 ≤ j ≤ [γ], ord (BiAj
i ) < 2γ − 1

2

}
.

Hence, by easy computations we can check that the boundary conditions Bi,γ above
coincide with the boundary conditions Bi,γ in (2.5).

Remark 2.2. It is immediate to check that if γ ∈ N the boundary conditions Bγ intro-
duced in (2.3) coincide with the boundary conditions Bγ introduced in the proposition
above.
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In what follows we shall set

E := D(A)
C(O;R r)

= D(A1)
C(O;R) × · · · ×D(Ar)

C(O;R)
.

Each set D(Ai)
C(O;R)

coincides with C(O;R) or C0(O;R), if Bi is respectively a co-
normal or a Dirichlet boundary condition. In any case, with this definition of the space
E, endowed with the sup-norm | · |E and the duality 〈·, ·〉E :=E? 〈·, ·〉E , the part of
etA in E (which we will still denote by etA) is strongly continuous. Moreover for any
δx ∈ ∂|x|E := {x? ∈ E?, 〈x, x?〉E = |x|E , |x?|E? = 1 } we have

〈Ax, δx〉E ≤ −α |x|E , x ∈ D(A), (2.7)

where α := mini=1,...,r αi.
As recalled also in [5] and [6], etA has a smoothing effect. In fact, for any t > 0,

1 ≤ q ≤ p ≤ ∞ and ε ≥ 0 the semigroup etA maps Lq(O;R r) into W ε,p(O;R r) and

|etAx|W ε,p(O;R r) ≤ c e−αt(t ∧ 1)−
�

ε
2
+

d(p−q)
2pq

�
|x|q, x ∈ Lq(O;R r). (2.8)

Moreover, etA maps E into Cθ(O;R r), for any θ ≥ 0, and

|etAx|Cθ(O;R r) ≤ c e−αt(t ∧ 1)−
θ
2 |x|E , x ∈ E. (2.9)

We also notice that etA is compact on Lp(O;R r), for all 1 ≤ p ≤ ∞ and t > 0, and
the spectrum {−αn} is independent of p.

Our first hypothesis concerns the eigenvalues of A

Hypothesis 1. The complete orthonormal system of H which diagonalizes A is equi-
bounded in the sup-norm.

Next, we assume that Q := (Q1, . . . , Qr) : H → H is a bounded linear operator
which satisfies the following conditions.

Hypothesis 2. Q is non-negative and diagonal with respect to the complete orthonormal
basis which diagonalizes A, with eigenvalues {λn}. Moreover, if d ≥ 2

there exists





% < ∞ if d = 2

% <
2d

d− 2
if d > 2

such that ‖Q‖% :=

( ∞∑

k=1

λ%
n

)1/%

< ∞, (2.10)

Remark 2.3. Hypothesis 1 is satisfied e.g. by the Laplace operator on [0, T ]d endowed
with Dirichlet boundary conditions. But there are several important cases in which it is
not satisfied and it is only possible to say that

|ek|∞ ≤ c kγ ,

for some γ ≥ 0. In this more general situation one has to assume that the summability
condition (2.10) imposed on the eigenvalues of Q is satisfied for some smaller constant
%′. In other words one has to colour the noise more.
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In Hypotheses 3 and 4 below we give conditions on the coefficients f and g.

Hypothesis 3. The mapping g : O×R r → L(R r) is continuous. Moreover the mapping
g(ξ, ·) : R r → L(R r) is Lipschitz-continuous, uniformly with respect to ξ ∈ O, that is

sup
ξ∈O

sup
σ,ρ∈R r

σ 6=ρ

‖g(ξ, σ)− g(ξ, ρ)‖L(R r)

|σ − ρ| < ∞.

In what follows for any x, y : O → R r we set

(G(x)y)(ξ) := g(ξ, x(ξ))y(ξ), ξ ∈ O.

Next, setting f := (f1, . . . , fr), for any x : O → R r we define

F (x)(ξ) := f(x(ξ)), ξ ∈ O.

Hypothesis 4. 1. The mapping F : E → E is locally Lipschitz-continuous and there
exists m ≥ 1 such that

|F (x)|E ≤ c (1 + |x|mE ) , x ∈ E. (2.11)

Moreover, F (0) = 0.

2. For any x, h ∈ E

〈F (x + h)− F (x), δh〉E ≤ 0, (2.12)

for some δh ∈ ∂ |h|E := {h? ∈ E? ; |h?|E? = 1, 〈h, h?〉E = |h|E } .

3. There exist a > 0 and c ≥ 0 such that for each x, h ∈ E

〈F (x + h)− F (x), δh〉E ≤ −a |h|mE + c (1 + |x|mE ) , (2.13)

for some δh ∈ ∂|h|E.

Remark 2.4. Assume that

fi(ξ, σ1, . . . , σr) := ki(ξ, σi) + hi(ξ, σ1, . . . , σr), i = 1, . . . , r,

where hi : O × R r → R is a continuous function such that hi(ξ, ·) : R r → R is locally
Lipschitz-continuous with linear growth, uniformly with respect to ξ ∈ O, and

ki(ξ, σi) := −c(ξ) σ2n+1
i +

2n∑

k=0

ck(ξ) σk
i ,

where c(ξ) and ck(ξ) are continuous functions, c(ξ) ≥ ε > 0, ξ ∈ O and c0(ξ) = −hi(ξ, 0).
Under these assumptions the function f satisfies conditions 1 and 3 in Hypothesis 4

(see also [4, Chapter 6], [5] and [6, Remark 2.1] for more general examples of functions
f fulfilling Hypothesis 4 and for all details).
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The next set of conditions assure the compactness of level sets for the quasi-potential
associated with system (1.1).

Hypothesis 5. Either G(0) = 0 or there exists a continuous increasing function c(t)
such that for any t ≥ 0

∣∣∣Q [G(0)]?et[A+F ′(0)]?h
∣∣∣
H
≥ c(t)

∣∣QetAh
∣∣
H

, h ∈ H. (2.14)

In the case (2.14) is verified, the following conditions hold.

1. If {−αn} and {λn} are respectively the eigenvalues of A and Q, then

1
c

α−δ
n ≤ λn ≤ c α−δ

n , (2.15)

for some c > 0 and some δ such that

δ ≥ 0, if d = 1, δ >
d− 2

4
, if d ≥ 2. (2.16)

2. The mappings f and g are of class C∞ on O × R r.

3. If δ is the constant in (2.15) and Bγ is the boundary operator introduced in (2.5),
then for any γ ≤ δ and u, v ∈ H2γ,2(O;R r) we have

Bγu|∂O
= 0 =⇒ BγF (u)|∂O

= 0,

Bγu|∂O
= Bγv|∂O

= 0 =⇒ Bγ(G(u)v)|∂O
= 0.

(2.17)

Moreover, if u, v, w ∈ H2δ,2(O;R r) we have

Bδu|∂O
= Bδv|∂O

= 0 =⇒ Bδ(F ′(u)v)|∂O
= 0,

Bδu|∂O
= Bδv|∂O

= Bδw|∂O
= 0 =⇒ Bδ([G′(u)v]w)|∂O

= 0.

(2.18)

Remark 2.5. 1. We note that the assumption that either G(0) = 0 or (2.14) holds, is
fulfilled when there exist two diagonal d×d matrices D1 and D2, with D1 invertible,
such that

g(ξ, 0) = D1, Dσf(ξ, 0) = D2, ξ ∈ O.

When instead of a system a single equation is considered, condition (2.14) is always
fulfilled if both g(ξ, 0) and Dσf(ξ, 0) do not depend on ξ.

2. Condition (2.15) means that RangeQ = D((−A)δ).

3. We assume f and g to be C∞(O × R r) only for simplicity. In fact we need f and
g to be of class Ck(O × R r), for some k large enough, depending on the constant
δ introduced in (2.15) (for example, in the case Bi = I it is sufficient to take
k < 2δ + 1/2, see also next remark).
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4. If we have
αn ∼ n2/d, n ∈ N

(this happens for example in the case of the Laplace operator ∆ in strongly regular
open sets, both with Dirichlet and with Neumann boundary conditions, see [8,
Theorem 1.9.6]), then if (2.16) holds, there exists some ρ which fulfills condition
(2.10).

10g10

5. When Bi = I, for each i = 1, . . . , r, condition (2.17) is verified for example by
functions f and g such that

Dj
σf(ξ, 0) = 0, Dj

σg(ξ, 0) = 0, ξ ∈ O, (2.19)

for any j = 1, . . . , 2k, where k ∈ [δ−5/4, δ−1/4) (notice that in this case mi = 1/4,
for each i). In the same setting, condition (2.18) holds for f and g fulfilling (2.19)
for any j = 1, . . . , 2k + 1, with k as above.

For the proof of upper bounds in the case of unbounded g we need the following
condition on its growth.

Hypothesis 6. There exists γ ∈ [0, 1] such that

sup
ξ∈O

|g(ξ, σ)|L(R r) ≤ c (1 + |σ|γ) , σ ∈ R r, (2.20)

and

m >

[
1 + (2 + d)γ

(
1− d(%− 2)

2%

)−1

∨ 2

]
, (2.21)

where % and m are the constants introduced respectively in (2.10) and (2.13).

Remark 2.6. Condition (2.21) on d, m, % and γ says how the space dimension, the
dissipativity of F , the regularity of Q and the growth of G are related to one another,
in order to have upper bounds.

In the case of space dimension d = 1 and white noise (which means Q = I and hence
% = +∞) the relation between m (the dissipativity of F ) and γ (the growth of G) is

m > (1 + 6 γ) ∨ 2,

so that in the case of G having linear growth (that is γ = 1) we have to assume m > 7.
If instead of a white noise we take a coloured noise with Hilbert-Schmidt covariance Q
(that is % = 2) we have

m > (1 + 3 γ) ∨ 2.

which becomes m > 4 in the case of γ = 1.
In general, from (2.10) we have that the bigger the space dimension d becomes, the

smaller % has to be chosen (and hence the more regular Q has to be taken). Due to (2.21)
this means that if we want to allow the same growth of g with increasing dimensions,
we have to take reaction terms F with stronger and stronger dissipativity, that is, larger
and larger m.
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3 The skeleton equation

With the notations introduced in the previous section system (1.1) can written more
concisely as

du(t) = [Au(t) + F (u(t))] dt + G(u(t))Qdw(t), u(0) = x. (3.1)

In this section we prove some results for the skeleton equation associated with system
(1.1).

For any −∞ ≤ t1 < t2 ≤ +∞ and ϕ ∈ L2(t1, t2; H) we denote by z(ϕ) any solution
belonging to C([t1, t2]; E) of the deterministic problem

z′(t) = Az(t) + F (z(t)) + G(z(t))Qϕ(t), z(t1) = x. (3.2)

In several cases, when we need to stress that z(ϕ) starts from x at time t1, we shall write
zx
t1(ϕ). As shown in [6, Theorem 4.1], for any r ≥ 0 and t1 < t2 there exists a constant

cr, t2−t1 > 0 such that for any x ∈ E

sup
|ϕ|L2(t1,t2;H)≤r

|zx(ϕ)|C([t1,t2];E) ≤ cr,t2−t1 (1 + |x|E) .

In fact, by proceeding as in [5, proofs of Proposition 6.1 and Theorem 6.2], it is
possible to get the following stronger result.

Theorem 3.1. Under Hypotheses 1 to 4, for any r ≥ 0 there exists a constant cr > 0
such that for any T ∈ R and x ∈ E

sup
|ϕ|L2(T,∞;H)≤r

|zx
T (ϕ)|C([T,∞);E) ≤ cr (1 + |x|E) . (3.3)

Moreover, there exists θ? ∈ (0, 1) and cr ∈ (0, +∞) such that for any t > T and x ∈ E

sup
|ϕ|L2(T,∞;H)≤r

|zx
T (ϕ)(t)|Cθ? (O;R r) ≤ cr (1 + |x|mE )

(
1 + (t− T )−

θ?
2

)
. (3.4)

Proof. For any fixed ϕ ∈ L2(T,∞; H), z ∈ C([T,∞);E) and λ ≥ 0 we define

γT
ϕ, λ(z)(t) :=

∫ t

T
e(t−s)(A−λ)G(z(s))Qϕ(s) ds, t ≥ T,

(and we set γT
ϕ (z) := γT

ϕ, 0(z)). Clearly, γT
ϕ, λ(z) is the unique mild solution of the problem

dv

dt
(t) = (A− λ) v(t) + G(z(t))Qϕ(t), t ≥ T, v(T ) = 0.

Thanks to the same arguments used in [5, proofs of Theorem 4.2 and Proposition 4.5,
Remark 4.6], due to (2.9) we can fix some θ? ∈ (0, 1) such that for any λ ≥ 0 and T ∈ R

sup
t≥T

|γT
ϕ, λ(z)(t)|Cθ? (O;R r) ≤ c(λ)

(
1 + |z|C([T,∞);E)

) |ϕ|L2(T,∞;H), (3.5)
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for a constant c(λ) decreasing to zero as λ goes to infinity.
Now, if we set γT (t) := γT

ϕ, λ(zx
T (ϕ))(t) and u(t) := zx

T (ϕ)(t) − γT (t), for t ≥ T , we
have

u′(t) = (A− λ)u(t) + F (u(t) + γT (t)) + λ zx
T (ϕ)(t), u(T ) = x.

If δu(t) is the element of ∂|u(t)|E introduced in (2.13), due to (2.11) we have

d

dt

−
|u(t)|E ≤

〈
Au(t), δu(t)

〉
E

+
〈
F (u(t) + γT (t))− F (γT (t)), δu(t)

〉
E

+
〈
F (γT (t)) + λ zx

T (ϕ)(t), δu(t)

〉
E
≤ −a |u(t)|mE + c

(
1 + |γT (t)|mE + λ |zx

T (ϕ)(t)|E
)
.

Then, recalling that zx
T (ϕ) = u+γT

ϕ, λ(zx
T (ϕ)), by a comparison argument (see for example

[5, proof of Lemma 5.4]) for any t ≥ T we obtain

|zx
T (ϕ)(t)|E ≤ |x|E + c

(
1 + sup

r≥T
|γT

ϕ, λ(zx
T (ϕ))(r)|E + λ

1
m |zx

T (ϕ)(t)|
1
m
E

)
.

Thanks to (3.5) and to the Young inequality, this implies that if |ϕ|L2(T,∞;H) ≤ r

sup
t≥T

|zx
T (ϕ)(t)|E

≤ |x|E +
1
4

sup
t≥T

|zx
T (ϕ)(t)|E + c(λ)

(
1 + |zx

T (ϕ)|C([T,∞);E)

)
r + λ

1
m−1 .

Now, as limλ→∞ c(λ) = 0, we can find λ̄ such that c(λ̄) r ≤ 1/4 and then

sup
t≥T

|zx
T (ϕ)(t)|E ≤ cr (1 + |x|E) ,

for some positive constant cr.
Finally, in order to obtain (3.4), we remark that thanks to (2.9), (2.11) and (3.3) for

any t ≥ T we easily have
∣∣∣∣
∫ t

T
e(t−s)AF (zx

T (ϕ)(s)) ds

∣∣∣∣
Cθ? (O;R r)

≤ c

∫ t

T
e−α(t−s)((t− s) ∧ 1)−

θ?
2 (1 + |zx

T (ϕ)(s)|mE ) ds ≤ cr (1 + |x|mE ) .

(3.6)

Then, as

zx
T (ϕ)(t) = e(t−T )Ax +

∫ t

T
e(t−s)AF (zx

T (ϕ)(s)) ds + γT
ϕ (zx

T (ϕ))(t),

from (3.3), (3.5) and (2.9) for any t > T we get

|zx
T (ϕ)(t)|Cθ? (O;R r) ≤ c

(
e−α (t−T )((t− T ) ∧ 1)−

θ?
2 |x|E + cr (1 + |x|mE )

)
,

which easily implies (3.4)
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The next proposition shows that if we start from x = 0 at time T , then z0
T (ϕ)

decreases to zero in C([T,∞);E), as ϕ decreases to zero in L2(T,∞; H).

Proposition 3.2. Under Hypotheses 1 to 4, for any T ∈ R we have

lim
|ϕ|L2(T,∞;H)→0

|z0
T (ϕ)|C([T,∞);E) = 0. (3.7)

Proof. As in the proof of Theorem 3.1, if we set u(t) := z0
T (ϕ)(t)−γT

ϕ (z0
T (ϕ))(t), we have

u′(t) = Au(t) + F (u(t) + γT
ϕ (z0

T (ϕ))(t)), u(T ) = 0,

so that

d

dt

−
|u(t)|E ≤

〈
Au(t), δu(t)

〉
E

+
〈
F (u(t) + γT

ϕ (z0
T (ϕ))(t))− F (γT

ϕ (z0
T (ϕ))(t)), δu(t)

〉
E

+
〈
F (γT

ϕ (z0
T (ϕ))(t)), δu(t)

〉
E
≤ −a |u(t)|mE + |F (γT

ϕ (z0
T (ϕ))(t))|E .

Recalling that u(t) := z0
T (ϕ)(t)− γT

ϕ (z0
T (ϕ))(t), by comparison this yields

sup
t≥T

|z0
T (ϕ)(t)|E ≤ sup

t≥T

(|u(t)|E + |γT
ϕ (z0

T (ϕ))(t)|E
)

≤ c sup
t≥T

(
|γT

ϕ (z0
T (ϕ))(t)|E + |F (γT

ϕ (z0
T (ϕ))(t))|E |

1
m

)
.

Now, thanks to (3.5) and (3.3), if |ϕ|L2(T,∞;H) ≤ r we have

sup
t≥T

|γT
ϕ (z0

T (ϕ))(t)|E ≤ cr |ϕ|L2(T,∞;H),

and then, as F (0) = 0, we can conclude.

Now we show that under the growth conditions of Hypothesis 6 it is possible to give
estimates of |zx(ϕ)(t)|E which are uniform with respect to the initial datum x. To this
purpose we need a preliminary result on the convolution γ0

ϕ(z).

Lemma 3.3. Let us assume Hypotheses 1 to 4 and Hypothesis 6. Then, if % and γ are
the constants introduced in (2.10) and (2.20), respectively, for any q ≥ 1 such that

q

γ
≥ 1,

(2 + d)γ
q

< 1− d(%− 2)
2%

(3.8)

there exists some continuous increasing function cq(t) vanishing at t = 0 such that for
any z ∈ Lq(0, +∞; E) and ϕ ∈ L2(0, +∞;H)

|γ0
ϕ(z)(t)|E ≤ cq(t)

(
1 + |z|γLq(0,t;E)

)
|ϕ|L2(0,t;H), t ≥ 0.
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Proof. For any β ∈ (0, 1) and t ≥ 0 we have

γ0
ϕ(z)(t) =

sin πβ

π

∫ t

0
(t− s)β−1e(t−s)Avβ(s) ds,

where

vβ(s) :=
∫ s

0
(s− σ)−βe(s−σ)AG(z(σ))Qϕ(σ) dσ.

Thanks to (2.8), for any β ∈ (0, 1), ε > 0 and p ≥ 1 such that (β−1−ε/2)p/(p−1) > −1
we have ∣∣γ0

ϕ(z)(t)
∣∣
W ε,p(O;R r)

≤ sin πβ

π

∫ t

0
(t− s)β−1− ε

2 |vβ(s)|p ds

≤ sin πβ

π

(∫ t

0
|vβ(s)|pp ds

) 1
p

( ∫ t

0
(t− s)(β−1− ε

2
) p

p−1 ds

) p−1
p

.

Hence, if εp > d, that is, if
β > (2 + d)/2p, (3.9)

we get ∣∣γ0
ϕ(z)(t)

∣∣
E
≤ cp(t) |vβ|Lp((0,t)×O;R r), (3.10)

for some continuous increasing function cp(t) vanishing at t = 0. Now, for (s, ξ) ∈
[0, T ]×O we have

vβ(s, ξ) =
∫ s

0
(s− σ)−β

∞∑

k=1

e(s−σ)A [G(z(σ))Qek] (ξ)〈ϕ(σ), ek〉H dσ

=
∫ s

0
(s− σ)−β

∞∑

k=1

λke
(s−σ)A [G(z(σ))ek] (ξ)〈ϕ(σ), ek〉H dσ

and then

|vβ(s, ξ)| ≤
∫ s

0
(s− σ)−β

( ∞∑

k=1

|〈ϕ(σ), ek〉H |2
) 1

2
( ∞∑

k=1

λ2
k

∣∣∣e(s−σ)A [G(z(σ))ek] (ξ)
∣∣∣
2
) 1

2

dσ

≤
(∫ s

0
|ϕ(σ)|2H dσ

) 1
2

(∫ s

0
(s− σ)−2β

∞∑

k=1

λ2
k

∣∣∣e(s−σ)A [G(z(σ))ek] (ξ)
∣∣∣
2

dσ

) 1
2

≤ ‖Q‖% |ϕ|L2(0,s;H)




∫ s

0
(s− σ)−2β

( ∞∑

k=1

∣∣∣e(s−σ)A [G(z(σ))ek] (ξ)
∣∣∣
2ς

) 1
ς

dσ




1
2

,

where ς = %/(% − 2) and % = +∞ if d = 1, or % < 2d/(d − 2), if d ≥ 2 (see (2.10) in
Hypothesis 4).
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Now, as shown in [5, Proof of Theorem 4.2], we have

∞∑

k=1

∣∣∣e(s−σ)A [G(z(σ))ek] (ξ)
∣∣∣
2ς
≤ c (s− σ)−

d
2 |e(s−σ)Aζ(·, σ)|2(ς−1)

E |e(s−σ)Aζ̄(·, σ)|E ,

where the functions ζ, ζ̄ : O × R r → R r are defined by

ζi(ξ, σ) :=
r∑

j=1

|gij(ξ, σ)|, ζ̄i(ξ, σ) :=
r∑

j=1

|gij(ξ, σ)|2, i = 1, . . . , r.

According to (2.20) this yields

∞∑

k=1

∣∣∣e(s−σ)A [G(z(σ))ek] (ξ)
∣∣∣
2ς
≤ c (s− σ)−

d
2

(
1 + |z(σ)|2γζ

E

)
, ξ ∈ O,

and then, if

2β +
d

2ς
= 2β +

d(%− 2)
2%

< 1, (3.11)

collecting all terms, from the Young inequality we get

|vβ|pLp((0,t)×;R r) ≤ c |ϕ|p
L2(0,t;H)

∫ t

0

(∫ s

0
(s− σ)−(2β+ d

2ς
)
(
1 + |z(σ)|2γ

E

)
dσ

) p
2

ds

≤ c |ϕ|p
L2(0,t;H)

(∫ t

0
s−(2β+ d

2ς
) ds

) p
2
∫ t

0

(
1 + |z(s)|pγ

E

)
ds.

(3.12)
Hence, as we can take p = q/γ ≥ 1, for some q ≥ 1 fulfilling (3.8), it is possible to fix
β ∈ (0, 1) fulfilling both (3.9) and (3.11) and thanks to (3.10) and (3.12) we obtain our
lemma.

Theorem 3.4. Assume that Hypotheses 1 to 4 and Hypothesis 6 hold. Then for any
r ≥ 0 there exists cr > 0 such that

sup
x∈E

sup
|ϕ|L2(0,∞;H)≤r

|zx(ϕ)(t)|E ≤ cr

(
1 + (t ∧ 1)−

1
m−1

)
, t > 0. (3.13)

Proof. If we set u := zx(ϕ)− γ0
ϕ(zx(ϕ)), we have

u′(t) = Au(t) + F (u(t) + γ0
ϕ(zx(ϕ))(t)), u(0) = x.

If δu is the element of ∂ |u(t)|E introduced in (2.13), we have

d

dt

−
|u(t)|E ≤ 〈Au(t), δu〉E + 〈F (u(t) + γϕ(zx(ϕ))(t))− F (γϕ(zx(ϕ))(t)), δu〉E

+ 〈F (γϕ(zx(ϕ))(t)), δu〉E ≤ −a |u(t)|m + c (1 + |γϕ(zx(ϕ))(t)|mE ).
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Thus, thanks to Lemma 3.3, if q is any constant as in (3.8) we obtain

d

dt

−
|u(t)|E ≤ −a |u(t)|m + c(t)

(
1 + |zx|γm

Lq(0,t;E)

)
|ϕ|mL2(0,t;H) + c,

for some continuous increasing function c(t) vanishing at t = 0. By a comparison argu-
ment proved in [4, Lemma 1.2.6] this gives

|u(t)|E ≤ c t−
1

m−1 + c(t)
(
1 + |zx(ϕ)|γLq(0,t;E)

)
|ϕ|L2(0,t;H) + c,

so that
|zx(ϕ)(t)|E ≤ |u(t)|E + |γϕ(zx(ϕ))(t)|E

≤ c t−
1

m−1 + c(t)
(
1 + |zx(ϕ)|γLq(0,t;E)

)
|ϕ|L2(0,t;H) + c.

(3.14)

Now, if (2.21) holds we can find q̄ ≥ 1 fulfilling (3.8) such that q̄/(m − 1) < 1, so
that, integrating with respect to t ∈ [0, T ] the q̄-th power of both sides above, for any
ϕ ∈ L2(0,∞; H), with |ϕ|L2(0,∞;H) ≤ r, we get

∫ T

0
|zx(ϕ)(t)|q̄E dt ≤ c

∫ T

0
t−

q̄
m−1 dt + c(T )

(∫ T

0
|zx(ϕ)(t)|q̄E dt

)γ

|ϕ|q̄
L2(0,T ;H)

+c(T )(1 + |ϕ|q̄
L2(0,T ;H)

) ≤ c(T ) r

∫ T

0
|zx(ϕ)(t)|q̄E dt + c(T ) (1 + rq̄),

for some continuous increasing function c(t) vanishing at t = 0. Thus, if we fix Tr > 0
such that c(Tr) r ≤ 1/2, it follows

1
2

∫ Tr

0
|zx(ϕ)(t)|q̄E dt ≤ c(Tr) (1 + rq̄),

and going back to (3.14), for any t ≤ Tr this yields

sup
x∈E

|zx(ϕ)(t)|E ≤ c t−
1

m−1 + c(t) r (1 + cγ(Tr) (1 + r)γ) + c. (3.15)

Moreover, if t > Tr we have zx(ϕ)(t) = z
zx(ϕ)(Tr)
Tr

(t) and then, due to (3.3)

|zx(ϕ)(t)|E ≤ cr (1 + |zx(ϕ)(Tr)|E) , t > Tr.

Together with (3.15) this gives (3.13).

The next regularity result will be crucial in the proof of Proposition 5.4 which provides
a characterization of the quasi-potential. We recall that in what follows we endow the
space C((−∞; 0]; E) with the topology of uniform convergence on bounded sets [−T, 0],
for all T > 0.
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Lemma 3.5. Let z0 ∈ C((−∞, 0];E) solve the problem

z0(t) =
∫ t

−∞
e(t−s)AF (z0(s)) ds +

∫ t

−∞
e(t−s)AG(z0(s))Qϕ(s) ds, t ≤ 0, (3.16)

for some ϕ ∈ L2(−∞, 0;H), and assume that

lim
t→−∞ |z0(t)|E = 0.

Then, under Hypotheses 1 to 5 and condition (2.14), if δ is the constant introduced in
(2.15), we have that z0 ∈ L∞

(−∞, 0;D
(
(−A)δ+1/2

))
and

lim
t→−∞ |z0(t)|D((−A)δ+1/2) = 0. (3.17)

Proof. For any ε ∈ (0, 1) we have
∣∣∣∣
∫ t

−∞
e(t−s)AF (z0(s)) ds

∣∣∣∣
D((−A)ε)

≤ c

∫ t

−∞
e−α(t−s)(t− s)−ε|F (z0(s))|H ds

≤ c

∫ t

−∞
e−α(t−s)(t− s)−ε ds sup

s≤t
|F (z0(s))|H ≤ c sup

s≤t
|F (z0(s))|H ,

so that the mapping

(−∞, 0] 3 t 7→
∫ t

−∞
e(t−s)AF (z0(s)) ds ∈ D((−A)ε),

belongs to L∞(−∞, 0;D ((−A)ε)). Moreover, since F : E → H is continuous, F (0) = 0
and |z0(t)|E goes to zero, as t goes to −∞, we have

lim
t→−∞

∣∣∣∣
∫ t

−∞
e(t−s)AF (z0(s)) ds

∣∣∣∣
D((−A)ε)

= 0, ε ∈ (0, 1). (3.18)

Next, let h ∈ L2(−∞, 0;D((−A)γ)), for some γ ≥ 0. We have

(−A)γ+1/2

∫ t

−∞
e(t−s)Ah(s) ds =

∞∑

k=1

α
γ+1/2
k

∫ t

−∞
e−(t−s)αk 〈h(s), ek〉H ds ek,

and then
∣∣∣∣
∫ t

−∞
e(t−s)Ah(s) ds

∣∣∣∣
2

D((−A)γ+1/2)
=

∞∑

k=1

α2γ+1
k

∣∣∣∣
∫ t

−∞
e−(t−s)αk 〈h(s), ek〉H ds

∣∣∣∣
2

≤
∞∑

k=1

αk

∫ t

−∞
e−2(t−s)αk ds

∫ t

−∞
α2γ

k |〈h(s), ek〉H |2 ds

≤ c

∫ t

−∞

∞∑

k=1

α2γ
k |〈h(s), ek〉H |2 ds = c |h|2L2(−∞,t;D((−A)γ).

(3.19)
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Since G(z0)Qϕ ∈ L2(−∞, 0;H) and for t ≤ 0

|G(z0)Qϕ|L2(−∞,t;H) ≤ c

(
1 + sup

s≤t
|z0(s)|E

)
|Qϕ|L2(−∞,t;H),

by taking γ = 0 and h = G(z0)Qϕ in (3.19), we get

lim
t→−∞

∣∣∣∣
∫ t

−∞
e(t−s)AG(z0(s))Qϕ(s) ds

∣∣∣∣
D((−A)1/2)

= 0. (3.20)

Thanks to (3.18) (with ε = 1/2) this implies that z0 ∈ L∞(−∞, 0;D((−A)1/2)) and

lim
t→−∞ |z0(t)|D((−A)1/2) = 0. (3.21)

In particular, according to the characterization of D
(
(−A)1/2

)
given in Proposition 2.1

this means that z0 ∈ L∞(−∞, 0;H1, 2
B1/2

(O;R r)). Then, since f ∈ C∞(O×R r;R r), from

[16, Theorem 5.5.4.1] we obtain that F (z0) ∈ L∞(−∞, 0;H1,2(O;R r)) and

sup
t≤0

|F (z0(t))|H1,2(O;R r) ≤ c sup
t≤0

|z0(t)|H1,2(O;R r)

(
1 + sup

t≤0
|z0(t)|rE

)
,

for some r ≥ 1. Moreover, as z0(t) ∈ H1,2
B1/2

(O;R r), for t ≤ 0 , we have that B1/2z0(t) = 0
on ∂O and then, thanks to assumption (2.17), we have that B1/2F (z0(t)) = 0 on ∂O. This
means that F (z0(t)) ∈ H1,2

B1/2
(O;R r), for t ≤ 0, and hence, by using again Proposition

2.1 we have F (z0) ∈ L∞(−∞, 0;D((−A)1/2). By proceeding as in the proof of (3.18),
due to (3.21) this yields

lim
t→−∞

∣∣∣∣
∫ t

−∞
e(t−s)AF (z0(s)) ds

∣∣∣∣
D((−A)ε+1/2)

= 0, ε < 1.

By repeating these arguments we can conclude that for any γ ≥ 0 and ε < 1

lim
t→−∞ |z0(t)|D((−A)γ) = 0 =⇒ lim

t→−∞

∣∣∣∣
∫ t

−∞
e(t−s)AF (z0(s)) ds

∣∣∣∣
D((−A)ε+γ)

= 0. (3.22)

Next we notice that with the same arguments used for F (z0) it is possible to prove
that

g(·, z0) ∈ L∞(−∞, 0;H1, 2(O;L(R r))). (3.23)

Moreover, as proved in [16, Theorem 4.6.1.1], if s1 ≤ s2 and s1 + s2 > 0

s2 >
d

2
=⇒ Hs1, 2(O;R r) · Hs2, 2(O;R r) ↪→ Hs1, 2(O;R r) (3.24)

and
s2 <

d

2
=⇒ Hs1, 2(O;R r) · Hs2, 2(O;R r) ↪→ Hs1+s2− d

2
, 2(O;R r). (3.25)
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By using these embedding results we can study the regularity of the product G(z0)Qϕ
(and hence of the second integral in (3.16)). To this purpose we consider separately three
different cases.

Case d = 1 and 2δ ≤ 1. Since Qϕ(t) ∈ D((−A)δ) = H2δ,2
Bδ

(O;R r), for t ≤ 0, as
1 > 1/2 = d/2, due to (3.23) and (3.24) we have

G(z0(t))Qϕ(t) ∈ H2δ, 2(O;R r), t ≤ 0,

and

|G(z0(t))Qϕ(t)|H2δ, 2(O;R r) ≤ c |g(·, z0(t, ·))|H1, 2(O;L(R r))|Qϕ(t)|H2δ, 2(O;R r).

Moreover, since B1/2z0(t) = 0 and Bδ(Qϕ(t)) = 0 on ∂O, for any t ≤ 0, according
to assumption (2.17) we have Bδ(G(z0(t))Qϕ(t)) = 0 on ∂O, for any t ≤ 0, so that
G(z0)Qϕ ∈ L2(−∞, 0;H2δ, 2

Bδ
(O;R r)) = L2(−∞, 0;D

(
(−A)δ

)
). Thanks to (3.19), with

h = G(z0)Qϕ and γ = δ, this implies

lim
t→−∞

∣∣∣∣
∫ t

−∞
e(t−s)AG(z0(s))Qϕ(s) ds

∣∣∣∣
D((−A)δ+1/2)

= 0

so that, as (3.22) holds (with γ = 1/2 and ε = δ), we obtain (3.17).
Case d ≥ 1 and 2δ > d/2 ∨ 1. In this case, with the same arguments used above, we

have that the mapping

t 7→
∫ t

−∞
e(t−s)AG(z0(s))Qϕ(s) ds,

belongs to L2(−∞, 0;D (−A)) and then, proceeding as for the previous case, due to
(3.22) we have that z0 ∈ L∞(−∞, 0;D(−A)).

Now, if 2δ ≤ 2, by using again (3.24), we have G(z0)Qϕ ∈ L2(−∞, 0;H2δ, 2
Bδ

(O;R r))
and then we can conclude as in the case of d = 1 and 2δ ≤ 1. Otherwise, if 2δ > 2
we use again (3.24) and we obtain G(z0)Qϕ ∈ L2(−∞, 0;H2, 2

B1
(O;R r)), so that z0 ∈

L∞(−∞, 0;D
(
(−A)3/2

)
). If 2δ ≤ 3 we conclude as above. If not, we go on with these

arguments and in a finite number of steps we get z0 ∈ L∞(−∞, 0;D
(
(−A)k/2

)
), for

some k ≥ 2δ and hence we can conclude.
Case d ≥ 2 and 2δ ≤ d/2. Due to (2.16) we can fix ε ∈ (0, δ−(d−2)/4). As 1 ≤ d/2,

by using (3.25) (with 1− ε and 2δ − ε) we have that

G(z0)Qϕ ∈ L2(−∞, 0;H2(δ−ε−d/4)+1, 2
Bδ−ε−d/4+1/2

(O;R r)),

so that z0 ∈ L∞(−∞, 0; D
(
(−A)δ−ε−d/4+1

)
).

If δ−ε−d/4+1 > d/4, by using (3.24) we obtain G(z0)Qϕ ∈ L2(−∞, 0;H2δ, 2
Bδ

(O;R r))
and then we can conclude as above (see the case of d = 1 and 2δ ≤ 1).

If δ − ε − d/4 + 1 ≤ d/4, then, by using again (3.25) (with 2δ − 3ε − d/2 + 2 and
2δ − ε) we easily obtain

G(z0)Qϕ ∈ L2(−∞, 0;H4(δ−ε−d/4)+2, 2
B2(δ−ε−d/4)+1

(O;R r)),

19



so that z0 ∈ L∞(−∞, 0;D
(
(−A)2(δ−ε−d/4)+3/2

)
). If 2(δ − ε− d/4) + 3/2 > d/4, we can

conclude as above. Otherwise we repeat the same arguments a finite number of times
and we get

z0 ∈ L∞(−∞, 0;D
(
(−A)k(δ−ε−d/4)+(k+1)/2

)
),

for some k ∈ N such that k(δ − ε − d/4) + (k + 1)/2 > d/4 (and this is possible as
ε < δ − (d− 2)/4). At this point we conclude as above.

Finally, we consider the uncontrolled version of equation (3.2), namely

z′(t) = Az(t) + F (z(t)), z(T ) = x. (3.26)

With the notations introduced at the beginning of this section its solution will be denoted
by zx

T (0).

Proposition 3.6. Under Hypotheses 1 to 4, for any R > 0

lim
t−T→∞

sup
|x|E≤R

|zx
T (0)(t)|E = 0. (3.27)

Proof. If δz(t) is the element of ∂|zx
T (0)(t)|E introduced in (2.12), we have

d

dt

−
|zx

T (0)(t)|E ≤
〈
Azx

T (0)(t), δz(t)

〉
E

+
〈
F (zx

T (0)(t)), δz(t)

〉
E
≤ −α |zx

T (0)(t)|E .

By comparison this yields

|zx
T (0)(t)|E ≤ e−α(t−T )|x|E , t ≥ T,

so that (3.27) follows.

4 A non-linear local exact controllability problem

Since we are dealing with space dimension d ≥ 1, we cannot assume in general the
operator Q to be invertible and then the proof of compactness of the level sets of the
quasi-potential associated with system (1.1) is more delicate than in the classical non-
degenerate case (see [18]). For later use, in this section we prove some preliminary results
about the local exact controllability of the skeleton system (3.2). Such results will be
crucial in the proof of the characterization of the quasi-potential given in Proposition
5.4.

We start with a few definitions about exact and local exact controllability

Definition 4.1. Let

z′(t) = H(z)(t) + K(z, ϕ)(t), z(0) = 0,

be some controlled system, with state space V and control space U , and let z(ϕ) denote
the solution corresponding to the control ϕ.
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1. The system is exactly controllable at time T > 0 if for any state x ∈ V there exists
an admissible control ϕ ∈ U such that z(ϕ)(T ) = x.

2. The system is locally exactly controllable at time T > 0 if there exists ε > 0 such
that for any x ∈ V , with |x|V < ε, there exists an admissible control ϕ ∈ U such
that z(ϕ)(T ) = x.

Here, in addition to the non-linear control problem

z′(t) = Az(t) + F (z(t)) + G(z(t))Qϕ(t), z(0) = 0, (4.1)

for any ψ ∈ L2(0, T ; H) we consider the linearized problem

y′(t) =
[
A + F ′(0)

]
y(t) + G(0) Qψ(t), y(0) = 0. (4.2)

In what follows we shall denote the solution of (4.2) by yψ. As qψc ∈ L2(0, T ;D((−A)δ))
and f ′(ξ, 0) ∈ C∞(O;L(R r)), with the arguments used in the proof of Lemma 3.5, it
is immediate to show that yψ ∈ L∞(0, T ; D((−A)δ+1/2). Moreover, if we fix T > 0 and
denote by LT the mapping

LT : L2(0, T ; H) → V, ψ 7→ LT ψ := yψ(T ),

it is clearly continuous. Now, if we show that there exists cT > 0 such that for any
h ∈ D

(
(−A)δ+1/2

)
|L?

T h|L2(0,T ;H) ≥ cT |h|D((−A)δ+1/2), (4.3)

we have that for any h ∈ D
(
(−A)δ+1/2

)
there exists ψ ∈ L2(0, T ; H) such that yψ(T ) =

h, so that the linear system (4.2) with state space V := D
(
(−A)δ+1/2

)
and control space

U := L2(0, T ; H) is exactly controllable at time T > 0.
It is immediate to check that

L?
T h(s) = Q [G(0)]?e(T−s)[A+F ′(0)]?h, s ∈ [0, T ].

Then, due to (2.14) we have

|L?
T h|2L2(0,T ;H) =

∫ T

0

∣∣∣Q [G(0)]?e(T−s)[A+F ′(0)]?h
∣∣∣
2

H
ds ≥ c(T )

∫ T

0

∣∣∣Qe(T−s)Ah
∣∣∣
2

H
ds

= c(T )
∫ T

0

∞∑

k=1

λ2
ke
−2αk(T−s)h2

k ds,

with hk = 〈h, ek〉H . Thanks to (2.15) this gives

|L?
T h|2L2(0,T ;H) ≥ c(T )

∞∑

k=1

α−2δ
k h2

k

∫ T

0
e−2αk(T−s) ds = c(T )

∞∑

k=1

α−2δ
k h2

k

(
1− e−2αkT

)

2αk

≥ c(T )
(
1− e−2αT

) ∞∑

k=1

α
−2(δ+1/2)
k h2

k = c(T )
(
1− e−2αT

) |h|2
D((−A)δ+1/2),
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so that (4.3) follows with CT := c(T )
(
1− e−2αT

)
.

Now, since the mapping LT : L2(0, T ; H) → D
(
(−A)δ+1/2

)
is surjective and contin-

uous, by general arguments we can define its pseudo-inverse ST at a point x ∈ V as the
unique ψ ∈ L2(0, T ; H) such that

LT ψ = x, 〈ψ − ϕ, ψ〉L2(0,T ;H) = 0, for all ϕ ∈ L2(0, T ;H) with LT ϕ = x.

Equivalently ψ = ST x is the element of smallest norm satisfying LT ψ = x. We note that
the operator ST : V → L2(0, T ; H) is linear and

‖ST ‖L(D((−A)δ+1/2);L2(0,T ;H)) ≤ c−1
T . (4.4)

This allows us to prove the local exact controllability of the non-linear system (4.1).

Theorem 4.2. There exists T0 > 0 such that system (4.1) is locally exactly controllable,
with state space V := D

(
(−A)δ+1/2

)
and control space U := L2(0, T ; H), for any T ≤ T0.

Proof. For any x ∈ V we consider the problem

z′(t) = Az(t) + F (z(t)) + G(z(t))QST x(t), z(0) = 0,

whose solution z0(ST x) at time t is denoted by Γt(x). Proceeding as in the proof of
Lemma 3.5, it is possible to prove that z0(ST x) ∈ L∞(0, T ; V ), so that Γt maps V into
V .

If we show that there exists some T0 > 0 such that ΓT is differentiable in a neigh-
borhood of zero, for any T ≤ T0, and DΓT (0) = I, by the local inversion theorem we
have that there exist two neighborhoods U1 and U2 of 0 in V such that ΓT : U1 → U2

is invertible. Due to the definition of ΓT , this means that for any y ∈ U2 there exists
x = Γ−1

T (y) ∈ U1 such that

y =
∫ T

0
e(T−s)AF (z0(ST x)(s)) ds +

∫ T

0
e(T−s)AG(z0(ST x)(s))Q ST x(s) ds,

so that ϕy := ST Γ−1
T (y) is the control such that z0(ϕy)(T ) = y.

For any x ∈ V we have that z0(ST x) is the unique fixed point of the mapping
FT : V × L∞(0, T ; V ) → L∞(0, T ;V ) defined by

FT (x, z)(t) :=
∫ t

0
e(t−s)AF (z(s)) ds +

∫ t

0
e(t−s)AG(z(s))QST x(s) ds.

We denote such fixed point by z(x). Notice that, proceeding as in the proof of Lemma
3.5, due to (3.19) and (4.4), we have

|FT (x, z)|L∞(0,T ;V ) ≤ c T |z|L∞(0,T ;V )

(
1 + |z|rL∞(0,T ;V )

)
+ c c−1

T

(
1 + |z|rL∞(0,T ;V )

)
|x|V .

Thus, if we fix T ≤ T1 := 1/4c and RT ≤ cT /4c, we get

|x|V ≤ RT , |z|L∞(0,T ;V ) ≤ 1 =⇒ |FT (x, z)|L∞(0,T ;V ) ≤ 1,
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so that FT (x, ·) maps BL∞(0,T ;V )(1) into itself, for any x ∈ BV (RT ).
It is immediate to check that for any fixed z ∈ L∞(0, T ; V ) the mapping

FT (·, z) : V → L∞(0, T ;V ), x 7→ FT (x, z),

is Fréchet differentiable and for any x, h ∈ V
[
∂FT

∂x
(x, z)h

]
(t) =

∫ t

0
e(t−s)AG(z(s))QST h(s) ds, t ∈ [0, T ]. (4.5)

Since 2δ + 1 > d/2, we have H2δ+1,2(O;R r) ⊂ L∞(O;R r) and then, as shown
in [16, Theorem 5.5.3.1], the Nemytskij composition operator F is differentiable in
H2δ+1,2(O;R r) and for any x, y ∈ H2δ+1,2(O;R r)

[F ′(x)y](ξ) = Dσf(ξ, x(ξ))y(ξ), ξ ∈ O. (4.6)

Notice that due to (2.18) if x, y ∈ D((−A)δ) then Bδ[F ′(x)y] = 0 on ∂O, so that
F ′(x)y ∈ D((−A)δ). In particular, since 2δ + 1 > d/2, by using (3.24) for any x, y ∈ V
we have ∣∣F ′(x)y

∣∣
D((−A)δ)

≤ c (1 + |x|rV ) |y|V , (4.7)

for some constant r ≥ 1. Moreover, due to (3.24) and to the boundary assump-
tions (2.17) for any x ∈ V and h ∈ D((−A)δ) we have that G(x)h ∈ D((−A)δ).
Then by using again the result proved in [16, Theorem 5.5.3.1] we have that the map-
ping x ∈ H2δ+1,2(O;R r) 7→ G(x)h ∈ H2δ,2(O;R r) is differentiable and for any y ∈
H2δ+1,2(O;R r)

(
[G′(x)h] y

)
(ξ) = [D(G(·)h)(x)y](ξ) = [Dσg(ξ, x(ξ))y(ξ)]h(ξ), ξ ∈ O. (4.8)

In particular, if x, y ∈ V and h ∈ D((−A)δ) due to (2.18) we have that [G′(x)h]y ∈
D((−A)δ) and

∣∣[G′(x)h] y
∣∣
D((−A)δ)

≤ c (1 + |x|rV ) |y|V |h|D((−A)δ), (4.9)

for some constant r ≥ 1.
Thus, thanks to (3.19) and to (4.6) and (4.8) it is not difficult to show that for any

fixed x ∈ V the mapping

z ∈ L∞(0, T ;V ) 7→ FT (x, z) ∈ L∞(0, T ; V )

is differentiable and for any x ∈ V and z, w ∈ L∞(0, T ; V ) it holds
[
∂FT

∂z
(x, z)w

]
(t) =

∫ t

0
e(t−s)AF ′(z(s))w(s) ds +

∫ t

0
e(t−s)A[G′(z(s))w(s)]QST x(s) ds.

Moreover, according to (3.19) and (4.4) and to (4.7) and (4.9) we have
∣∣∣∣
[
∂FT

∂z
(x, z)w

]
(t)

∣∣∣∣
V

≤ c
(
|F ′(z)w|L2(0,t;D((−A)δ)) + |[G′(z)w]QST x|L2(0,t;D((−A)δ))

)

≤ c

[∫ t

0
(1 + |z(s)|rV )2

(
1 + |ST x(s)2D((−A)δ)

)
|w(s)|2V ds

]1/2

≤ c′
(
1 + |z|rL∞(0,t;V )

)(√
t + c−1

T |x|V
)
|w|L∞(0,t;V ).
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Hence, if T ≤ T1, |z|L∞(0,T ;V ) ≤ 1 and |x|V ≤ R, for some R ≤ RT , we get
∣∣∣∣
[
∂FT

∂z
(x, z)w

]∣∣∣∣
V

≤ 2 c′
(√

T + c−1
T R

)
|w|L∞(0,T ;V ).

This means that if we fix 0 < α < 1 and T0 := (α/4c′)2 ∧ T1, for any T ≤ T0 and any
RT ≤ cT (α/c′ ∧ 1/c) /4 we have

|x|V ≤ RT , |z|L∞(0,T ;V ) ≤ 1 =⇒
∣∣∣∣
∂FT

∂z
(x, z)w

∣∣∣∣
L(L∞(0,T ;V ),L∞(0,T ;V ))

≤ α.

Thus from the theorem of contractions depending on parameters (see for example [4,
Proposition C.0.3] for a proof in this setting), we have that for any T ≤ T0 the mapping

x ∈ BV (RT ) 7→ z(x) ∈ L∞(0, T ; V ),

is differentiable. Moreover, for any x ∈ BV (RT ), h ∈ V and t ∈ [0, T ]

[Dz(x)h](t) = DΓt(x)h =
∫ t

0
e(t−s)AF ′(Γs(x))DΓs(x)h ds

+
∫ t

0
e(t−s)A[G′(Γs(x))DΓs(x)h] QST x(s) ds +

∫ t

0
e(t−s)AG(Γs(x))QST h(s) ds.

Since F (0) = 0 and ST 0 = 0, we clearly have z(0) = 0 and Γs(0) = 0, for any s ∈ [0, T ].
This implies that

DΓt(0)h =
∫ t

0
e(t−s)AF ′(0)DΓs(0)h ds +

∫ t

0
e(t−s)AG(0)QST h(s) ds.

Therefore, by a uniqueness argument we have that v(t) := DΓt(0)h is the solution of

v′(t) =
[
A + F ′(0)

]
v(t) + G(0)QST h(t), v(0) = 0.

This means that DΓT (0)h = v(T ) = h, so that DΓT (0) = I.

5 Compactness of level sets of the quasi-potential

For any t1 < t2 and z ∈ C([t1, t2]; E) we define

It1,t2(z) :=
1
2

inf
{
|ϕ|2L2(t1,t2;H) ; z = z(ϕ)

}
,

where z(ϕ) is the solution of the skeleton equation (3.2) in the interval [t1, t2], corre-
sponding to the control ϕ (with the usual convention that inf ∅ = +∞). For simplicity
of notations, when t1 = 0 and t2 = t > 0 we shall write It and when t2 = 0 and
t1 = −t < 0 we shall write I−t.
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In [6, Theorem 5.1] we have proved that for any x ∈ E, r ≥ 0 and t1 < t2 the level
set

Kx,t1,t2(r) := { z ∈ C([t1, t2]; E) ; z(t1) = x, It1,t2(z) ≤ r }
is compact. In fact, it is not difficult to adapt the proof of [6, Theorem 5.1] in order to
show that for any compact set Λ ⊂ E the level set

KΛ,t1,t2(r) := { z ∈ C([t1, t2]; E) ; z(t1) ∈ Λ, It1,t2(z) ≤ r }

is compact. Notice that in what follows, if t1 = 0 and t2 = t we shall write Kx,t(r) and
KΛ,t(r) instead of Kx,0,t(r) and KΛ,0,t(r).

Analogously, for any z ∈ C((−∞; 0]; E) we define

I−∞(z) :=
1
2

inf
{
|ϕ|2L2(−∞,0;H) ; z = z(ϕ)

}

and for any r ≥ 0

K−∞(r) :=
{

z ∈ C((−∞; 0];E) ; I−∞(z) ≤ r, lim
t→−∞ |z(t)|E = 0

}
.

We note that for any z ∈ C((−∞; 0];E)

I−∞(z) = sup
t≥0

I−t(z).

Finally, for any x ∈ E we define the quasi-potential

V (x) := inf { It(z) ; t > 0, z ∈ C([0, t]; E), with z(0) = 0 and z(t) = x } . (5.1)

In this section we shall prove that the level sets of V are compact, so that V is an
admissible action functional for the large deviations estimates of the family of invariant
measures {νε}.

First of all we notice that x = 0 is the unique minimum point of V , i.e.

V (x) = 0 ⇐⇒ x = 0, (5.2)

Actually, if x = 0 then clearly V (x) = 0. On the other side, if V (x) = 0 for any
ε > 0 there exist Tε > 0 and zε ∈ C([0, Tε]; E) such that zε(0) = 0 and zε(Tε) = x and
ITε(zε) < ε. This means that for each ε > 0 there exists ϕε ∈ L2(0, Tε;H) such that

zε = z0
0(ϕε) and

1
2
|ϕε|2L2(0,Tε;H) ≤ 2ε.

According to Proposition 3.2 this implies that

lim
ε→0

|zε(Tε)|E = lim
ε→0

|z0
0(ϕε)(Tε)|E = 0,

and hence, as zε(Tε) = x, we have that x = 0.
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Now, as we are assuming F (0) = 0, if G(0) = 0 then for each t > 0 and z ∈
C([0, t];E), with z(0) = 0 and z(t) = x 6= 0, we clearly have It(z) = +∞. Due to the
arbitrariness of t > 0, this means that

G(0) = 0 =⇒ V (x) =





+∞ if x 6= 0

0 if x = 0.

(5.3)

In particular, if G(0) = 0 the level sets of V are trivially compact.
Our aim is to prove that the level sets of V are compact in E, even under condition

(2.14). We start by proving the compactness of the sets K−∞(r).

Proposition 5.1. Assume Hypotheses 1 to 4. Then for any r ≥ 0 the set K−∞(r) is
compact in C((−∞, 0];E).

Proof. Given any sequence {zn} ⊂ K−∞(r), we have to show that there exists a subse-
quence {znk

} converging in C((−∞, 0];E) to some ẑ ∈ K−∞(r). For this purpose we
need a preliminary result, whose proof is postponed.

Lemma 5.2. There exists θ? ∈ (0, 1) such that for any r ≥ 0

I−∞(z) ≤ r and sup
t≤0

|z(t)|E < ∞ =⇒ sup
t≤0

|z(t)|Cθ? (O;R r) ≤ L(r),

for some constant L(r) > 0.

Due to the previous lemma, if z ∈ K−∞(r), for any k ∈ N the restriction of z to
the interval [−k, 0] belongs to KΛ,−k,0(r), where

Λ :=
{

x ∈ E ; |x|Cθ? (O;R r) ≤ L(r)
}

. (5.4)

As Λ is compact in E, we have that KΛ,−k,0(r) is compact in C([−k, 0];E) for any k ∈ N.
Then by taking k = 1 we can find {zn1} ⊆ {zn} and ẑ1 ∈ C([−1, 0];E) such that

lim
n1→∞

zn1|[−1,0]

= ẑ1, in C([−1, 0];E).

In particular, as I−1 is lower semi-continuous (see [6, Theorem 5.1]) we have I−1(ẑ1) ≤
r. With the same arguments, we can find a subsequence {zn2} ⊆ {zn1} and ẑ2 ∈
C([−2, 0];E) such that

lim
n2→∞

zn2|[−2,0]

= ẑ2, in C([−2, 0];E),

and I−2(ẑ2) ≤ r. Proceeding in this way, we can find a subsequence {zn′} ⊆ {zn}
converging to some ẑ in C((−∞, 0];E). By construction for each k ∈ N we have that
I−k(zn′) ≤ r, for any n′ ∈ N large enough and then, due to the lower semi-continuity of
I−k, we have I−k(ẑ) ≤ r. This implies that I−∞(ẑ) ≤ r. Moreover, it is immediate to
check that

sup
t≤0

|ẑ(t)|Cθ? (O;R r) ≤ L(r). (5.5)
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Thus, in order to show that ẑ ∈ K−∞(r), it remains to prove that

lim
t→−∞ |ẑ(t)|E = 0.

If this is not true, there exist a constant η > 0 and a sequence {tn} decreasing to −∞
such that |ẑ(tn)|E ≥ η, for any n ∈ N. The next lemma, whose proof is postponed,
shows that in fact this is not possible.

Lemma 5.3. There exist t0 > 0 and β > 0 such that

|ẑ(t)|E ≥ η =⇒ It−t0,t(ẑ) ≥ β.

Now, we can conclude the proof of the proposition. Actually, if we assume that
|ẑ(tn)|E ≥ η, due to the previous lemma there exists t0 > 0 such that Itn−t0,tn(ẑ) ≥ β > 0,
for any n ∈ N. Thus, if we fix any subsequence {tnk

} ⊆ {tn} such that tnk+1
≤ tnk

− t0,
for any m ∈ N we have

I−∞(ẑ) ≥
m∑

k=1

Itnk+1
,tnk

(ẑ) ≥
m∑

k=1

Itnk
−t0,tnk

(ẑ) ≥ βm.

Thus, as m can be taken arbitrarily large, we get I−∞(ẑ) = +∞, which is not true.

Now, in order to conclude the proof of Proposition (5.1) it remains to prove Lemma
5.2 and Lemma 5.3.

Proof of Lemma 5.2. Since I−∞(z) ≤ r, for any −T ≤ t ≤ 0 we have

z(t) = e (t+T )Az(−T ) +
∫ t

−T
e(t−s)AF (z(s)) ds + γ−T

ϕ (z)(t),

for some ϕ ∈ L2(−T, 0;H), with |ϕ|2L2(−T,0;H) ≤ 3r. Then, by using (3.5) and (3.6), we
can find a constant cr not depending on T such that for any ξ, η ∈ O and t ≥ −T

|z(t, ξ)− z(t, η)| ≤
∣∣∣e (t+T )Az(−T, ξ)− e (t+T )Az(−T, η)

∣∣∣

+cr

(
1 + sup

t≥−T
|z(t)|mE + sup

t≥−T
|z(t)|E

)
|ξ − η|θ? .

According to (2.9), with θ = 0, and to (3.3) this implies

|z(t, ξ)− z(t, η)| ≤ c e−α(t+T ) |z(−T )|E + cr (1 + |z(−T )|mE ) |ξ − η|θ?

and since supt≤0 |z(t)|E =: κ < ∞, it follows that for any t ≥ −T

|z(t, ξ)− z(t, η)| ≤ c e−α(t+T ) |z(−T )|Eκ + cr (1 + κm) |ξ − η|θ? .

By taking the limit above for T tending to infinity, we obtain

|z(t, ξ)− z(t, η)| ≤ cr(1 + κm) |ξ − η|θ? , t ≤ 0,

which implies the lemma.
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Proof of Lemma 5.3. For any s > 0, let zx
t−s(0) be the solution of problem (3.26)

starting from x at time t − s. If Λ is the set introduced in (5.4), due to (3.27) there
exists t0 > 0 large enough such that

sup
x∈Λ

|zx
t−t0(0)(t)|E ≤ η

2
.

Thus, if
Ht,t0 := { z ∈ C([t− t0, t]; E) ; z(t− t0) ∈ Λ, |z(t)|E ≥ η } ,

we immediately have that if x ∈ Λ then zx
t−t0(0) /∈ Ht,t0 . As Ht,t0 is closed, this implies

that
β := inf { It−t0,t(z) ; z ∈ Ht,t0 } > 0.

In fact, if β = 0 there exists {zn} ⊂ Ht,t0 such that It−t0,t(zn) ≤ 1/n, for any n ∈ N.
This means that {zn} ⊂ KΛ,t−t0,t(1) and then, as KΛ,t−t0,t(1) is compact, there exists
{znk

} ⊆ {zn} converging to some ẑ ∈ KΛ,t−t0,t(1) in C([t − t0, t]; E). In particular, as
It−t0,t is lower semi-continuous, we have that It−t0,t(ẑ) = 0 and then ẑ = z

ẑ(t−t0)
t−t0

(0). But
this leads to a contradictions because on one side ẑ /∈ Ht,t0 (notice that ẑ(t − t0) ∈ Λ)
and on the other side ẑ ∈ Ht,t0 , as Ht,t0 is closed.

2

The key point in the proof of compactness of the level sets of V is given by the
following result.

Proposition 5.4. Assume Hypotheses 1 to 5 and assume that condition (2.14) holds.
Then for any x ∈ E

V (x) = min
{

I−∞(z) ; z ∈ C((−∞, 0];E), z(0) = x, lim
t→−∞ |z(t)|E = 0

}
.

Proof. Let T > 0 and let z ∈ C([0, T ]; E), with z(0) = 0 and z(T ) = x. We define

z̄(t) :=





z(t + T ) if t ∈ [−T, 0]

0 if t ≤ −T.

Clearly z̄ ∈ C((−∞, 0];E), z̄(0) = x and |z̄(t)|E → 0, as t → −∞. Moreover, I−∞(z̄) =
I−T (z̄) = IT (z) and then

min
{

I−∞(z) ; z ∈ C((−∞, 0];E), z(0) = x, lim
t→−∞ |z(t)|E = 0

}
≤ IT (z).

Since T and z are arbitrary, we get

V (x) ≥ min
{

I−∞(z) ; z ∈ C((−∞, 0];E), z(0) = x, lim
t→−∞ |z(t)|E = 0

}
.

28



Thus, in order to conclude we have to prove the opposite inequality. If

min
{

I−∞(z) ; z ∈ C((−∞, 0];E), z(0) = x, lim
t→−∞ |z(t)|E = 0

}
= ∞,

there is nothing to prove. Hence, we can assume that such a minimum is finite. In
Proposition 5.1 we have proved that for any r ≥ 0 the level set K−∞(r) is compact, so
that the minimum is in fact attained by some z0 ∈ C((−∞, 0];E).

In fact, such a minimum z0 is more regular. Namely we have z0(t) ∈ D
(
(−A)δ+1/2

)
,

for any t ≤ 0, and
lim

t→−∞ |z0(t)|D((−A)δ+1/2) = 0. (5.6)

Indeed, since z0 ∈ K−∞(r), there exists some ϕ ∈ L2(−∞, 0;H), with |ϕ|2L2(−∞,0;H) ≤
3r, such that for any T > 0 and −T < t ≤ 0

z0(t) = e(t+T )Az0(−T ) +
∫ t

−T
e(t−s)AF (z0(s)) ds +

∫ t

−T
e(t−s)AG(z0(s))Qϕ(s) ds.

Since |z0(t)|E is bounded for t ∈ (−∞, 0] (in fact it converges to zero as t goes to −∞),
due to (2.7) we can take the limit above as T goes to +∞ and we get the following
representation for z0(t)

z0(t) =
∫ t

−∞
e(t−s)AF (z0(s)) ds +

∫ t

−∞
e(t−s)AG(z0(s))Qϕ(s) ds.

Thanks to Lemma 3.5 this gives (5.6).
Now, according to Theorem 4.2 there exist T0 > 0 and two neighborhoods U1 and U2

of 0 in D
(
(−A)δ+1/2

)
such that the mapping ΓT0 defined by

ΓT0x =
∫ T0

0
e(T0−s)AF (zx(s)) ds +

∫ T0

0
e(T0−s)AG(zx(s))QST0x ds

is an homeomorphism from U1 onto U2. Thus, for any ε > 0 there exists δε > 0 such
that

|x|D((−A)δ+1/2) ≤ δε =⇒ |Γ−1
T0

x|D((−A)δ+1/2) ≤ cT0

√
2ε,

where cT0 is the positive constant introduced in (4.4), corresponding to T = T0. Accord-
ing to the definition of ST0 , ΓT0 and V this means that

|x|D((−A)δ+1/2) ≤ δε =⇒ |ST0(Γ
−1
T0

x)|L2(0,T0;H) ≤
√

2ε =⇒ V (x) ≤ ε. (5.7)

Now, since z0 converges to zero in D
(
(−A)δ+1/2

)
, as t goes to −∞, (see (5.6)) we

can fix Tε > 0 such that
|z0(−Tε)|D((−A)δ+1/2) ≤ δε. (5.8)

If we define
zε(t) := z0(t− (Tε + T0)), t ∈ [T0, Tε + T0],
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we have zε(Tε +T0) = z0(0) = x. Moreover, zε(T0) = z0(−Tε) and then, due to (5.7) and
(5.8), there exists ϕε ∈ L2(0, T0; H) such that z(ϕε)(0) = 0, z(ϕε)(T0) = zε(T0) and

1
2
|ϕε|2L2(0,T0;H) ≤ ε,

and hence IT0(z(ϕε)) ≤ ε. This means that if we set zε(t) := z(ϕε)(t), t ∈ [0, T0], we
have

ITε+T0(zε) ≤ IT0(z(ϕε)) + IT0,Tε+T0(zε) ≤ ε + I−Tε(z0) ≤ ε + I−∞(z0).

Therefore, since zε(0) = 0 and zε(Tε + T0) = x we have

V (x) ≤ ITε+T0(zε) ≤ ε + I−∞(z0),

and from the arbitrariness of ε we have

V (x) ≤ I−∞(z0) = min
{

I−∞(z) ; z ∈ C((−∞, 0];E), z(0) = x, lim
t→−∞ |z(t)|E = 0

}
.

The characterization of V given in Proposition 5.4 allows us to prove the compactness
of the level sets of V .

Theorem 5.5. Under Hypotheses 1 to 5, for any r ≥ 0 the level set

K(r) := {x ∈ E : V (x) ≤ r }
is compact in E.

Proof. Due to (5.3), if G(0) = 0 the theorem is trivially true, as K(r) = {0}, for any
r ≥ 0. Thus, we can assume that (2.14) holds.

Let {xn} ⊂ K(r). According to Proposition 5.4, for each n ∈ N we can find zn ∈
C((−∞, 0];E) with zn(0) = xn and |zn(t)|E converging to zero, as t goes to −∞, such
that V (xn) = I−∞(zn). Since V (xn) ≤ r, we have that {zn} ⊂ K−∞(r). In Proposition
5.1 we have shown that K−∞(r) is compact and then there exists {znk

} ⊆ {zn} converging
in C((−∞, 0];E) to some z̄ ∈ K−∞(r). In particular, xnk

= znk
(0) → z̄(0) in E. Now,

due to Proposition 5.4 we have V (z̄(0)) ≤ I−∞(z̄) ≤ r and then z̄(0) ∈ K(r).

6 Lower bounds

Theorem 6.1. For any δ, γ > 0 and x̄ ∈ E there exists ε0 > 0 such that

νε ({x ∈ E : |x− x̄|E < δ}) ≥ exp
(
−V (x̄) + γ

ε2

)
, ε ≤ ε0.

Proof. If V (x̄) = +∞ there is nothing to prove. If V (x̄) < +∞, then there exists
T̄ > 0 and z̄ ∈ C([0, T̄ ]; E) such that z̄(0) = 0, z̄(T̄ ) = x̄ and z̄ = z(ϕ̄), for some
ϕ̄ ∈ L2(0, T̄ ;H) with

1
2
|ϕ̄|2L2(0,T̄ ;H) ≤ V (x̄) +

γ

2
. (6.1)

For such T̄ and x̄ we have the following crucial lemma which will be proved at the end
of the section.
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Lemma 6.2. For any R > 0 there exist T0 > 0 and ϕ0 ∈ L2(0, T̄ + T0;H) such that

1
2
|ϕ0|2L2(0,T̄+T0;H) ≤ V (x̄) +

γ

2
(6.2)

and
sup

|x|E≤R
|zx

0 (ϕ0)(T̄ + T0)− x̄|E ≤ δ

2
. (6.3)

According to this result, for any x ∈ E, with |x|E ≤ R, we have
∣∣ux

ε (T0 + T̄ )− x̄
∣∣
E
≤ ∣∣ux

ε (T0 + T̄ )− zx
0 (ϕ0)(T0 + T̄ )

∣∣
E

+
∣∣zx

0 (ϕ0)(T0 + T̄ )− x̄
∣∣
E

≤ ∣∣ux
ε (T0 + T̄ )− zx

0 (ϕ0)(T0 + T̄ )
∣∣
E

+
δ

2
,

and then, due to the invariance of νε

νε ({x ∈ E ; |x− x̄|E < δ}) =
∫

E
P

(∣∣ux
ε (T0 + T̄ )− x̄

∣∣
E

< δ
)

νε(dx)

≥
∫

E
P

(∣∣ux
ε (T0 + T̄ )− zx

0 (ϕ0)(T0 + T̄ )
∣∣
E

<
δ

2

)
νε(dx)

≥
∫

E
P

(
|ux

ε − zx
0 (ϕ0)|C([0,T0+T̄ ];E) <

δ

2

)
νε(dx).

Now, as proved in [6, Theorem 6.2] for any R > 0 there exists ε0 > 0 such that for any
ε ≤ ε0 and |x|E ≤ R

P
(
|ux

ε − zx
0 (ϕ0)|C([0,T1+T̄ ];E) <

δ

2

)

≥ exp

(
−
|ϕ0|2L2(0,T0+T̄ ;H)

+ γ

2 ε2

)
≥ exp

(
−V (x̄) + γ

ε2

)
,

so that

νε ({x ∈ E ; |x− x̄|E < δ}) ≥ νε ( |x|E ≤ R ) exp
(
−V (x̄) + γ

ε2

)
.

Therefore, we complete the proof of the theorem, if we show that there exists R̄ > 0 such
that

lim
ε→0

νε

( |x|E ≤ R̄
)

= 1. (6.4)

We recall that we have taken νε as the weak limit of the sequence of measures {νε,n}n

defined by

νε,n(Γ) :=
1
tn

∫ tn

0
P

(
u0

ε (s) ∈ Γ
)

ds, Γ ∈ B(E),

for some tn ↑ ∞. Thus, if we show that there exists some R̄ > 0 such that

lim
ε→0

sup
s≥0

P
(∣∣u0

ε (s)
∣∣
E

> R̄
)

= 0, (6.5)
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we are done.
Proceeding as in [5, Proof of Proposition 6.1] we have

|u0
ε (t)|E ≤ c̄

(
1 + ε sup

s≤t
|γ(u0

ε )(s)|E
)

, (6.6)

where
γ(u0

ε )(s) :=
∫ s

0
e(s−r)AG(u0

ε (r))Qdw(r).

Due to [5, Proposition 4.5 and 6.1 and (4.14)], for any ε ≤ 1 we have

E sup
t≥0

|γ(u0
ε )(t)|E ≤ c

(
1 + E sup

t≥0
|u0

ε (t)|E
)

< ∞.

Then, thanks to (6.6) for any R > c̄

P
(∣∣u0

ε (t)
∣∣
E

> R
) ≤ P

(
sup
s≤t

∣∣γ(u0
ε )(t)

∣∣
E

>
R− c̄

ε c̄

)
≤ ε c̄

R− c̄
c

(
1 + E sup

t≥0
|u0

ε (t)|E
)

,

which implies (6.5).

Now, in order to complete the proof for the lower bounds, we have to prove the above
lemma.

Proof of Lemma 6.2. Let ϕ̄ be the function introduced in (6.1). For T > 0 fixed (to
be chosen later) we define

ϕ0(t) :=





0 if t ∈ [0, T ],

ϕ̄(t− T ) if t ∈ [T, T + T̄ ].

Thus, we have

|ϕ0|2L2(0,T̄+T ;H) =
∫ T+T̄

T
|ϕ̄(s− T )|2H ds = |ϕ̄|2L2(0,T̄ ;H)

and due to (6.1) we obtain (6.2).
Now, for any x ∈ E we consider zx

0 (ϕ0), the solution of the skeleton equation (3.2)
starting from x at time zero and corresponding to the control ϕ0. Due to the definition
of ϕ0, it is immediate to check that

zx
0 (ϕ0)(t) =





zx
0 (0)(t) if t ∈ [0, T ]

z
zx
0 (0)(T )

T (ϕ0)(t) if t ∈ [T, T + T̄ ],

where zx
0 (0) is the solution of the uncontrolled problem (3.26) starting from x at time

zero and z
zx
0 (0)(T )

T (ϕ0) is the solution of the skeleton equation (3.2) starting from zx
0 (0)(T )

at time T with control ϕ0.
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If we set ψ(t) := zx
0 (ϕ0)(t + T ), t > 0, with a simple change of variable we have

ψ(t) = etAzx
0 (0)(T ) +

∫ T+t

T
e(T+t−s)AF (zx

0 (ϕ0)(s)) ds

+
∫ T+t

T
e(T+t−s)AG(zx

0 (ϕ0)(s))Qϕ̄(s− T ) ds

= etAzx
0 (0)(T ) +

∫ t

0
e(t−s)AF (zx

0 (ϕ0)(s + T )) ds +
∫ t

0
e(t−s)AG(zx

0 (ϕ0)(s + T ))Qϕ̄(s) ds,

so that for any t ∈ [0, T̄ ]

ψ(t)− z0
0(ϕ̄)(t) = etAzx

0 (0)(T ) +
∫ t

0
e(t−s)A

[
F (ψ(s))− F (z0

0(ϕ̄)(s))
]

ds

+
∫ t

0
e(t−s)A

[
G(ψ(s))−G(z0

0(ϕ̄)(s))
]
Qϕ̄(s) ds.

Recalling that |etAx|E ≤ e−αt|x|E , for any x ∈ E and t ≥ 0, we have

∣∣ψ(t)− z0
0(ϕ̄)(t)

∣∣
E
≤ e−αt|zx

0 (0)(T )|E +
∫ t

0
e−α(t−s)

∣∣F (ψ(s))− F (z0
0(ϕ̄)(s))

∣∣
E

ds

+
∣∣∣∣
∫ t

0
e(t−s)A

[
G(ψ(s))−G(z0

0(ϕ̄)(s))
]
Qϕ̄(s) ds

∣∣∣∣
E

.

By proceeding as in [5, proof of Theorem 4.2] (where stochastic convolutions are studied),
for any t ∈ [0, T̄ ] and p large enough we have

∣∣∣∣
∫ t

0
e(t−s)A

[
G(ψ(s))−G(z0

0(ϕ̄)(s))
]
Qϕ̄(s) ds

∣∣∣∣
E

≤ e−αt ‖Q‖ρ |ϕ̄|L2(0,T̄ ;H)cp(T̄ )
(∫ t

0
fp(s)

(
sup
σ≤s

eασ
∣∣ψ(σ)− z0

0(ϕ̄)(σ)
∣∣
E

)p

ds

) 1
p

,

where ‖Q‖ρ is defined in (2.10) and

fp(s) :=
(∫ s

0
(s− σ)−η dσ

) p
2

for some positive constant η less that 1 specified in [5, Proof of Theorem 4.2].
Moreover, as ψ(t) = zx

0 (ϕ0)(t + T ), t ≥ 0, due to (3.3) we have

sup
t≥0

|ψ(t)|E ≤ c|ϕ0|L2(0,T+T̄ ;H)
(1 + |x|E) = c|ϕ̄|L2(0,T̄ ;H)

(1 + |x|E)

and analogously
sup
t≥0

|z0
0(ϕ̄)(t)|E ≤ c|ϕ̄|L2(0,T̄ ;H)

.
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As F is locally Lipschitz-continuous, this implies that there exists LR > 0 (depending
also on |ϕ̄|L2(0,T̄ ;H)) such that if |x|E ≤ R

∫ t

0
e−α(t−s)

∣∣F (ψ(s))− F (z0
0(ϕ̄)(s))

∣∣
E

ds ≤ LR e−αt

∫ t

0
eαs|ψ(s)− z0

0(ϕ̄)(s)|E ds

≤ LR e−αt

∫ t

0
sup
σ≤s

eασ|ψ(σ)− z0
0(ϕ̄)(σ)|E ds.

Hence, collecting all terms we obtain

eαt|ψ(t)− z0
0(ϕ̄)(t)|E ≤ |zx

0 (0)(T )|E + LR e−αt

∫ t

0
sup
σ≤s

eασ|ψ(σ)− z0
0(ϕ̄)(σ)|E ds

+c̃p(T̄ )
(∫ t

0
fp(s) sup

σ≤s
eαpσ |ψ(σ)− z0

0(ϕ̄)|pE ds

) 1
p

,

so that

sup
s≤t

eαps|ψ(s)− z0
0(ϕ̄)(s)|pE

≤ 3p |zx
0 (0)(T )|pE + 3p Lp

R T̄ p−1

∫ s

0
sup
σ≤r

eαpσ|ψ(σ)− z0
0(ϕ̄)(σ)|pE dr

+3p c̃p(T̄ )p

∫ t

0
fp(s) sup

σ≤s
eαpσ |ψ(σ)− z0

0(ϕ̄)|pE ds.

Therefore, by using the Gronwall lemma we obtain

sup
s≤t

eαps|ψ(s)− z0
0(ϕ̄)(s)|pE ≤ 3p |zx

0 (0)(T )|pE exp
(∫ t

0
g(s) ds

)
,

where
g(s) := 3p Lp

R T̄ p−1 + 3p c̃p(T̄ )p fp(s).

This yields

|ψ(T̄ )− z0
0(ϕ̄)(T̄ )|E ≤ e−αT̄ cp(T̄ , R, |ϕ̄|L2(0,T̄ ;H)) |zx

0 (0)(T )|E ,

that is
|zx

0 (ϕ0)(T + T̄ )− x̄|E ≤ cp(T̄ , R, |ϕ̄|L2(0,T̄ )) |zx
0 (0)(T )|E .

According to (3.27)
lim

T→∞
sup

|x|E≤R
|zx

0 (0)(T )|E = 0,

and then we can find T0 > 0 such that

|zx
0 (ϕ0)(T0 + T̄ )− x̄|E ≤ δ

2
.

2

34



7 Upper bounds

Before proceeding with the proof of upper bounds we need the following preliminary
result.

Lemma 7.1. Under Hypotheses 1 to 5, for any δ, s > 0 there exist λ > 0 and T̄ > 0
such that

{ z(t) ; z ∈ KΣλ,t(s) } ⊆
{

x ∈ E ; distE (x,K(s)) <
δ

2

}
, t ≥ T̄ ,

where Σλ := {x ∈ E ; |x|E ≤ λ } .

Proof. If this is not true, there exist two sequences {λn} ↓ 0 and {Tn} ↑ +∞ and
zn ∈ KΣλn ,Tn(s) such that

distE (zn(Tn),K(s)) ≥ δ

2
, n ∈ N.

Thus, if we define z̄n(t) := zn(t+Tn), t ∈ [−Tn, 0], for each n ∈ N we have z̄n(0) = zn(Tn)
and

distE (z̄n(0),K(s)) ≥ δ

2
, n ∈ N.

Moreover, since λn ↓ 0 and Tn ↑ +∞, for any k ∈ N we have {zn}n≥k ⊂ KΣλk
,Tk

(s).
Now, for any t ≥ −Tn we have

z̄n(t) = zn(t + Tn) = e(t+Tn)Azn(0) +
∫ t+Tn

0
e(t+Tn−s)AF (zn(s)) ds + γ0

ϕn
(zn)(t + Tn),

where ϕn is some function in L2(0, Tn;H), with |ϕn|2L2(0,Tn;H) ≤ 3s, and γ0
ϕn

(zn) is
defined as in the proof of Theorem 3.1. Thus, with the same notations as in Section 3
we have

z̄n(t) = z
zn(0)
0 (ϕn)(t + Tn), t ≥ −Tn

and then, thanks to (3.3), we have

sup
t∈ [−Tn,0]

|z̄n(t)|E ≤ cs (1 + λ1) , n ≥ 1.

Moreover, thanks to (3.4) for any t > −Tn we have

|z̄n(t)|Cθ? (O;R r) ≤ cs (1 + |zn(0)|mE )
(
1 + (t + Tn)−

θ?
2

)
,

so that, for any n ≥ k and t ≥ −Tk/2

|z̄n(t)|Cθ? (O;R r) ≤ cs (1 + λm
k )

(
1 + (Tk/2 ∧ 1)−

θ?
2

)
:= ρk.

In particular for any k ∈ N

z̄n|[−Tk/2,0]
∈ KΛρk

,−Tk/2,0(s), n ≥ k,
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where
Λρk

:= {x ∈ E ; |x|Cθ? (O;R r) ≤ ρk}.
In Section 5 (see also [6]) we have seen that for each k ∈ N the set KΛρk

,−Tk/2,0(s) is
compact in C([−Tk/2, 0];E). Thus there exist {z̄n1} ⊆ {z̄n} and ẑ1 ∈ KΛρ1 ,−T1/2,0(s)
such that z̄n1 converges to ẑ1 in C([−T1/2, 0];E). Analogously, there exist {z̄n2} ⊆ {z̄n1}
and ẑ2 ∈ KΛρ2 ,−T2/2,0(s) such that z̄n2 converges to ẑ2 in C([−T2/2, 0];E). Moreover
ẑ2 ≡ ẑ1 on [−T1/2, 0]. By proceeding in this way we find a subsequence {z̄n′} ⊆ {z̄n}
converging in C((−∞, 0;E) to some ẑ such that

I−∞(ẑ) ≤ s, sup
t≤0

|ẑ(t)|E ≤ c (1 + λ1) .

This means that we can apply Lemma 5.2 and obtain that |ẑ(t)|Cθ? (O;R r) ≤ L(s), for
some constant L(s) > 0. then, by proceeding as in the proof of Proposition 5.1 we
can conclude that |ẑ(t)|E → 0, as t → −∞, and hence ẑ ∈ K−∞(s). According to
Proposition 5.4 this implies that V (ẑ(0)) ≤ I−∞(ẑ) ≤ s. But this is not possible, as

distE (ẑ(0),K(s)) ≥ δ

2
.

In the proof of upper bounds we distinguish the two cases of bounded and unbounded
G.

7.1 Upper bounds when G is bounded

In [6, Theorem 3.3] we have proved that if

sup
(ξ,σ)O×R r

|g(ξ, σ)|L(R r) < ∞, (7.1)

then for any T, R > 0 and s > 0 there exists ρ > 0 such that

sup
|x|E≤R

P
(|ux

ε |C([0,T ];E) ≥ ρ
) ≤ exp

(
− s

ε2

)
, ε ∈ (0, 1].

Here we are assuming that there exists α > 0 such that for any x ∈ E and h ∈ D(A)

〈Ah, δh〉+ 〈F (x + h)− F (x), δh〉 ≤ −α |h|E ,

for some δh ∈ ∂|h|E . Thus, by adapting the proofs of [6, Theorems 3.2 and 3.3 ] it is
possible to show that for any R > 0 and s > 0 there exists ρ > 0 such that

sup
|x|E≤R

P
(|ux

ε |C([0,+∞);E) ≥ ρ
) ≤ exp

(
− s

ε2

)
, ε ∈ (0, 1]. (7.2)

We recall that in the present paper for each ε > 0 we have defined the measure νε as the
weak limit of the sequence of probability measures {νε,n}n≥1 defined by

νε,n(Γ) :=
1
tn

∫ tn

0
P

(
u0

ε (t) ∈ Γ
)

dt, Γ ∈ B(E),
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for some sequence tn ↑ ∞ possibly depending on ε. Therefore, from (7.2) we obtain that
for any s > 0 there exists ρ > 0 such that for any ε ∈ (0, 1]

νε ({x ∈ E ; |x|E > ρ}) ≤ lim inf
n→∞ νε,n ({x ∈ E ; |x|E > ρ}) ≤ exp

(
− s

ε2

)
. (7.3)

Now, for any n ∈ N and ρ, s, δ > 0 we define

Hρ,s,δ(n) := { z ∈ C([0, n]; E) ; |z(0)|E ≤ ρ, |z(j)|E ≥ λ, j = 1, . . . , n } , (7.4)

where ρ is any positive constant and λ is the constant introduced in Lemma 7.1 corre-
sponding to s and δ.

Lemma 7.2. Under Hypotheses 1 to 4, for any ρ, s, δ > 0 there exists n̄ ∈ N such that

βn̄ := inf { In̄(z) ; z ∈ Hρ,s,δ(n̄) } > s.

Proof. If this is not true, then supn βn ≤ s. Thus, if for each n ∈ N we can fix
zn ∈ Hρ,s,δ(n) such that

In(zn) ≤ inf { In(z) ; z ∈ Hρ,s,δ(n) }+ 1 = βn + 1 ≤ s + 1.

Due to (3.4) this easily implies that

sup
t≥1

|zn(t)|Cθ? (O;R r) ≤ cs (1 + |zn(0)|mE ) ≤ cs (1 + ρm) =: cρ,s. (7.5)

Now, if we show that for k ∈ N large enough

υk := inf {Ik(z) ; z ∈ C([0, k]; E), |z(0)|E ≤ cρ,s ∧ ρ, |z(k)|E ≥ λ } > 0, (7.6)

we are led to a contradiction. Indeed, after fixing such k̄ thanks to (7.5) we have

s + 1 ≥ Ink̄(znk̄) ≥ n υk̄

and this is clearly not possible, as n can be taken arbitrarily large.
Hence, to finish the proof of the lemma , it remains to prove (7.6). For any x ∈ E

we consider the solution zx
1 of problem (3.26) (corresponding to T = 1). Due to (3.27),

there exists t̄ ≥ 1 such that

|x|E ≤ cρ,s ∧ ρ =⇒ |zx
1 (t)|E ≤ λ

2
, t ≥ t̄.

Hence, if we fix any integer k̄ ≥ t̄ we have

zx
1|[1,k̄]

/∈ {
z ∈ C([1, k̄];E) ; |z(k̄)|E ≥ λ

}
. (7.7)

Our aim is to prove that for such k̄ we have υk̄ > 0. If υk̄ = 0, then there exists

{ẑn} ⊂
{

z ∈ C([0, k̄]; E) ; |z(0)|E ≤ cρ,s ∧ ρ, |z(k̄)|E ≥ λ
}

,

such that Ik̄(ẑn) converges to zero, as n → ∞. Hence, as |ẑn(0)|E ≤ ρ, we have
|ẑn(1)|Cθ? (O;R r) ≤ cρ,s, so that there exist {ẑnj} ⊆ {ẑn} and x̄ ∈ E such that ẑnj (1) → x̄.
Now, since Ik̄(ẑn) → 0, there exists a sequence {ϕn} ⊂ L2(0, k̄; H) converging to zero
such that ẑn = z(ϕn). This implies that ẑnj converges to zx̄

1 in C([1, k̄]; E) and then
|zx̄

1 (k̄)|E ≥ λ. But in fact, due to (7.7), this is not possible.
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With arguments analogous to those used by Sowers in [18] we now obtain the upper
bounds.

Theorem 7.3. Assume that Hypotheses 1 to 5 hold. Moreover, assume that g is uni-
formly bounded, that is

sup
(ξ,σ)O×R r

|g(ξ, σ)|L(R r) < ∞.

Then, for any s, δ, γ > 0 there exists ε0 > 0 such that

νε ({x ∈ E ; distE (x,K(s)) ≥ δ}) < exp
(
−s− γ

ε2

)
, ε ≤ ε0.

Proof. Due to the invariance of the measure νε, for any t ≥ 0 we have

νε ({x ∈ E ; distE (x,K(s)) ≥ δ}) =
∫

E
P (distE (uy

ε (t),K(s)) ≥ δ) νε(dy).

Thus, according to (7.3), for s > 0 fixed we can find ρ > 0 such that for any ε ∈ (0, 1]

νε ({x ∈ E ; distE (x,K(s)) ≥ δ})

=
∫

|y|E>ρ
P (distE (uy

ε (t),K(s)) ≥ δ) νε(dy) +
∫

|y|E≤ρ
P (distE (uy

ε (t),K(s)) ≥ δ) νε(dy)

≤ exp
(
− s

ε2

)
+

∫

|y|E≤ρ
P (distE (uy

ε (t),K(s)) ≥ δ) νε(dy).

(7.8)
If Hρ,s,δ(n) is the closed set defined in (7.4), by using the upper bounds for the path
large deviations from [6, Theorem 6.3] in its equivalent formulation due to Donsker and
Varadhan (see [10] and [20]), due to Lemma 7.2 we can fix n̄ ∈ N and ε1 > 0 such that

sup
|y|E≤ρ

P (uy
ε ∈ Hρ,s,δ(n̄)) ≤ exp

(
−s− γ/2

ε2

)
, ε ≤ ε1.

Thus, from (7.8) for any ε ≤ ε1 we obtain

νε ({x ∈ E ; distE (x,K(s)) ≥ δ}) ≤ exp
(
− s

ε2

)
+ exp

(
−s− γ/2

ε2

)

+
∫

|y|E≤ρ
P (distE (uy

ε (t),K(s)) ≥ δ, uy
ε /∈ Hρ,s,δ(n̄)) νε(dy).

(7.9)

Concerning the integral above, recalling how Σλ has been defined in Lemma 7.1, we have
∫

|y|E≤ρ
P (distE (uy

ε (t),K(s)) ≥ δ, uy
ε /∈ Hρ,s,δ(n̄)) νε(dy)

=
∫

|y|E≤ρ
P

(∪n̄
k=1 {distE (uy

ε (t),K(s)) ≥ δ, uy
ε (k) ∈ Σλ}

)
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and then, due to the Markov property of uy
ε , for any t > n̄ we get

∫

|y|E≤ρ
P (distE (uy

ε (t),K(s)) ≥ δ, uy
ε /∈ Hρ,s,δ(n̄)) νε(dy)

≤
n̄∑

k=1

sup
y∈Σλ

P (distE (uy
ε (t− k),K(s)) ≥ δ) .

Now, thanks to Lemma 7.1 there exists T̄ > 0 such that for any t ≥ T̄ and y ∈ Σλ

P (distE (uy
ε (t),K(s)) ≥ δ) ≤ P

(
|uy

ε −KΣλ,t(s)|C([0,t];E) ≥
δ

2

)

≤ P
(
|uy

ε −Ky,t(s)|C([0,t];E) ≥
δ

2

)
.

Thus, by using the upper bounds for the trajectories of the solution uy
ε proved in [6,

Theorem 6.3], we can find ε(t) > 0 such that

sup
y∈Σλ

P (distE (uy
ε (t),K(s)) ≥ δ) ≤ exp

(
−s− γ/2

ε2

)
, ε ≤ ε(t).

This means that if we take t := T̄ + n̄ and ε2 := min {ε(t − k), k = 1, . . . , n̄}, for any
ε ≤ ε2

∫

|y|E≤ρ
P (distE (uy

ε (t),K(s)) ≥ δ, uy
ε /∈ Hρ,s,δ(n̄)) νε(dy) ≤ n̄ exp

(
−s− γ/2

ε2

)
,

Hence, from (7.9) and the inequality above we can conclude that for ε ≤ ε3 := ε1 ∧ ε2 ∧ 1

νε ({x ∈ E ; distE (x,K(s)) ≥ δ}) ≤ exp
(
− s

ε2

)
+ (1 + n̄) exp

(
−s− γ/2

ε2

)
,

which yields upper bounds by taking some ε0 ≤ ε3 sufficiently small.

7.2 Upper bounds when G is unbounded

For any n ∈ N and s, δ > 0 we define l where λ is the constant introduced in Lemma 7.1
corresponding to s and δ. Notice that, unlike the functions of the set Hρ,s,δ(n) defined in
(7.4), the functions belonging to Hs,δ(n) have no conditions on their initial value. This is
because in the proof of the upper bounds we don’t want to use the exponential estimate
(7.3), where the assumption of boundedness of G is needed. Nevertheless, due to the
estimates of |zx(ϕ(t))|E proved in Theorem 3.4, which are uniform with respect to the
initial datum x ∈ E, we can prove a result analogous to Lemma 7.2 also in the case of
unbounded G.

Lemma 7.4. Assume that Hypotheses 1 to 4 and Hypothesis 6 hold. Then for any
s, δ > 0 there exists n̄ ∈ N such that

βn̄ := inf { In̄(z) ; z ∈ Hs,δ(n̄) } > s. (7.10)
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Proof. If (7.10) does not hold, we have supn βn ≤ s and then, as in the proof of Lemma
7.2, for each n ∈ N we can fix zn ∈ Hs,δ(n) such that In(zn) ≤ βn + 1 ≤ s + 1. This
means that zn = z

zn(0)
0 (ϕn), for some ϕ ∈ L2(0, n; H) such that |ϕn|2L2(0,n;H) ≤ 3(s + 1),

and then, thanks to Theorem 3.4, we have

sup
n∈N

|zn(1/2)|E =: cs < +∞.

According to (3.4) this yields

sup
t≥1
n∈N

|zn(t)|Cθ? (O;R r) =: c′s < +∞. (7.11)

Now we show that there exists k ∈ N such that

υk := inf
{

Ik(z) ; z ∈ C([1, k]; E), |z(1)|Cθ? (O;R r) ≤ c′s, |z(k)|E ≥ λ
}

> 0.

If zx
1 denotes the solution of the uncontrolled problem (3.26), starting from x ∈ E at

time 1, as in the proof of Lemma 7.2 we can fix k̄ such that

|x|Cθ? (O;R r) ≤ c′s =⇒ zx
1|[1,k̄]

/∈ {
z ∈ C([1, k̄];E) ; |z(k̄)|E ≥ λ

}

With the same arguments used in the proof of Lemma 7.2, we can prove that υk̄ > 0 for
such k̄. Thus, as in the proof of Lemma 7.2 we get a contradiction, as for n arbitrarily
large, due to (7.11) we obtain

s + 1 ≥ Ink̄+1(znk̄+1) ≥ nυk̄.

The previous lemma allows us to adapt the proof of Theorem 7.3 to the case of an
unbounded diffusion term G.

Theorem 7.5. Assume that Hypotheses 1 to 6 hold. Then, for any s, δ, γ > 0 there
exists ε0 > 0 such that

νε ({x ∈ E ; distE (x,K(s)) ≥ δ}) < exp
(
−s− γ

ε2

)
, ε ≤ ε0.

Proof. For any t ≥ 0 we have

νε ({x ∈ E , distE (x,K(s)) ≥ δ}) =
∫

E
P (distE (uy

ε (t),K(s)) ≥ δ) νε(dy)

=
∫

E
P (distE (uy

ε (t),K(s)) ≥ δ , uy
ε ∈ Hs,δ(n̄)) νε(dy)

+
∫

E
P (distE (uy

ε (t),K(s)) ≥ δ , uy
ε /∈ Hs,δ(n̄)) νε(dy),
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(see the proof of Theorem 7.3). Then, due to Lemma 7.4 and to the upper bounds for
the trajectories of uy

ε proved in [6, Theorem 6.3], we can fix ε1 > 0 such that for any
ε ≤ ε1

νε ({x ∈ E ; distE (x,K(s)) ≥ δ}) ≤ exp
(
−s− γ/2

ε2

)

+
∫

E
P (distE (uy

ε (t),K(s)) ≥ δ ; uy
ε /∈ Hs,δ(n̄)) νε(dy).

Then we can conclude the proof of the theorem, by using the same arguments used in
the proof of Theorem 7.3.
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