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#### Abstract

This paper is devoted to the numerical analysis of abstract semilinear parabolic problems $u^{\prime}(t)=A u(t)+f(u(t)), u(0)=u^{0}$, in some general Banach space $E$. We prove a shadowing Theorem that compares solutions of the continuous problem with those of a semidiscrete approximation (time stays continuous) in the neighborhood of a hyperbolic equilibrium. We allow rather general discretization schemes following the theory of discrete approximations developed by F. Stummel, R.D. Grigorieff and G. Vainikko. We use a compactness principle to show that the decomposition of the flow into growing and decaying solutions persists for this general type of approximation. The main assumptions of our results are naturally satisfied for operators with compact resolvents and can be verified for finite element as well as finite difference methods. In this way we obtain a unified approach to shadowing results derived e.g. in the finite element context ([19, 20, 21]).
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## 1 Introduction

Classical shadowing results state that pseudo-trajectories of a finite dimensional dynamical system can be 'shadowed' by true trajectories provided the system has
some kind of hyperbolicity. This is usually stated in a more quantitative form as follows. For any given $\varepsilon>0$ there exists some $\delta>0$ such that for any pseudotrajectory, that allows jumps of size $\delta$ at successive time instances, there exists a true trajectory within an $\varepsilon$-neighborhood of the pseudo-trajectory uniformly in time. Such statements hold for both time continuous and time discrete dynamical systems within or in the neighborhood of (suitably defined) hyperbolic sets. We refer to the monographs [23] and [24] for an excellent account of various shadowing results.

When numerical approximations are to be included into such an approach one realizes that the concept of a pseudo-trajectory needs a considerable extension for a shadowing principle to be still valid. For example, discretizing an autonomous ODE by a one-step method leads to a mapping depending on step-size and shadowing now means approximation of a discrete time orbit by a true continuous trajectory or vice versa. A result of this type was derived in [7] near stationary hyperbolic points and for more general hyperbolic situations in [12].

Shadowing results for numerical approximations of time-dependent partial differential equations usually involve both time and space discretization, i.e. the continuous trajectory in an infinite dimensional space should be shadowed by a discrete time trajectory in a finite dimensional space and vice versa.

Such a result was derived in [21] for a finite element method combined with the backward Euler discretization in time when applied to a nonlinear reaction diffusion system in the neighborhood of stationary hyperbolic solution. These results extended earlier work on semidiscretizations with finite elements by the same authos [20]. Shadowing results for semi-discretizations in time were shown earlier in [1] near hyperbolic stationary states and, more recently, for a linear but nonautonomous setting in [22].

The purpose of this paper is to study shadowing properties of rather general spatial discretizations of a nonlinear evolution equation in some Banach space

$$
\begin{equation*}
u^{\prime}(t)=A u(t)+f(u(t)), t \geq 0 \quad u(0)=u^{0} \in E, \tag{1.1}
\end{equation*}
$$

where $A$ is a closed operator that generates an analytic semigroup $\exp (t A)$ on $E$. For the discretization in space we use the theory of discrete approximations as developed in [13],[28],[32],[33],[34]. As is known for stationary problems this theory provides a unified framework for handling such diverse approximations as (conforming and nonconforming) finite elements methods, finite difference methods (see [32]) and perturbations of domains ([4],[29]).

We consider a family of discretized problems indexed by $n \in \mathbb{N}$

$$
\begin{equation*}
u_{n}^{\prime}(t)=A_{n} u_{n}(t)+f\left(u_{n}(t)\right), t \geq 0, \quad u_{n}(0)=u_{n}^{0} \in E_{n} \tag{1.2}
\end{equation*}
$$

where the spaces are related by discretization maps $p_{n}: E \mapsto E_{n}$ and the closed operators $A_{n}$ satisfy certain compatibility requirements with respect to the continuous operator $A$.

Our main results (see Theorems 4.4 and 4.6 ) show that mild solutions near a hyperbolic equilibrium of the system (1.1) can be shadowed on arbitrary large time intervals by corresponding mild solutions of the system (1.2) and vice versa. While our approach still follows the general idea of constructing shadowing trajectories from boundary value problems as in $[1],[7],[20],[21]$, we encounter several difficulties that must be resolved when working in the general framework:
(i) When using the standard interpolation spaces $E^{\alpha}, E_{n}^{\alpha}$ (see e.g. [15]) for the operators $f: E^{\alpha} \mapsto E, f_{n}: E_{n}^{\alpha} \mapsto E_{n}, \exp (t A): E \mapsto E^{\alpha}, \exp \left(t A_{n}\right): E_{n} \mapsto E_{n}^{\alpha}$ it becomes necessary to construct discretization maps $p_{n}^{\alpha}: E^{\alpha} \mapsto E_{n}^{\alpha}$ that inherit properties of $p_{n}$.
(ii) The discretization maps $p_{n}, p_{n}^{\alpha}$ need to be adapted to the hyperbolic splitting of the linear operators obtained by linearizing about the hyperbolic equilibria.
(iii) While the theory of discrete approximations allows to control eigenvalues of finite multiplicity in a bounded domain it is necessary to assume resolvent estimates for $A_{n}$ in a sectorial region of the complex plane (condition $\left(B_{1}\right)$ in Theorem 3.5).
(iv) When shadowing solutions of (1.2) by those of (1.1) one needs to approximate elements from $E_{n}$ by those of $E$ which is not obvious since we avoid the use of interpolation operators.

Our main tool to solve these problems will be compactness properties of resolvents as well as of initial values of trajectories to be shadowed. In section 2 and 3 we collect the main technical tools for proving the shadowing theorems in section 4. The application to finite element and finite difference approximations is discussed in section 5. In particular, it turns out that several of the issues raised above are resolved in a natural way and that we retrieve some shadowing results from [20],[21].

We have limited the current paper to the simplest case where shadowing is possible in the framework of discrete approximations. We expect that the approach can be extended substantially to cover systems with more general hyperbolic structures (see [8] for the case of attractors) to derive error bounds for stable and unstable manifolds as well as shadowing estimates with weak singularities for noncompact initial values.

## 2 Preliminaries

Let $B(E)$ denote the Banach algebra of all bounded linear operators on a complex Banach space $E$. The set of all linear closed densely defined operators in $E$ will be denoted by $\mathcal{C}(E)$. For $B \in \mathcal{C}(E)$ let $\sigma(B)$ be its spectrum and $\rho(B)$ be its resolvent set. In a Banach space $E$ we consider the following inhomogeneous Cauchy problem:

$$
\begin{align*}
& u^{\prime}(t)=A u(t)+g(t), t \in[0, T],  \tag{2.1}\\
& u(0)=u_{0},
\end{align*}
$$

where $A \in \mathcal{C}(E)$ generates a $C_{0}$-semigroup and $g(\cdot)$ is a function from $[0, T]$ into $E$. The problem (2.1) can be considered in various function spaces. The most popular spaces for which well-posedness can be shown are $C([0, T] ; E), C_{0}^{\alpha}([0, T] ; E)$, and $L^{p}([0, T] ; E)$ spaces (see $\left.[5,35]\right)$.

In general one considers a mild or so-called generalized solution of (2.1), i.e. the function

$$
\begin{equation*}
u(t)=\exp (t A) u^{0}+\int_{0}^{t} \exp ((t-s) A) g(s) d s, t \geq 0 \tag{2.2}
\end{equation*}
$$

Now we proceed to the semilinear autonomous parabolic problem

$$
\begin{align*}
& u^{\prime}(t)=A u(t)+f(u(t)), t \geq 0, \\
& u(0)=u^{0} \in E, \tag{2.3}
\end{align*}
$$

where the function $f(\cdot): E \rightarrow E$ is locally Lipschitz, bounded and continuously Fréchet differentiable. It is well known that under these assumptions the mild solution of (2.3) exists on a maximal interval. Moreover, writing the solution as $u(t)=T(t) u^{0}$, we obtain a nonlinear semigroup $T(\cdot)$ on $E$ that satisfies the variation of constants formula

$$
\begin{equation*}
T(t) u^{0}=\exp (t A) u^{0}+\int_{0}^{t} \exp ((t-s) A) f\left(T(s) u^{0}\right) d s, t \geq 0 \tag{2.4}
\end{equation*}
$$

The equilibria of (2.3) are solutions $u \in D(A)$ of the equation

$$
\begin{equation*}
A u+f(u)=0 . \tag{2.5}
\end{equation*}
$$

Definition 2.1. A solution $u^{*}$ of (2.5) is called hyperbolic if $\sigma\left(A+f^{\prime}\left(u^{*}\right)\right) \cap i \mathbb{R}=\emptyset$.
In case $A$ has a compact resolvent we can conclude that any hyperbolic solution is isolated. Moreover, if all solutions of (2.5) are hyperbolic, then there is an odd number of them [8].

One should note that even in case of (2.2) and analyticity of the $C_{0}$-semigroup $\exp (\cdot A)$ the function $u(\cdot)$ is not necessarly differentiable if $g(\cdot) \in C([0, T] ; E)$, i.e. (2.1) is not classically well-posed in $C([0, T] ; E)$ for a general Banach space $E$. However, the problem (2.1) is classically well-posed in $C\left([0, T] ; E^{\alpha}\right)$, (see $[9,10,27]$ ), where $E^{\alpha}=$ $(E, D(A))_{\alpha}$ is a suitable interpolation space. Moreover, if one has in mind applications like the space $E=L^{p}(\Omega)$ and needs Fréchet differentiability of the function $f(\cdot)$ : $L^{2}(\Omega) \rightarrow L^{2}(\Omega)$, then the function $f(\cdot)$ must be linear, cf. [2]. To cover more general nonlinearities one would like to work with the weaker assumption that $f(\cdot)$ maps $H_{0}^{1}(\Omega)$ into $L^{2}(\Omega)$ and is differentiable. The difficulties caused by these facts can be resolved by considering the problem (2.3) in a Banach space $E^{\alpha}, 0 \leq \alpha<1$, and assume that $f(\cdot): E^{\alpha} \rightarrow E$ is Fréchet differentiable with derivative at the equilibrium $f^{\prime}\left(u^{*}\right) \in B\left(E^{\alpha}, E\right)$. In case of $E=L^{2}(\Omega)$ and $A=\Delta$ one normally has $E^{1 / 2}=H_{0}^{1}(\Omega)$ for the $\alpha=1 / 2$ case.

In the following let $A: D(A) \subseteq E \rightarrow E$ be a closed linear operator, such that

$$
\begin{equation*}
\left\|(\lambda I-A)^{-1}\right\|_{B(E)} \leq \frac{M}{1+|\lambda|} \text { for any } \operatorname{Re} \lambda \geq 0 \tag{2.6}
\end{equation*}
$$

In such a situation we have $\theta(A)=\sup \{\operatorname{Re} \lambda: \lambda \in \sigma(A)\}<0$. Let $(-A)^{\alpha}, \alpha \in$ $\mathbb{R}^{+}$, denote the fractional power operators (see $[15,18]$ ) associated to $A$ and let $E^{\alpha}:=D\left((-A)^{\alpha}\right)$ be the corresponding spaces endowed with the graph norm $\|x\|_{E^{\alpha}}=$ $\left\|(-A)^{\alpha} x\right\|_{E}$. Let $\mathcal{U}_{E^{\alpha}}(0 ; \rho)$ denote the ball with center 0 and radius $\rho>0$ in $E^{\alpha}$ space.

For some $0<\alpha \leq 1$ consider the semilinear equation (2.3) in the space $E^{\alpha}$

$$
\begin{align*}
& u^{\prime}(t)=A u(t)+f(u(t)), t \geq 0, \\
& u(0)=u^{0} \in E^{\alpha} \tag{2.7}
\end{align*}
$$

where $f(\cdot): E^{\alpha} \subseteq E \rightarrow E$ satisfies the following condition:
(F1) For some $\rho>0$ the function $f: \mathcal{U}_{E^{\alpha}}\left(u^{*} ; \rho\right) \mapsto E$ is continuously Fréchet differentiable and for any $\epsilon>0$ there is a $\delta>0$ such that $\left\|f^{\prime}(w)-f^{\prime}(z)\right\|_{B\left(E^{\alpha}, E\right)} \leq \epsilon$ for all $w, z \in \mathcal{U}_{E^{\alpha}}\left(u^{*} ; \rho\right)$ with $\|w-z\|_{E^{\alpha}} \leq \delta$.

Here and in what follows $u^{*}$ always denotes a hyperbolic equilibrium of (2.3).
By the change of variables $v(\cdot)=u(\cdot)-u^{*}$ problem (2.7) may be written in the form

$$
\begin{equation*}
v^{\prime}(t)=A_{u^{*}} v(t)+F_{u^{*}}(v(t)), v(0)=v^{0}, t \geq 0 \tag{2.8}
\end{equation*}
$$

where $v^{0}=u^{0}-u^{*}$ and

$$
\begin{equation*}
A_{u^{*}}=A+f^{\prime}\left(u^{*}\right), F_{u^{*}}(w)=f\left(w+u^{*}\right)-f\left(u^{*}\right)-f^{\prime}\left(u^{*}\right) w \text { for }\|w\|_{E^{\alpha}} \leq \rho \tag{2.9}
\end{equation*}
$$

Note that $F_{u^{*}}(w)=f\left(w+u^{*}\right)-f\left(u^{*}\right)-f^{\prime}\left(u^{*}\right) w$ is of order $o\left(\|w\|_{E^{\alpha}}\right)$ and that the operator $A_{u^{*}}=A+f^{\prime}\left(u^{*}\right)$ generates an analytic $C_{0}$-semigroup since $f^{\prime}\left(u^{*}\right) \in$ $B\left(E^{\alpha}, E\right)$.

We assume that the part $\sigma^{+}$of the spectrum of $A+f^{\prime}\left(u^{*}\right)$ which is located strictly to the right of the imaginary axis consists of a finite number of eigenvalues with finite multiplicity. This assumption is satisfied, for instance, if the resolvent of the operator $A$ is compact. In case of a hyperbolic point $u^{*}$ there is no spectrum of $A_{u^{*}}$ on $i \mathbb{R}$. Let $U\left(\sigma^{+}\right) \subset\{\lambda \in \mathbb{C}: \operatorname{Re} \lambda>0\}$ be an open connected neighborhood of $\sigma^{+}$with a closed rectifiable curve $\partial U\left(\sigma^{+}\right)$as boundary. We decompose $E^{\alpha}$ using the Riesz projection

$$
\begin{equation*}
P\left(\sigma^{+}\right):=P\left(\sigma^{+}, A_{u^{*}}\right):=\frac{1}{2 \pi i} \int_{\partial U\left(\sigma^{+}\right)}\left(\zeta I-A_{u^{*}}\right)^{-1} d \zeta \tag{2.10}
\end{equation*}
$$

defined by $\sigma^{+}$. Due to this definition and analyticity of the $C_{0}-$ semigroup $\exp \left(t A_{u^{*}}\right)$ we have positive constants $M_{1}, \beta>0$, such that (cf. [15])

$$
\left\|\exp \left(t A_{u^{*}}\right) v\right\|_{E^{\alpha}} \leq\left\{\begin{array}{lll}
M_{1} e^{-\beta t}\|v\|_{E^{\alpha}}, & t \geq 0, & v \in\left(I-P\left(\sigma^{+}\right)\right) E^{\alpha}  \tag{2.11}\\
M_{1} e^{\beta t}\|v\|_{E^{\alpha}}, & t \leq 0, & v \in P\left(\sigma^{+}\right) E^{\alpha}
\end{array}\right.
$$

Without loss of generality we can adapt the norm in $E^{\alpha}$ such that

$$
\begin{equation*}
\|v\|_{E^{\alpha}}=\max \left(\|P(\sigma+) v\|_{E^{\alpha}},\|(I-P(\sigma+)) v\|_{E^{\alpha}}\right) . \tag{2.12}
\end{equation*}
$$

If $v^{0}$ is close to 0 , i.e. say $v^{0} \in \mathcal{U}_{E^{\alpha}}(0 ; \rho)$, then the mild solution $v\left(t ; v^{0}\right)$ of (2.8) can stay in the ball $\mathcal{U}_{E^{\alpha}}(0 ; \rho)$ for some time. We will recognize such a solution as a solution of a boundary value problem where the stable part is prescribed at the beginning and the unstable part at the end. More precisely, for any two $v^{-}, v^{+} \in \mathcal{U}_{E^{\alpha}}(0 ; \rho)$ and for any $0<T \leq \infty$ we consider the boundary value problem

$$
\left\{\begin{array}{l}
v^{\prime}(t)=A_{u^{*}} v(t)+F_{u^{*}}(v(t)), \quad 0 \leq t \leq T,  \tag{2.13}\\
\left(I-P\left(\sigma^{+}\right)\right) v(0)=\left(I-P\left(\sigma^{+}\right)\right) v^{-}, P\left(\sigma^{+}\right) v(T)=P\left(\sigma^{+}\right) v^{+} .
\end{array}\right.
$$

In case $T=\infty$ the second boundary condition is empty and the differential equation holds on $[0, \infty)$. A mild solution of problem (2.13) satisfies the integral equation

$$
\begin{equation*}
v(t)=\exp \left((t-T) A_{u^{*}}\right) P\left(\sigma^{+}\right) v^{+}+\exp \left(t A_{u^{*}}\right)\left(I-P\left(\sigma^{+}\right)\right) v^{-}+ \tag{2.14}
\end{equation*}
$$

$$
+\int_{0}^{T} \Gamma_{T}(t, s) F_{u^{*}}(v(s)) d s, 0 \leq t \leq T
$$

where we define the Green's function $\Gamma_{T}$ by

$$
\Gamma_{T}(t, s)= \begin{cases}\exp \left((t-s) A_{u^{*}}\right)\left(I-P\left(\sigma^{+}\right)\right), & 0 \leq s \leq t \leq T,  \tag{2.15}\\ \exp \left((t-s) A_{u^{*}}\right) P\left(\sigma^{+}\right), & 0 \leq t<s \leq T\end{cases}
$$

Note that (2.11) implies

$$
\begin{equation*}
\left\|\Gamma_{T}(t, s) z\right\|_{E^{\alpha}} \leq M_{1} \frac{e^{-\beta|t-s|}}{|t-s|^{\alpha}}\|z\|_{E} . \tag{2.16}
\end{equation*}
$$

Again, in case $T=\infty$ we set the term involving $v^{+}$in (2.14) equal to zero. Existence and uniqueness of solutions to (2.14) is established by the following Proposition.

Proposition 2.2. Let $A$ and $f$ satisfy the conditions above, in particular, let (F1) be satisfied. Then there exists $\hat{\rho}>0$ such that for any $0<\hat{\rho}_{2} \leq \hat{\rho}$ we find a $0<\hat{\rho}_{1} \leq \hat{\rho}_{2}$ with the property that equation (2.14) has a unique solution $v(\cdot)=v\left(u^{+}, u^{-}, \cdot\right) \in$ $C\left([0, T] ; \mathcal{U}_{E^{\alpha}}\left(0 ; \hat{\rho}_{2}\right)\right)$ for all $v^{ \pm} \in \mathcal{U}_{E^{\alpha}}\left(0, \hat{\rho}_{1}\right)$ and all $0<T \leq \infty$. If $T=\infty$, then $\|v(t)\|_{E^{\alpha}} \rightarrow 0$ as $t \rightarrow \infty$.

Proof. We apply Lemma 6.1 with the setting $Y=Z=C\left([0, T] ; E^{\alpha}\right)$ which is to be understood as the space of continuous and bounded functions in case $T=\infty$. We further set $y_{0}=0, F(v)=v-G\left(u^{-}, u^{+} ; v\right)$, where the operator $G\left(v^{-}, v^{+} ; v\right)$ is defined by the right hand side of (2.14). First note that $F^{\prime}(0)=I-G_{v}^{\prime}\left(u^{-}, u^{+} ; 0\right)=I$, so that we can take $\sigma=1$ in Lemma 6.1. For any two $v, w \in \mathcal{U}_{Y}\left(0, \hat{\rho}_{2}\right)$ we have by (2.16) and ( $F 1$ )

$$
\begin{gather*}
\left\|\left(G_{v}^{\prime}\left(v^{-}, v^{+} ; v\right)-G_{v}^{\prime}\left(v^{-}, v^{+} ; w\right)\right) u\right\|_{Z} \leq \\
\leq \sup _{0 \leq t \leq T}\left\|\int_{0}^{T} \Gamma_{T}(t, s)\left(F_{u^{*}, v}^{\prime}(v(s))-F_{u^{*}, v}^{\prime}(w(s))\right) u(s) d s\right\|_{E^{\alpha}} \leq \\
\leq M_{1} \sup _{0 \leq t \leq T} \int_{0}^{T} \frac{e^{-\beta|t-s|}}{|t-s|^{\alpha}}\left\|\left(f^{\prime}\left(v(s)+u^{*}\right)-f^{\prime}\left(w(s)+u^{*}\right)\right) u(s)\right\|_{E} d s \leq \\
\leq M_{1} \frac{1}{\beta}\|u\|_{Y} \sup _{v_{1}, v_{2} \in \mathcal{U}_{E^{\alpha}\left(0, \hat{\rho}_{2}\right)}}\left\|f^{\prime}\left(v_{1}\right)-f^{\prime}\left(v_{2}\right)\right\|_{B\left(E^{\alpha} ; E\right)} \leq \frac{1}{2}\|u\|_{Y} \tag{2.17}
\end{gather*}
$$

for $\hat{\rho}_{2}$ sufficiently small. Finally choose $\hat{\rho}_{1}=\frac{\hat{\rho}_{2}}{4 M_{1}}$ and obtain

$$
\begin{gathered}
\|F(0)\|_{E^{\alpha}} \leq \sup _{0 \leq t \leq T}\left(M_{1} e^{-\beta t}\left\|\left(I-P\left(\sigma^{+}\right)\right) u^{-}\right\|_{E^{\alpha}}+M_{1} e^{\beta(t-T)}\left\|P\left(\sigma^{+}\right) u^{+}\right\|_{E^{\alpha}}\right) \leq \\
\leq M_{1} 2 \hat{\rho}_{1} \leq \frac{1}{2} \hat{\rho}_{2} .
\end{gathered}
$$

Consider now the case $T=\infty$. where we write (2.14) as

$$
\begin{equation*}
v(t)=\exp \left(t A_{u^{*}}\right)\left(I-P\left(\sigma^{*}\right)\right) v(0)+ \tag{2.18}
\end{equation*}
$$

$+\int_{0}^{t} \exp \left((t-s) A_{u^{*}}\right)\left(I-P\left(\sigma^{+}\right)\right) F_{u^{*}}(v(s)) d s+\int_{t}^{\infty} \exp \left((t-s) A_{u^{*}}\right) P\left(\sigma^{+}\right) F_{u^{*}}(v(s)) d s$,
Now, we argue as above with the space $C\left([0, \infty) ; E^{\alpha}\right)$ replaced by
$C_{0}\left([0, \infty) ; E^{\alpha}\right)=\left\{u \in C\left([0, \infty) ; E^{\alpha}\right):\|u(t)\|_{E^{\alpha}} \rightarrow 0\right.$ as $\left.t \rightarrow \infty\right\}$. Note that $G\left(u^{-}, u^{+}, \cdot\right)$ maps this space into itself since $\|v(t)\|_{E^{\alpha}} \rightarrow 0$ as $t \rightarrow \infty$ implies

$$
\begin{equation*}
\left\|F_{u^{*}}(v(t))\right\|_{E} \rightarrow 0 \text { as } t \rightarrow \infty . \tag{2.19}
\end{equation*}
$$

The operator $G\left(v^{-} ; v\right)$ defined on the right of (2.18) is continuous in both arguments and maps the space $\left.C_{0}\left([0 ; \infty) ; E^{\alpha}\right)\right)$ into itself. Indeed, for $t \geq T$ we have

$$
\begin{gather*}
\left\|(-A)^{\alpha} G\left(v^{-} ; v\right)(t)\right\|_{E} \leq M_{1} e^{-t \beta}\left\|\left(I-P\left(\sigma^{+}\right)\right) v^{-}\right\|_{E^{\alpha}+}  \tag{2.20}\\
+M_{1} e^{-\beta(t-T)} \int_{0}^{T} \frac{e^{-\beta(T-s)}}{|t-s|^{\alpha}}\left\|F_{u^{*}}(v(s))\right\|_{E} d s+\int_{T}^{\infty} M_{1} \frac{e^{-\beta|t-s|}}{|s-t|^{\alpha}}\left\|F_{u^{*}}(v(s))\right\|_{E} d s .
\end{gather*}
$$

Given $\epsilon>0$ we first take $T$ so large that the first term and the second integral are below $\epsilon / 3$ for all $t \geq T$ then we choose $t$ large so that the first integral is below $\epsilon / 3$.

So there is a unique solution of the equation $v(\cdot)=G\left(v^{-} ; v\right)$ in $C_{0}\left([0 ; \infty) ; E^{\alpha}\right)$ and the result follows by uniqueness.

## 3 Discretization of operators and semigroups

In the papers $[13,28,31,32,33,36]$ a general framework was developed that allows to analyze convergence properties of numerical discretizations in a unifying way. This approach is able to cover such diverse approximations as (conforming and nonconforming) finite elements, finite differences, collocation methods and perturbation of domains. Our paper aims at showing that one can derive shadowing properties within this framework.

### 3.1 General approximation scheme

We first describe the general approximation scheme as developed in [13, 28, 32, 33, 34]. Let $E_{n}$ and $E$ be Banach spaces and $\left\{p_{n}\right\}$ be a sequence of bounded linear operators $p_{n}: E \rightarrow E_{n}, p_{n} \in B\left(E, E_{n}\right), n \in \mathbb{N}=\{1,2, \cdots\}$, with the property:

$$
\begin{equation*}
\left\|p_{n} x\right\|_{E_{n}} \rightarrow\|x\|_{E} \text { as } n \rightarrow \infty \text { for any } x \in E . \tag{3.1}
\end{equation*}
$$

Definition 3.1. The sequence of elements $\left\{x_{n}\right\}, x_{n} \in E_{n}, n \in \mathbb{N}$, is said to be $\mathcal{P}$ convergent to $x \in E$ iff $\left\|x_{n}-p_{n} x\right\|_{E_{n}} \rightarrow 0$ as $n \rightarrow \infty$. We write this as $x_{n} \xrightarrow{\mathcal{P}} x$.

Definition 3.2. The sequence of bounded linear operators $B_{n} \in B\left(E_{n}\right), n \in \mathbb{N}$, is called $\mathcal{P} \mathcal{P}$-convergent to the bounded linear operator $B \in B(E)$ if for every $x \in E$ and for every sequence $\left\{x_{n}\right\}, x_{n} \in E_{n}, n \in \mathbb{N}$, such that $x_{n} \xrightarrow{\mathcal{P}} x$ one has $B_{n} x_{n} \xrightarrow{\mathcal{P}} B x$. We then write $B_{n} \xrightarrow{\mathcal{P P}} B$.

The simplest case is $E_{n}=E$ and $p_{n}=I$ for each $n \in \mathbb{N}$, where $I$ is the identity on $E$. Then Definition 3.1 leads to the traditional pointwise convergence of bounded linear operators which we denote by $B_{n} \rightarrow B$. For various notions related to $\mathcal{P}$-convergence and for several applications we refer to [28],[32],[33]. An elementary consequence of Definition 3.2 is the following (see [28], [32])

Lemma 3.3. Let $B_{n}, B$ be as above. Then $B_{n} \xrightarrow{\mathcal{P P}} B$ is equivalent to boundedness of $\left\|B_{n}\right\|$ and the condition $B_{n} p_{n} x \xrightarrow{\mathcal{P}} B x \forall x \in E$. If this holds then for any compact set $K \subset E$ we have

$$
\begin{equation*}
\sup _{x \in K}\left\|B_{n} p_{n} x-p_{n} B x\right\| \rightarrow 0 \text { as } n \rightarrow \infty \tag{3.2}
\end{equation*}
$$

Proof. For the first statement we refer to [28], [32]. The proof of (3.2) is by contradiction. Assume $\left\|B_{n} p_{n} x^{n}-p_{n} B x^{n}\right\| \geq \varepsilon>0$ for some sequence $x^{n} \in K, n \in \mathbb{N}$, and some $\varepsilon>0$. Then take a subsequence $x^{n}, n \in \mathbb{N}^{\prime} \subset \mathbb{N}$, with $x^{n} \rightarrow x$ for some $x \in K$ and find a contradiction from

$$
\left\|B_{n} p_{n} x^{n}-p_{n} B x^{n}\right\| \leq\left\|B_{n}\right\|\left\|p_{n}\left(x^{n}-x\right)\right\|+\left\|B_{n} p_{n} x-p_{n} B x\right\|+\left\|p_{n} B\left(x-x^{n}\right)\right\| \rightarrow 0
$$ as $n \in \mathbb{N}^{\prime}$.

For unbounded operators that occur as infinitesimal generators of PDE's the notion of compatibility turns out to be useful.

Definition 3.4. The sequence of closed linear operators $A_{n} \in \mathcal{C}\left(E_{n}\right), n \in \mathbb{N}$, is called compatible with a closed linear operator $A \in \mathcal{C}(E)$ iff for each $x \in D(A)$ there is a sequence $\left\{x_{n}\right\}, x_{n} \in D\left(A_{n}\right) \subseteq E_{n}, n \in \mathbb{N}$, such that $x_{n} \xrightarrow{\mathcal{P}} x$ and $A_{n} x_{n} \xrightarrow{\mathcal{P}} A x$. We write $\left(A_{n}, A\right)$ are compatible.

For analytic $C_{0}$-semigroups the following ABC Theorem holds, see [25].
Theorem 3.5. Let the operators $A$ and $A_{n}$ generate analytic $C_{0}$-semigroups. The following conditions $(A)$ and $\left(B_{1}\right)$ are equivalent to condition $\left(C_{1}\right)$.
(A) Compatibility. There exists a $\lambda \in \rho(A) \cap \bigcap_{n \in \mathbb{N}} \rho\left(A_{n}\right)$ such that the resolvents converge $\left(\lambda I-A_{n}\right)^{-1} \xrightarrow{\mathcal{P} \mathcal{P}}(\lambda I-A)^{-1} ;$
$\left(B_{1}\right)$ Stability. There are constants $M_{2} \geq 1$ and $\omega_{2} \in \mathbb{R}$ such that

$$
\left\|\left(\lambda I_{n}-A_{n}\right)^{-1}\right\| \leq \frac{M_{2}}{\left|\lambda-\omega_{2}\right|}, R e \lambda>\omega_{2}, n \in \mathbb{N}
$$

$\left(C_{1}\right)$ Convergence. For any finite $\mu>0$ and some $0<\theta<\frac{\pi}{2}$ we have

$$
\max _{\eta \in \Sigma(\theta, \mu)}\left\|\exp \left(\eta A_{n}\right) u_{n}^{0}-p_{n} \exp (\eta A) u^{0}\right\| \rightarrow 0 \text { as } n \rightarrow \infty \text { whenever } u_{n}^{0} \xrightarrow{\mathcal{P}} u^{0}
$$

In $\left(C_{1}\right)$ we denote by $\Sigma(\theta, \mu)=\{z \in \mathbb{C}:|z| \leq \mu,|\arg (z)| \leq \theta\}$ the sector of angle $2 \theta$ and radius $\mu$.

As a simple corollary we obtain uniform convergence on compact sets (the proof follows in the same way as (3.2))

Corollary 3.6. Under the assumptions $(A)$ and $\left(B_{1}\right)$ of Theorem 3.5 we have for any compact set $K \subset E$

$$
\begin{equation*}
\max _{u^{0} \in K} \max _{\eta \in \Sigma(\theta, \mu)}\left\|\left(\exp \left(\eta A_{n}\right) p_{n}-p_{n} \exp (\eta A)\right) u^{0}\right\| \rightarrow 0 \text { as } n \rightarrow \infty \tag{3.3}
\end{equation*}
$$

The semidiscrete approximation of (2.1) are the following Cauchy problems in Banach spaces $E_{n}$ :

$$
\begin{align*}
& u_{n}^{\prime}(t)=A_{n} u_{n}(t)+g_{n}(t), t \in[0, T] \\
& u_{n}(0)=u_{n}^{0} \tag{3.4}
\end{align*}
$$

with operators $A_{n}$ which generate $C_{0}$-semigroups, $A_{n}$ and $A$ are compatible, $u_{n}^{0} \xrightarrow{\mathcal{P}} u^{0}$ and $g_{n}(\cdot) \xrightarrow{\mathcal{P}} g(\cdot)$ in an appropriate sense. It is natural to assume for a typical semidiscretization that conditions like (A) and $\left(B_{1}\right)$ are satisfied.

Definition 3.7. The region of stability $\Delta_{s}=\Delta_{s}\left(\left\{A_{n}\right\}\right)$, $A_{n} \in \mathcal{C}\left(B_{n}\right)$, is defined as the set of all $\lambda \in \mathbb{C}$ such that $\lambda \in \rho\left(A_{n}\right)$ for almost all $n$ and such that the sequence $\left\{\left\|\left(\lambda I_{n}-A_{n}\right)^{-1}\right\|\right\}_{n \in \mathbb{N}}$ is bounded. The region of convergence $\Delta_{c}=\Delta_{c}\left(\left\{A_{n}\right\}\right)$, $A_{n} \in \mathcal{C}\left(E_{n}\right)$, is defined as the set of all $\lambda \in \mathbb{C}$ such that $\lambda \in \Delta_{s}\left(\left\{A_{n}\right\}\right)$ and such that the sequence of operators $\left\{\left(\lambda I_{n}-A_{n}\right)^{-1}\right\}_{n \in \mathbb{N}}$ is $\mathcal{P} \mathcal{P}$-convergent to some operator $S(\lambda) \in B(E)$.

Definition 3.8. A sequence of operators $\left\{L_{n}\right\}, L_{n} \in \mathcal{C}\left(E_{n}\right)$, is called regularly compatible with an operator $L \in \mathcal{C}(E)$ if the following conditions hold
(i) $\left(L_{n}, L\right)$ are compatible,
(ii) for any bounded sequence $\left\|x_{n}\right\|_{E_{n}}=O(1)$ such that $x_{n} \in D\left(L_{n}\right)$ and $\left\{L_{n} x_{n}\right\}$ is $\mathcal{P}$-compact, it follows that $\left\{x_{n}\right\}$ is $\mathcal{P}$-compact;
(iii) the $\mathcal{P}$-convergence of $\left\{x_{n}\right\}$ to some element $x$ and convergence of $\left\{L_{n} x_{n}\right\}$ to some element $y$ as $n \rightarrow \infty$ imply that $x \in D(L)$ and $L x=y$.

Definition 3.9. The region of regularity $\Delta_{r}=\Delta_{r}\left(\left\{A_{n}\right\}, A\right)$, is defined as the set of all $\lambda \in \mathbb{C}$ such that $\left(L_{n}(\lambda), L(\lambda)\right)$ are regularly compatible, where $L_{n}(\lambda)=\lambda I_{n}-A_{n}$ and $L(\lambda)=\lambda I-A$.

The relationships between these regions are given by the following result, see [34].
Proposition 3.10. Suppose that $\Delta_{c} \neq \emptyset$ and $\mathcal{N}(S(\lambda))=\{0\}$ for at least one point $\lambda \in \Delta_{c}$. Then $\left(A_{n}, A\right)$ are compatible and

$$
\Delta_{c}=\Delta_{s} \cap \rho(A)=\Delta_{s} \cap \Delta_{r}
$$

Note that $\Delta_{c} \neq \emptyset$ and $\mathcal{N}(S(\lambda))=\{0\}$ imply $S(\lambda)=(\lambda I-A)^{-1}$.
Let $\Lambda \subseteq \mathbb{C}$ be some open connected set. For an isolated point $\lambda \in \sigma(A)$ we denote the corresponding generalized eigenspace by $\mathcal{W}(\lambda ; A)=Q(\lambda) E$, where $Q(\lambda)=$ $\frac{1}{2 \pi i} \int_{|\zeta-\lambda|=\delta}(\zeta I-A)^{-1} d \zeta$ and $\delta$ is small enough so that there are no points of $\sigma(A)$ in the $\operatorname{disc}\{\zeta:|\zeta-\lambda| \leq \delta\}$ different from $\lambda$. The isolated point $\lambda \in \sigma(A)$ is called a

Riesz point of $A$ if $\lambda I-A$ is a Fredholm operator of index zero and $Q(\lambda)$ is of finite rank. In a similar way we define the invariant subspace

$$
\mathcal{W}\left(\lambda, \delta ; A_{n}\right)=\bigoplus_{\substack{\lambda_{n} \in \sigma\left(A_{n}\right),\left|\lambda_{n}-\lambda\right|<\delta}} \mathcal{W}\left(\lambda_{n}, A_{n}\right),
$$

where $\mathcal{W}\left(\lambda, \delta ; A_{n}\right)=Q_{n}(\lambda) E_{n}$, and the projector $Q_{n}(\lambda)$ is given by

$$
Q_{n}(\lambda)=\frac{1}{2 \pi i} \int_{|\zeta-\lambda|=\delta}\left(\zeta I_{n}-A_{n}\right)^{-1} d \zeta .
$$

The following theorem gives rather complete information about the approximation of the spectrum, see [32].

Theorem 3.11. Assume that $L_{n}(\lambda)=\lambda I_{n}-A_{n}$ and $L(\lambda)=\lambda I-A$ are Fredholm operators of index zero for all $\lambda \in \Lambda$. Suppose that $L_{n}(\lambda) \rightarrow L(\lambda)$ regularly for any $\lambda \in \Lambda$ and $\rho(B) \cap \Lambda \neq \emptyset$. Then the following assertions hold
(i) for any $\lambda_{0} \in \sigma(A) \cap \Lambda$, there exists a sequence $\left\{\lambda_{n}\right\}, \lambda_{n} \in \sigma\left(A_{n}\right), n \in \mathbb{N}$, such that $\lambda_{n} \rightarrow \lambda_{0}$ as $n \rightarrow \infty$;
(ii) if for some sequence $\left\{\lambda_{n}\right\}$, $\lambda_{n} \in \sigma\left(A_{n}\right), n \in \mathbb{N}$, one has $\lambda_{n} \rightarrow \lambda_{0} \in \Lambda$ as $n \rightarrow \infty$, then $\lambda_{0} \in \sigma(A)$;
(iii) for any $x \in \mathcal{W}\left(\lambda_{0}, A\right)$, there exists a sequence $\left\{x_{n}\right\}, x_{n} \in \mathcal{W}\left(\lambda_{0}, \delta ; A_{n}\right), n \in \mathbb{N}$, such that $x_{n} \rightarrow x$ as $n \rightarrow \infty$;
(iv) there exists $n_{0} \in \mathbb{N}$ such that $\operatorname{dim} \mathcal{W}\left(\lambda_{0}, \delta ; A_{n}\right)=\operatorname{dim} \mathcal{W}\left(\lambda_{0}, A\right)$ for all $n \geq n_{0}$;
(v) any sequence $\left\{x_{n}\right\}, x_{n} \in \mathcal{W}\left(\lambda_{0}, \delta ; A_{n}\right)$, $n \in \mathbb{N}$, with $\left\|x_{n}\right\|_{E_{n}}=1$ is $\mathcal{P}$-compact and any limit point of this sequence belongs to $\mathcal{W}\left(\lambda_{0}, A\right)$.

It is shown in [34] that this theorem holds for closed operators as well.
Remark 3.12. A Riesz point $\lambda_{0} \in \sigma(A)$ is called strongly stable in Kato's sense if $\operatorname{dim} \mathcal{W}\left(\lambda_{0}, \delta ; A_{n}\right) \leq \operatorname{dim} \mathcal{W}\left(\lambda_{0}, A\right)$ for all $n \geq n_{0}$. It was shown in [34] that a Riesz point $\lambda_{0} \in \sigma(A)$ is strongly stable in Kato's sense iff $\lambda_{0} \in \Lambda \cap \Delta_{r} \cap \sigma(A)$.

In the case of operators which have compact resolvent it is natural to consider approximate operators which 'preserve' the property of compactness.

Definition 3.13. A sequence of operators $\left\{B_{n}\right\}, B_{n}: E_{n} \rightarrow E_{n}, n \in \mathbb{N}$, converges compactly to an operator $B: E \rightarrow E$ if $B_{n} \xrightarrow{\mathcal{P P}} B$ and the following compactness condition holds:

$$
\left\|x_{n}\right\|_{E_{n}}=O(1) \Longrightarrow\left\{B_{n} x_{n}\right\} \text { is } \mathcal{P} \text {-compact. }
$$

Definition 3.14. The region of compact convergence of resolvents, $\Delta_{c c}=\Delta_{c c}\left(A_{n}, A\right)$, where $A_{n} \in \mathcal{C}\left(E_{n}\right)$ and $A \in \mathcal{C}(E)$ is defined as the set of all $\lambda \in \Delta_{c} \cap \rho(A)$ such that $\left(\lambda I_{n}-A_{n}\right)^{-1} \xrightarrow{\mathcal{P P}}(\lambda I-A)^{-1}$ compactly.

The region of compact convergence $\Delta_{c c}$ can be characterized as follows, see [26].
Theorem 3.15. Assume that $\Delta_{c c} \neq \emptyset$. Then for any $\zeta \in \Delta_{s}$ the following implication holds:

$$
\begin{equation*}
\left\|x_{n}\right\|_{E_{n}}=O(1) \&\left\|\left(\zeta I_{n}-A_{n}\right) x_{n}\right\|_{E_{n}}=O(1) \Longrightarrow\left\{x_{n}\right\} \text { is } \mathcal{P} \text {-compact. } \tag{3.5}
\end{equation*}
$$

Conversely, if for some $\zeta \in \Delta_{c} \cap \rho(A)$ implication (3.5) holds, then $\Delta_{c c} \neq \emptyset$.
The condition $\Delta_{c c} \neq \emptyset$ has many consequences, for example [8]

$$
\begin{equation*}
\Delta_{c c} \neq \emptyset \Longrightarrow\left(-A_{n}\right)^{-\alpha} \xrightarrow{\mathcal{P P}}(-A)^{-\alpha} \text { compactly for all } 0<\alpha \leq 1 . \tag{3.6}
\end{equation*}
$$

One can compare the conditiion $\Delta_{c c} \neq \emptyset$ with regular compatibility (ii) of Definition 3.8 and see that $\Delta_{c c} \neq \emptyset$ implies regular compatibility. Moreover, by [14] we have

$$
\begin{equation*}
\Delta_{c c} \neq \emptyset \Longrightarrow \Delta_{c c}=\Delta_{c} \cap \rho(A) \quad \text { and } \quad \Delta_{r}=\mathbb{C} . \tag{3.7}
\end{equation*}
$$

Lemma 3.16. Assume that $\Delta_{c c} \neq \emptyset$. Let $\Lambda$ be a compact subset of $\rho(A)$. Then there is a constant $n_{\Lambda}>0$ such that $\Lambda \subset \rho\left(A_{n}\right)$ for all $n \geq n_{\Lambda}$ and

$$
\begin{equation*}
\sup _{\substack{\lambda \in \Lambda \\ n \geq n_{\Lambda}}}\left\|\left(\lambda I_{n}-A_{n}\right)^{-1}\right\|<\infty \tag{3.8}
\end{equation*}
$$

Proof. First select $\mu \in \Delta_{c c}$ and prove that there is a $n_{\Lambda}>0$ such that $\Lambda \subset \rho\left(A_{n}\right)$ for all $n \geq n_{\Lambda}$. Suppose contrary to our claim that we have a subsequence $v_{n} \in$ $D\left(A_{n}\right),\left\|v_{n}\right\|=1, n \in \mathbb{N}^{\prime}$ and $\lambda_{n} \in \Lambda$ such that $\lambda_{n} v_{n}-A_{n} v_{n}=0$. Then $\lambda_{n} \rightarrow \lambda \in \Lambda$ for some subsequence $\mathbb{N}^{\prime \prime} \subset \mathbb{N}^{\prime}$ and from the boundedness of $\mu v_{n}-A_{n} v_{n}=(\mu-$ $\left.\lambda_{n}\right) v_{n}$ we obtain from Theorem 3.15 that $v_{n} \xrightarrow{\mathcal{P}} v \in E,\|v\|=1$ for some subsequence $\mathbb{N}^{\prime \prime \prime} \subset \mathbb{N}^{\prime \prime}$. Since $\Delta_{r}=\mathbb{C}$ by (3.7) and $\left(\lambda I_{n}-A_{n}\right) v_{n} \xrightarrow{\mathcal{P}} 0$ Definition 3.8 leads to $v \in D(A),(\lambda I-A) v=0$, which contradicts $\lambda \in \rho(A)$.

To prove (3.8) consider Hilbert's identity

$$
\left(\lambda I_{n}-A_{n}\right)^{-1}-\left(\mu I_{n}-A_{n}\right)^{-1}=(\mu-\lambda)\left(\lambda I_{n}-A_{n}\right)^{-1}\left(\mu I_{n}-A_{n}\right)^{-1}
$$

for any $\lambda \in \rho\left(A_{n}\right)$. One can write

$$
\left(\lambda I_{n}-A_{n}\right)^{-1}=\left(I_{n}-(\mu-\lambda)\left(\mu I_{n}-A_{n}\right)^{-1}\right)^{-1}\left(\mu I_{n}-A_{n}\right)^{-1},
$$

for $\lambda \in \Lambda$. Since $(\mu-\lambda)\left(\mu I_{n}-A_{n}\right)^{-1}$ converges compactly to $(\mu-\lambda)(\mu I-A)^{-1}$ and $I_{n} \xrightarrow{\mathcal{P P}} I$ stably one gets that $I_{n}-(\mu-\lambda)\left(\mu I_{n}-A_{n}\right)^{-1} \xrightarrow{\mathcal{P P}} I-(\mu-\lambda)(\mu I-A)^{-1}$ regularly which implies that

$$
\left\|\left(I_{n}-(\mu-\lambda)\left(\mu I_{n}-A_{n}\right)^{-1}\right)^{-1}\right\| \leq C \text { for any } \lambda \in \Lambda .
$$

The Lemma is proved.

### 3.2 Estimates for the linear case

The following Lemma gives the crucial linear estimate for our main Theorem 4.4.
Lemma 3.17. Assume that $\Delta_{c c} \neq \emptyset$ and let the conditions (2.6), ( $B_{1}$ ) be satisfied. Then there exist constants $\tilde{M} \geq 1, \tilde{\omega}>0$ such that for all $0 \leq \alpha \leq 1$

$$
\begin{equation*}
\left\|\exp \left(t A_{n}\right)\right\|_{B\left(E_{n}, E_{n}^{\alpha}\right)} \leq \tilde{M} t^{-\alpha} e^{-\tilde{\omega} t} \text { for all } t>0 . \tag{3.9}
\end{equation*}
$$

Proof. We introduce the sector $\Sigma(\pi-\phi, \omega)=\{\lambda \in \mathbb{C}:|\arg (\lambda-\omega)|<\pi-\phi\}$ for $\omega \in \mathbb{R}$ and $0<\phi<\frac{\pi}{2}$. From condition $\left(B_{1}\right)$ we obtain suitable $\omega_{3} \in \mathbb{R}, n_{\omega} \in \mathbb{N}$ and $0<\phi<\frac{\pi}{2}$ such that

$$
\begin{equation*}
\left\|\left(\lambda I_{n}-A_{n}\right)^{-1}\right\| \leq \frac{M_{3}}{\left|\lambda-\omega_{3}\right|} \text { for all } \lambda \in \Sigma\left(\pi-\phi, \omega_{3}\right) \text { and } n \geq n_{\omega} . \tag{3.10}
\end{equation*}
$$

From (2.6) it follows that $\operatorname{Re\sigma }(A)<\omega^{\prime}$ for some $\omega^{\prime}<0$ and moreover $\left\|(\lambda I-A)^{-1}\right\| \leq$ $\frac{M}{\left|\lambda-\omega^{\prime}\right|}$ for $\operatorname{Re} \lambda>\omega^{\prime}$. Now let $0<\tilde{\omega}<\left|\omega^{\prime}\right|$ and consider the triangular region $\Lambda=$ $\left\{\lambda \in \mathbb{C}: \operatorname{Re} \lambda \geq-\tilde{\omega}\right.$ and $\left.\lambda \notin \Sigma\left(\pi-\phi, \omega_{3}\right)\right\}$, see Figure 1 .
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Then $\Lambda$ is compact and $\Lambda \subset \rho(A)$. By Lemma 3.16 there is a constant $n_{\Lambda}>0$ such that $\Lambda \subset \rho\left(A_{n}\right)$ for all $n \geq n_{\Lambda}$ and $\sup _{\substack{\lambda \in \Lambda \\ n \geq n_{\Lambda}}}\left\|\left(\lambda I_{n}-A_{n}\right)^{-1}\right\|<\infty$. With the
contour $G$ composed of $\{\lambda: \operatorname{Re} \lambda=-\tilde{\omega}\}$ and part of the boundary $\partial \Sigma\left(\pi-\phi, \omega_{3}\right)$ (see Figure 1) we have the representation

$$
\exp \left(t A_{n}\right)=\frac{1}{2 \pi i} \int_{G} e^{\lambda t}\left(\lambda I_{n}-A_{n}\right)^{-1} d \lambda
$$

Using the estimate (3.10) of resolvents $\left\|\left(\lambda I_{n}-A_{n}\right)^{-1}\right\|$ and the uniform bound on $G$ one gets the estimate (3.9) for $t>0$, cf. (2.16).

Next we introduce the operators

$$
\begin{equation*}
p_{n}^{\alpha}=\left(-A_{n}\right)^{-\alpha} p_{n}(-A)^{\alpha} \in B\left(E^{\alpha}, E_{n}^{\alpha}\right) \tag{3.11}
\end{equation*}
$$

and show that they have the property (3.1), but for the spaces $E^{\alpha}, E_{n}^{\alpha}$. We then write $x_{n} \xrightarrow{\mathcal{P}^{\alpha}} x$ iff $\left\|x_{n}-p_{n}^{\alpha} x\right\|_{E_{n}^{\alpha}} \rightarrow 0$ as $n \rightarrow \infty$. Obviously we have $\left\|x_{n}-p_{n}^{\alpha} x\right\|_{E_{n}^{\alpha}}=\left\|\left(-A_{n}\right)^{\alpha} x_{n}-p_{n}(-A)^{\alpha} x\right\|$ and

$$
\left\|p_{n}^{\alpha} x\right\|_{E_{n}^{\alpha}}=\left\|p_{n}(-A)^{\alpha} x\right\|_{E_{n}} \rightarrow\left\|(-A)^{\alpha} x\right\|_{E_{n}}=\|x\|_{E^{\alpha}} \text { as } n \rightarrow \infty
$$

for any $x \in D\left((-A)^{\alpha}\right)$ so that (3.1) is satisfied.
For the nonlinear result we need a theorem on uniform convergence for linear inhomogeneous problems with compact data.

Theorem 3.18. Let $A: D(A) \subset E \rightarrow E$ be a closed operator satisfying (2.6) (in particular, A generates an exponentially decreasing semigroup). For the approximate system (3.4) assume $\Delta_{c c} \neq \emptyset$ and let conditions $(A)$ and $\left(B_{1}\right)$ of Theorem 3.5 hold. Let $K_{1} \subset E^{\alpha}$ and $K_{2} \subset E$ be compact sets. Then for any $\varepsilon>0$ there exist $n_{1}=$ $n_{1}(\varepsilon) \in \mathbb{N}$ and $\delta=\delta(\varepsilon)>0$ such that the following property holds for all $0<T \leq \infty$. For any solution $u(t)$ of (2.1) with $u(0)=u^{0} \in K_{1}$ and $g(\cdot) \in C\left([0, T] ; K_{2}\right)$ and for any solution $u_{n}(t)$ of (3.4) with $u_{n}(0)=p_{n}^{\alpha} u^{0}$ and $g_{n}(\cdot) \in C\left([0, T] ; E_{n}\right)$ with $\left\|g_{n}(t)-p_{n} g(t)\right\|_{E_{n}} \leq \delta$ for $t \in[0, T], n \geq n_{1}$ we have the estimate

$$
\begin{equation*}
\left\|u_{n}(t)-p_{n}^{\alpha} u(t)\right\|_{E_{n}^{\alpha}} \leq \epsilon \text { for all } n \geq n_{1}, 0 \leq t \leq T \tag{3.12}
\end{equation*}
$$

Proof. Let $u(t), u(0)=u^{0}$ and $u_{n}\left(t ; u_{n}^{\alpha}\right), u_{n}^{\alpha}=p_{n}^{\alpha} u^{0}$ denote the mild solution of (2.1) and (3.4), respectively and let $g, g_{n}$ be as in the Theorem. Then the following holds

$$
\begin{gathered}
u\left(t ; u^{0}\right)=\exp (t A) u^{0}+\int_{0}^{t} \exp ((t-s) A) g(s) d s, t \in[0, T] \\
u_{n}\left(t ; u_{n}^{\alpha}\right)=\exp \left(t A_{n}\right) u_{n}^{\alpha}+\int_{0}^{t} \exp \left((t-s) A_{n}\right) g_{n}(s) d s, t \in[0, T]
\end{gathered}
$$

By Lemma 3.17 we have $\left\|\exp \left(t A_{n}\right)\right\| \leq M e^{-\omega t}$ for $\omega>0, t \geq 0$. Therefore for any $\epsilon>0$ there is $T_{\epsilon}$ such that

$$
\begin{equation*}
\left\|\left(\exp \left(t A_{n}\right) p_{n}^{\alpha}-p_{n}^{\alpha} \exp (t A)\right) u^{0}\right\|_{E_{n}^{\alpha}} \leq M e^{-\omega t}\left\|u^{0}\right\|_{E^{\alpha}} \leq \epsilon, t \geq T_{\epsilon} \tag{3.13}
\end{equation*}
$$

and by Corollary 3.6 there is $n\left(T_{\epsilon}\right)$ such that

$$
\begin{equation*}
\left\|\left(-A_{n}\right)^{\alpha}\left(\exp \left(t A_{n}\right) p_{n}^{\alpha}-p_{n}^{\alpha} \exp (t A)\right) u^{0}\right\|_{E_{n}} \leq \epsilon, t \in\left[0, T_{\epsilon}\right] \text { as } n \geq n\left(T_{\epsilon}\right) \tag{3.14}
\end{equation*}
$$

We note that in case $T_{\epsilon}>T$ we merely need a compactness argument. A similar remark applies to the following estimates of integrals. For the ease of presentation we extend $g(t)$ and $g_{n}(t)$ as constants for $t \geq T$ and argue in the following for $0 \leq t<\infty$.

Consider the $E_{n}^{\alpha}$-norm of the difference of integrals, i.e.

$$
\begin{gather*}
\left(-A_{n}\right)^{\alpha} \int_{0}^{t}\left(\exp \left((t-s) A_{n}\right) g_{n}(s)-p_{n}^{\alpha} \exp ((t-s) A) g(s)\right) d s=  \tag{3.15}\\
=\left(-A_{n}\right)^{\alpha} \int_{0}^{t} \exp \left((t-s) A_{n}\right)\left(g_{n}(s)-p_{n} g(s)\right) d s \\
+\left(-A_{n}\right)^{\alpha} \int_{0}^{t}\left(\exp \left((t-s) A_{n}\right) p_{n}-p_{n}^{\alpha} \exp ((t-s) A)\right) g(s) d s
\end{gather*}
$$

The first term can be estimated in two parts

$$
\begin{aligned}
& \left(-A_{n}\right)^{\alpha}\left(\int_{0}^{t_{1}}+\int_{t_{1}}^{t}\right)=\left(-A_{n}\right)^{\alpha} \int_{0}^{t_{1}} \exp \left(s A_{n}\right)\left(g_{n}(t-s)-p_{n} g(t-s)\right) d s \\
& \quad+\left(-A_{n}\right)^{\alpha} \int_{0}^{t-t_{1}} \exp \left(\left(t_{1}+\eta\right) A_{n}\right)\left(g_{n}\left(t-t_{1}-\eta\right)-p_{n} g\left(t-t_{1}-\eta\right)\right) d \eta
\end{aligned}
$$

By (3.9) the second part can be made smaller than $\varepsilon$ uniformly in $n$ by taking $t_{1}$ sufficiently large. Then the first part with finite $t_{1}$ can be made small by the majorant term $\left\|g_{n}(t)-p_{n} g(t)\right\|_{E_{n}} \leq \delta$ as $n \geq n_{1}$. The second term in (3.15) for any $0<t_{1} \leq t$ can be re-written in the same way as

$$
\begin{gathered}
\left(-A_{n}\right)^{\alpha} \int_{0}^{t}\left(\exp \left(\eta A_{n}\right) p_{n}-p_{n}^{\alpha} \exp (\eta A)\right) g(t-\eta) d \eta= \\
\left(-A_{n}\right)^{\alpha} \int_{0}^{t_{1}}\left(\exp \left(\eta A_{n}\right) p_{n}-p_{n}^{\alpha} \exp (\eta A)\right) g(t-\eta) d \eta \\
+\left(-A_{n}\right)^{\alpha} \int_{0}^{t-t_{1}}\left(\exp \left(\left(t_{1}+\eta\right) A_{n}\right) p_{n}-p_{n}^{\alpha} \exp \left(\left(t_{1}+\eta\right) A\right)\right) g\left(t-t_{1}-\eta\right) d \eta
\end{gathered}
$$

Again, we first choose $t_{1}$ to make the second term small uniformly in $n$. Then by Corollary 3.6 the first term converges to 0 for finite $t_{1}$ since $g(\xi)$ is in the compact set $K_{2}$. The second term can be decomposed into two parts:

$$
\left(-A_{n}\right)^{\alpha} \exp \left(t_{1} A_{n}\right) \int_{0}^{t-t_{1}}\left(\exp \left(\eta A_{n}\right) p_{n}-p_{n}^{\alpha} \exp (\eta A)\right) g\left(t-t_{1}+\eta\right) d \eta
$$

and

$$
\left(-A_{n}\right)^{\alpha}\left(\exp \left(t_{1} A_{n}\right) p_{n}^{\alpha}-p_{n}^{\alpha} \exp \left(t_{1} A\right)\right) \int_{0}^{t-t_{1}} \exp (\eta A) g\left(t-t_{1}+\eta\right) d \eta
$$

Both parts can be made small by the choice of $t_{1}$, using (3.9), (2.16) and a uniform bound on the integrals.

### 3.3 Estimates for the nonlinear case

Consider in the Banach spaces $E_{n}^{\alpha}$ the family of Cauchy problems

$$
\begin{align*}
& u_{n}^{\prime}(t)=A_{n} u_{n}(t)+f_{n}\left(u_{n}(t)\right), t \geq 0, \\
& u_{n}(0)=u_{n}^{0} \in E_{n}^{\alpha}, \tag{3.16}
\end{align*}
$$

where $u_{n}^{0} \xrightarrow{\mathcal{P}^{\alpha}} u^{0}$ and the operators $\left(A_{n}, A\right)$ are compatible. We assume the nonlinear maps $f_{n}(\cdot): E_{n}^{\alpha} \rightarrow E_{n}$ to have the following properties
(F2) The mappings $f_{n}$ are continuously differentiable in $\mathcal{U}_{E_{n}^{\alpha}}\left(p_{n}^{\alpha} u^{*}, \rho\right)$ and whenever $x_{n} \in \mathcal{U}_{E_{n}^{\alpha}}\left(p_{n}^{\alpha} u^{*}, \rho\right)$ and $x_{n} \xrightarrow{\mathcal{P}^{\alpha}} x$ then $f_{n}\left(x_{n}\right) \xrightarrow{\mathcal{P}} f(x)$ and $f_{n}^{\prime}\left(x_{n}\right) \xrightarrow{\mathcal{P}^{\alpha} \mathcal{P}} f^{\prime}(x)$.
(F3) For any $\epsilon>0$ there is $\delta>0$ such that $\left\|f_{n}^{\prime}\left(w_{n}\right)-f_{n}^{\prime}\left(z_{n}\right)\right\|_{B\left(E_{n}^{\alpha}, E_{n}\right)} \leq \epsilon$ as $\left\|w_{n}-z_{n}\right\|_{E_{n}^{\alpha}} \leq \delta$ for all $w_{n}, z_{n} \in \mathcal{U}_{E_{n}^{\alpha}}\left(p_{n}^{\alpha} u^{*} ; \rho\right)$.

Under the above assumptions the mild solution of (3.16) exists on a maximal interval $[0, \tau)$ in $\mathcal{U}_{E_{n}^{\alpha}}\left(p_{n}^{\alpha} u^{*}, \rho\right)$ (see $\left.[15,35]\right)$ and we denote it by $u_{n}(\cdot)=T_{n}(\cdot) u_{n}^{0}$ : $\mathbb{R}^{+} \rightarrow E_{n}$. The nonlinear semigroup $T_{n}(\cdot)$ satisfies the variation of constants formula

$$
\begin{equation*}
T_{n}(t) u_{n}^{0}=\exp \left(t A_{n}\right) u_{n}^{0}+\int_{0}^{t} \exp \left((t-s) A_{n}\right) f_{n}\left(T_{n}(s) u_{n}^{0}\right) d s, t \in[0, \tau) \tag{3.17}
\end{equation*}
$$

Similar to (2.5) we consider the family of nonlinear problems

$$
\begin{equation*}
A_{n} u_{n}+f_{n}\left(u_{n}\right)=0 \tag{3.18}
\end{equation*}
$$

and define $\mathcal{E}_{n}=\left\{u_{n}^{*} \in D\left(A_{n}\right): A_{n} u_{n}^{*}+f_{n}\left(u_{n}^{*}\right)=0\right\}$. The following result is taken from [8].

Proposition 3.19. Assume that the problem (2.5) has a hyperbolic solution $u^{*}$ and let conditions ( $F 2$ ), ( $F 3$ ) hold. Then, there exist $n^{*} \in \mathbb{N}$ and $\rho^{*}>0$, so that equation (3.18) has a unique solution $u_{n}^{*} \in D\left(A_{n}\right) \cap \mathcal{U}_{E_{n}^{\alpha}}\left(p_{n}^{\alpha} u^{*}, \rho^{*}\right)$ for each $n \geq n^{*}$. Moreover, $u_{n}^{*}$ is hyperbolic and satisfies $\left\|u_{n}^{*}-p_{n}^{\alpha} u^{*}\right\|_{E_{n}^{\alpha}} \rightarrow 0$ as $n \rightarrow \infty$.
Proof. Define the operators $\mathcal{M}(w)=I w+A^{-1} f(w), \mathcal{M}_{n}\left(w_{n}\right)=I_{n} w_{n}+A_{n}^{-1} f_{n}\left(w_{n}\right)$. The derivative $\mathcal{M}^{\prime}(w)=I+A^{-1} f^{\prime}(w)$ is an operator from $E^{\alpha}$ to $E^{\alpha}$, since $A^{-1}$ maps $E$ into $D(A) \subset E^{\alpha}$. From (F3) we obtain $\mathcal{M}_{n}\left(v_{n}\right) \xrightarrow{\mathcal{P}^{\alpha} \mathcal{P} \alpha} \mathcal{M}(v)$ as $v_{n} \xrightarrow{\mathcal{P}^{\alpha}} v$ and $\left\|\mathcal{M}_{n}^{\prime}\left(w_{n}+p_{n}^{\alpha} u^{*}\right)-\mathcal{M}_{n}^{\prime}\left(p_{n}^{\alpha} u^{*}\right)\right\|_{E_{n}^{\alpha}} \leq \rho$ if $\left\|w_{n}\right\|_{E_{n}^{\alpha}} \leq \delta$ with $\rho=\rho(\delta) \rightarrow 0$ as $\delta \rightarrow$ 0 uniformly in $n$. From condition (F2) it is also clear that $\mathcal{M}_{n}^{\prime}\left(p_{n} u^{*}\right) \xrightarrow{\mathcal{P}^{\alpha} \mathcal{P}{ }^{\alpha}} \mathcal{M}^{\prime}\left(u^{*}\right)$ regularly, $\mathcal{M}_{n}^{\prime}\left(p_{n}^{\alpha} u^{*}\right)$ are Fredholm of index 0 and $\mathcal{N}\left(A+f^{\prime}\left(u^{*}\right)\right)=\{0\}$. Now Theorem 2 from [33] applies and yields the result. Hyperbolicity of $u_{n}^{*}$ will follow from the spectral considerations below, cf. (3.21).

Remark 3.20. If $\Delta_{c c} \neq \emptyset$ and we do not assume continuity of $\mathcal{M}_{n}^{\prime}(\cdot)$ uniformly in $n$ one can still get the existence of solutions $u_{n}^{*}$ of equation (3.18) and convergence $u_{n}^{*} \xrightarrow{\mathcal{P}^{\alpha}} u^{*}$, but uniqueness may fail.

From now on we consider a hyperbolic point $u^{*}$ and the corresponding fixed points $u_{n}^{*} \xrightarrow{\mathcal{P}^{\alpha}} u^{*}$ from Proposition 3.19. Near the equilibrium $u_{n}^{*}$ we set $u_{n}(t)=u_{n}^{*}+v_{n}(t)$, then equation (3.16) reads

$$
\begin{equation*}
v_{n}^{\prime}(t)=A_{u_{n}^{*}, n} v_{n}(t)+F_{u_{n}^{*}, n}\left(v_{n}(t)\right), v_{n}(0)=v_{n}^{0}, t \geq 0, \tag{3.19}
\end{equation*}
$$

where

$$
\begin{equation*}
A_{u_{n}^{*}, n}=A_{n}+f_{n}^{\prime}\left(u_{n}^{*}\right), F_{u_{n}^{*}, n}\left(w_{n}\right)=f_{n}\left(v_{n}(t)+u_{n}^{*}\right)-f_{n}\left(u_{n}^{*}\right)-f_{n}^{\prime}\left(u_{n}^{*}\right) w_{n} . \tag{3.20}
\end{equation*}
$$

We decompose $E_{n}^{\alpha}$ using the spectral projection

$$
\begin{equation*}
P_{n}\left(\sigma_{n}^{+}\right):=P_{n}\left(\sigma_{n}^{+}, A_{u_{n}^{*}, n}\right):=\frac{1}{2 \pi i} \int_{\partial U\left(\sigma_{n}^{+}\right)}\left(\zeta I_{n}-A_{u_{n}^{*}, n}\right)^{-1} d \zeta, \tag{3.21}
\end{equation*}
$$

where $\partial U\left(\sigma_{n}^{+}\right)$is the boundary of the region $\left\{\lambda \in \mathbb{C}: \operatorname{Re} \lambda \geq 0, \lambda \notin \Sigma\left(\pi-\phi, \omega_{2}\right)\right\}$ with some $0<\theta<\frac{\pi}{2}$ and $\omega_{2}$ given by $\left(B_{1}\right)$ for the operator $A_{u_{n}^{*}, n}$, compare Lemma 3.17. Note that the part of $\partial U\left(\sigma_{n}^{+}\right)$on $i \mathbb{R}$ does not intersect $\sigma\left(A_{u_{n}^{*}, n}\right)$ due to Lemma 3.16. In particular, this implies that the fixed points $u_{n}^{*}$ are hyperbolic.

By $\sigma_{n}^{+}$we denote the part of $\sigma\left(A_{u_{n}^{*}, n}\right)$ that is inside the contour. From the representations (2.10) and (3.21) we obtain

$$
\begin{equation*}
P_{n}\left(\sigma_{n}^{+}\right) \xrightarrow{\mathcal{P P}} P\left(\sigma^{+}\right) \text {compactly as } n \rightarrow \infty . \tag{3.22}
\end{equation*}
$$

In order to see this one first modifies the contour in (2.10) so that it coincides with that in (3.21), then one uses the convergence $\left(\zeta I_{n}-A_{u_{n}^{*}, n}\right)^{-1} \xrightarrow{\mathcal{P P}}\left(\zeta I-A_{u^{*}}\right)^{-1}$ for $\zeta \in \partial U\left(\sigma^{+}\right)$(see Proposition 3.10, and (3.7)) and the fact that the convergence $\left(\zeta I_{n}-A_{u_{n}^{*}, n}\right)^{-1} p_{n} x \xrightarrow{\mathcal{P}}\left(\zeta I-A_{u^{*}}\right)^{-1} x$ is uniform for $\zeta \in \partial U\left(\sigma^{+}\right)$. Moreover, the condition $\Delta_{c c} \neq \emptyset$ implies compact convergence of projectors and, therefore, by (3.7) and Theorem $3.11 \operatorname{dim} P_{n}\left(\sigma_{n}^{+}\right)=\operatorname{dim} P\left(\sigma^{+}\right)$for $n \geq n_{0}$.

Applying Lemma 3.17 to the semigroup $\exp \left(t A_{u_{n}^{*}, n}\right)$ we obtain constants $M_{2}, \tilde{\beta}>$ 0 , such that

$$
\left\|\exp \left(t A_{u_{n}^{*}, n}\right) v_{n}\right\|_{E_{n}^{\alpha}} \leq\left\{\begin{array}{lll}
M_{2} \frac{e^{-\widetilde{\beta} t}}{\mid t t^{\alpha}}\left\|v_{n}\right\|_{E_{n}}, & t \geq 0, & v_{n} \in\left(I_{n}-P_{n}\left(\sigma_{n}^{+}\right)\right) E_{n},  \tag{3.23}\\
M_{2} \frac{e^{\beta t}}{t \mid t^{\alpha}}\left\|v_{n}\right\|_{E_{n}}, & t \leq 0, & v_{n} \in P_{n}\left(\sigma_{n}^{+}\right) E_{n} .
\end{array}\right.
$$

Similar to (2.13) we consider for $v_{n}^{-}, v_{n}^{+} \in \mathcal{U}_{E_{n}^{\alpha}}(0 ; \rho)$ the boundary value problem

$$
\begin{gather*}
v_{n}^{\prime}(t)=A_{u_{n}^{*}, n} v_{n}(t)+F_{u_{n}^{*}, n}\left(v_{n}(t)\right), 0 \leq t \leq T,  \tag{3.24}\\
\left(I_{n}-P_{n}\left(\sigma_{n}^{+}\right)\right) v_{n}(0)=\left(I_{n}-P_{n}\left(\sigma_{n}^{+}\right)\right) v_{n}^{-}, \quad P_{n}\left(\sigma_{n}^{+}\right) v_{n}(T)=P_{n}\left(\sigma_{n}^{+}\right) v_{n}^{+},
\end{gather*}
$$

where the case $T=\infty$ is included in the usual way. Using condition (F2) one finds that the mild solution of problem (3.24) satisfies for $0 \leq t \leq T$ the equation

$$
\begin{gather*}
v_{n}(t)=\exp \left((t-T) A_{u_{n}^{*}, n}\right) P_{n}\left(\sigma_{n}^{+}\right) v_{n}^{+}+\exp \left(t A_{u_{n}^{*}, n}\right)\left(I_{n}-P_{n}\left(\sigma_{n}^{+}\right)\right) v_{n}^{-}+  \tag{3.25}\\
+\int_{0}^{T} \Gamma_{T, n}(t, s) F_{u_{n}^{*}, n}\left(v_{n}(s)\right) d s,
\end{gather*}
$$

where the Green's function is

$$
\Gamma_{T, n}(t, s)= \begin{cases}\exp \left((t-s) A_{u^{*}, n}\right)\left(I_{n}-P_{n}\left(\sigma_{n}^{+}\right)\right), & 0 \leq s \leq t \leq T  \tag{3.26}\\ \exp \left((t-s) A_{u^{*}, n}\right) P_{n}\left(\sigma_{n}^{+}\right), & 0 \leq t<s \leq T\end{cases}
$$

In case $T=\infty$ the $v_{n}^{+}$term in (3.25) vanishes. The analog of Proposition 2.2 is the following result.
Proposition 3.21. Let the above assumptions on $A, A_{n}$ and conditions $(F 2)$, ( $F 3$ ) be satisfied. Then there exists $\tilde{\rho}>0$ such that for any $0<\tilde{\rho}_{2} \leq \tilde{\rho}$ we find $0<\tilde{\rho}_{1} \leq \tilde{\rho}_{2}$ with the property that equation (3.25) has a unique solution $v_{n}(\cdot)=v_{n}\left(v_{n}^{-}, v_{n}^{+}, \cdot\right) \in$ $C\left([0, T] ; \mathcal{U}_{E_{n}^{\alpha}}\left(0 ; \tilde{\rho}_{2}\right)\right)$ for all $v_{n}^{-}, v_{n}^{+} \in \mathcal{U}_{E_{n}^{\alpha}}\left(0 ; \tilde{\rho}_{1}\right)$ and for all $0<T \leq \infty$.
Proof. We repeat the proof of Proposition 2.2 for the space of continuous bounded functions $C\left([0, T] ; E_{n}^{\alpha}\right)$ with the operators $A_{u_{n}^{*}, n}, F_{u_{n}^{*}, n}(\cdot), P_{n}\left(\sigma_{n}^{+}\right)$and $G_{n}\left(v_{n}^{-}, v_{n}^{+} ; \cdot\right)$ defined by the right-hand side of (3.25). Note that $(F 3)$ guarantees that the estimates in (3.23) can be done with constants independent of $n$ and, therefore, Lemma 6.1 applies with uniform data. Moreover, the estimates (2.19) and (2.20) hold uniformly in $n$. From (6.7) we find a constant $C^{*}>0$ such that for any two $v_{n}, w_{n} \in$ $C\left([0, T], \mathcal{U}_{E_{n}^{\alpha}}\left(0 ; \tilde{\rho}_{2}\right)\right)$ we have for $\|\cdot\|=\|\cdot\|_{C\left([0, T] ; E_{n}^{\alpha}\right)}$ the estimate

$$
\begin{equation*}
\left\|v_{n}-w_{n}\right\| \leq C^{*}\left\|v_{n}-G_{n}\left(v_{n}^{-}, v_{n}^{+} ; v_{n}\right)-\left(w_{n}-G_{n}\left(v_{n}^{-}, v_{n}^{+} ; w_{n}\right)\right)\right\| . \tag{3.27}
\end{equation*}
$$

## 4 Shadowing for a general discretization scheme

### 4.1 Adapted discretization maps

In addition to $p_{n}, p_{n}^{\alpha}$ we need discretizing maps that are adapted to the hyperbolic splitting. First note that the spectral projectors $P=P\left(\sigma^{+}\right)$and $P_{n}=P_{n}\left(\sigma_{n}^{+}\right)$ are finite dimensional and satisfy $P_{n} \xrightarrow{\mathcal{P} \mathcal{P}} P$ compactly, see (3.22). Then define the discretizing maps $\tilde{p}_{n}: E \mapsto E_{n}$ by

$$
\begin{equation*}
\tilde{p}_{n}=P_{n} p_{n} P+\left(I_{n}-P_{n}\right) p_{n}(I-P) \tag{4.1}
\end{equation*}
$$

and $\tilde{p}_{n}^{\alpha}: E^{\alpha} \mapsto E_{n}^{\alpha}$ by

$$
\tilde{p}_{n}^{\alpha} x= \begin{cases}\left(A_{u_{n}^{*}, n}\right)^{-\alpha} P_{n} p_{n}\left(A_{u^{*}}\right)^{\alpha} P x, & x \in P E^{\alpha}  \tag{4.2}\\ \left(-A_{u_{n}^{*}, n}\right)^{-\alpha}\left(I_{n}-P_{n}\right) p_{n}\left(-A_{u^{*}}\right)^{\alpha}(I-P) x, & x \in(I-P) E^{\alpha}\end{cases}
$$

Note that the spectra of $A_{u^{*}}=A+f^{\prime}\left(u^{*}\right)$ and $A_{u_{n}^{*}, n}=A_{n}+f_{n}^{\prime}\left(u_{n}^{*}\right)$ are partitioned in such a way that the fractional powers of the operators are well defined.
Proposition 4.1. The system $\left\{\tilde{p}_{n}\right\}$ is equivalent to the system $\left\{p_{n}\right\}$ on $E$ and the system $\left\{\tilde{p}_{n}^{\alpha}\right\}$ is equivalent to the system $\left\{p_{n}^{\alpha}\right\}$ on $E^{\alpha}$. In particular, we have bounds

$$
\begin{equation*}
\left\|\tilde{p}_{n}\right\|_{B\left(E, E_{n}\right)} \leq \tilde{C}, \quad\left\|\tilde{p}_{n}^{\alpha}\right\|_{B\left(E^{\alpha}, E_{n}^{\alpha}\right)} \leq \tilde{C}_{\alpha} \quad \text { for all } n \in \mathbb{N} \tag{4.3}
\end{equation*}
$$

and $\sup _{x \in K_{2}}\left\|\left(p_{n}-\tilde{p}_{n}\right) x\right\| \rightarrow 0$, $\sup _{x \in K_{1}}\left\|\left(p_{n}^{\alpha}-\tilde{p}_{n}^{\alpha}\right) x\right\| \rightarrow 0$ as $n \rightarrow \infty$ for compact sets $K_{2} \subset E, K_{1} \subset E^{\alpha}$.

Proof. From the equality

$$
\left(\tilde{p}_{n}-p_{n}\right) x=2\left(P_{n} p_{n}-p_{n} P\right) P x-\left(P_{n} p_{n}-p_{n} P\right) x
$$

we find that the system $\left\{\tilde{p}_{n}\right\}$ is equivalent to $\left\{p_{n}\right\}$ on $E$. In the $\alpha$-case the following holds on $(I-P) E^{\alpha}$

$$
\begin{aligned}
p_{n}^{\alpha}-\tilde{p}_{n}^{\alpha}= & \left(-A_{n}\right)^{-\alpha}\left(p_{n}-\tilde{p}_{n}\right)(-A)^{\alpha}+\left(-A_{n}\right)^{-\alpha} \tilde{p}_{n}(-A)^{\alpha}-\left(-A_{u_{n}^{*}, n}\right)^{-\alpha} \tilde{p}_{n}\left(-A_{u^{*}}\right)^{\alpha} \\
= & \left(-A_{n}\right)^{-\alpha}\left(p_{n}-\tilde{p}_{n}\right)(-A)^{\alpha}+\left(\left(-A_{n}\right)^{-\alpha}-\left(-A_{u_{n}^{*}, n}\right)^{-\alpha}\right) \tilde{p}_{n}(-A)^{\alpha} \\
& +\left(-A_{u_{n}^{*}, n}\right)^{-\alpha} \tilde{p}_{n}\left((-A)^{\alpha}-\left(-A_{u^{*}}\right)^{\alpha}\right) \\
= & \left(-A_{n}\right)^{-\alpha}\left(p_{n}-\tilde{p}_{n}\right)(-A)^{\alpha}+\left(\left(-A_{n}\right)^{-\alpha}-\left(-A_{u_{n}^{*}, n}\right)^{-\alpha}\right) \tilde{p}_{n}(-A)^{\alpha} \\
& +\left(-A_{u_{n}^{*}, n}\right)^{-\alpha} \tilde{p}_{n}\left((-A)^{\alpha}-\left(-A_{u^{*}}\right)^{\alpha}\right) \\
= & \left(-A_{n}\right)^{-\alpha}\left(p_{n}-\tilde{p}_{n}\right)(-A)^{\alpha}+\left(-A_{u_{n}^{*}, n}\right)^{-\alpha}\left(\left(-A_{u_{n}^{*}, n}\right)^{\alpha}\left(-A_{n}\right)^{-\alpha}-I_{n}\right) \tilde{p}_{n}(-A)^{\alpha} \\
& -\left(-A_{u_{n}^{*}, n}\right)^{-\alpha} \tilde{p}_{n}\left(\left(-A_{u^{*}}\right)^{\alpha}(-A)^{-\alpha}-I\right)(-A)^{\alpha} \\
= & \left(-A_{n}\right)^{-\alpha}\left(p_{n}-\tilde{p}_{n}\right)(-A)^{\alpha}\left(-A_{u_{n}^{*}, n}\right)^{-\alpha} \\
& +\left(\left(\left(-A_{u_{n}^{*}, n}\right)^{\alpha}\left(-A_{n}\right)^{-\alpha}-I_{n}\right) \tilde{p}_{n}-\tilde{p}_{n}\left(\left(-A_{u^{*}}\right)^{\alpha}(-A)^{-\alpha}-I\right)\right)(-A)^{\alpha} .
\end{aligned}
$$

In the last step we show that $\left(-A_{u_{n}^{*}, n}\right)^{\alpha}\left(-A_{n}\right)^{-\alpha} \xrightarrow{\mathcal{P} \mathcal{P}}\left(-A_{u^{*}}\right)^{\alpha}(-A)^{-\alpha}$. To this end following [15] we consider the formula

$$
\begin{align*}
& \left(-A_{u^{*}}\right)^{-\alpha}-(-A)^{-\alpha}=\frac{\sin (\pi \alpha)}{\pi} \int_{0}^{\infty} z^{-\alpha}\left(\left(z I+A_{u^{*}}\right)^{-1}-(z I+A)^{-1}\right) d z=  \tag{4.4}\\
& \quad=\frac{\sin (\pi \alpha)}{\pi} \int_{0}^{\infty} z^{-\alpha}\left(\left(z I+A_{u^{*}}\right)^{-1}\left(f^{\prime}\left(u^{*}\right)(-A)^{-\alpha}\right)(-A)^{\alpha}(z I+A)^{-1}\right) d z
\end{align*}
$$

Since $\left\|(-A)^{\alpha}(z I+A)^{-1}\right\|=O\left(|z|^{\alpha-1}\right)$ as $z \rightarrow \infty$ the integral will converge even if we apply $\left(-A_{u^{*}}\right)^{\alpha}$. Therefore convergence $\left(-A_{u_{n}^{*}, n}\right)^{\alpha}\left(-A_{n}\right)^{-\alpha} \xrightarrow{\mathcal{P} \mathcal{P}}\left(-A_{u^{*}}\right)^{\alpha}(-A)^{-\alpha}$ follows from $f_{n}^{\prime}\left(u_{n}^{*}\right) A_{n}^{-\alpha} \xrightarrow{\mathcal{P} \mathcal{P}} f^{\prime}\left(u^{*}\right) A^{-\alpha}$ and Lebesgue's dominated convergence theorem. The uniform convergence on compact sets follows as in Lemma 3.3.

Remark 4.2. It is easy to see that $(-A)^{\alpha}\left(-A_{u^{*}}\right)^{-\alpha}$ is a bounded operator and $\left(-A_{n}\right)^{\alpha}\left(-A_{u_{n}^{*}, n}\right)^{-\alpha} \xrightarrow{\mathcal{P} \mathcal{P}}(-A)^{\alpha}\left(-A_{u^{*}}\right)^{-\alpha}$. Indeed, $\left\|(-A)^{\alpha}\left(z I-A_{u^{*}}\right)^{-1}\right\|=O\left(|z|^{\alpha-1}\right)$ as $z \rightarrow \infty$ and therefore interchanging $A$ and $A_{u^{*}}$ in (4.4) one gets the statements on boundedness and convergence in the same way as in Proposition 4.1.
Proposition 4.3. Consider $0<\alpha<\gamma \leq 1$ and let $(F 1)-(F 3)$ be satisfied, then

$$
\begin{equation*}
\sup _{w \in \mathcal{U}_{E^{\gamma}(0 ; \rho)}}\left\|F_{u_{n}^{*}, n}\left(\tilde{p}_{n}^{\alpha} w\right)-\tilde{p}_{n} F_{u^{*}}(w)\right\|_{E_{n}} \rightarrow 0 \text { as } n \rightarrow \infty . \tag{4.5}
\end{equation*}
$$

Proof. First note

$$
\begin{aligned}
F_{u_{n}^{*}, n}\left(\tilde{p}_{n}^{\alpha} w\right)-\tilde{p}_{n} F_{u^{*}}(w) & =f_{n}\left(u_{n}^{*}+\tilde{p}_{n}^{\alpha} w\right)-\tilde{p}_{n} f\left(u^{*}+w\right) \\
& -\left(f_{n}\left(u_{n}^{*}\right)-\tilde{p}_{n} f\left(u^{*}\right)+f_{n}^{\prime}\left(u_{n}^{*}\right) \tilde{p}_{n}^{\alpha} w-\tilde{p}_{n} f^{\prime}\left(u^{*}\right) w\right),
\end{aligned}
$$

and observe that by Proposition 4.1 we can replace the maps $\tilde{p}_{n}, \tilde{p}_{n}^{\alpha}$ by $p_{n}, p_{n}^{\alpha}$. From Proposition 3.19 and (F2) we obtain $f\left(u_{n}^{*}+p_{n}^{\alpha} w\right) \xrightarrow{\mathcal{P}} f\left(u^{*}+w\right), f_{n}\left(u_{n}^{*}\right) \xrightarrow{\mathcal{P}} f\left(u^{*}\right)$ and $f_{n}^{\prime}\left(u_{n}^{*}\right) \xrightarrow{\mathcal{P}^{\alpha} \mathcal{P}} f^{\prime}\left(u^{*}\right)$. Following the proof of (3.2) one then shows that the convergence is uniform on compact sets in $E^{\alpha}$.

### 4.2 Shadowing with discretization in space variables

The first result approximates orbits of the general evolution equation (2.7) by appropriate orbits of the 'spatially discretized' system (3.16).

Theorem 4.4. Let $A$ be the generator of an exponentially decreasing analytic $C_{0}{ }^{-}$ semigroup and consider $0 \leq \alpha<\gamma<1$. For the discretized system (3.16) assume that the linear parts satisfy $\Delta_{c c} \neq \emptyset$ and condition $\left(B_{1}\right)$ and the nonlinear parts satisfy conditions $(F 1),(F 2),(F 3)$. Then there exists $\rho_{0}>0$ with the following property. For any $\varepsilon_{0}>0$ there is an $n_{0}=n_{0}\left(\varepsilon_{0}\right) \in \mathbb{N}$ such that for any mild solution $u(t)$ of (2.7) satisfying $u(t) \in \mathcal{U}_{E \gamma}\left(u^{*}, \rho_{0}\right), 0 \leq t \leq T$ for some $0<T \leq \infty$ there exist initial values $u_{n}^{0} \in E_{n}^{\alpha}, n \geq n_{0}$ such that the mild solution $u_{n}\left(t ; u_{n}^{0}\right)$ of (3.16) exists on $[0, T]$ and satisfies

$$
\begin{equation*}
\sup _{0 \leq t \leq T}\left\|p_{n}^{\alpha} u(t)-u_{n}\left(t ; u_{n}^{0}\right)\right\|_{E_{n}^{\alpha}} \leq \varepsilon_{0} \quad \forall n \geq n_{0}(\varepsilon) \tag{4.6}
\end{equation*}
$$

Proof. We will collect the conditions on $n_{0}$ and $\rho_{0}$ during the proof. Let $u(t)$, $0 \leq t \leq T$, be a mild solution of (2.7) such that $u(t) \in \mathcal{U}_{E^{\gamma}}\left(u^{*}, \rho_{0}\right)$ for all $0 \leq t \leq T$. Then $v(t):=u(t)-u^{*} \in \mathcal{U}_{E^{\gamma}}\left(0, \rho_{0}\right)$ is a solution of (2.14) with

$$
\begin{equation*}
v^{-}=(I-P) v(0), \quad v^{+}=P v(0) . \tag{4.7}
\end{equation*}
$$

By the choice of norms (2.12) we have

$$
\begin{equation*}
\left\|v^{-}\right\|_{E^{\gamma}} \leq \rho_{0}, \quad\left\|v^{+}\right\|_{E^{\gamma}} \leq \rho_{0} \tag{4.8}
\end{equation*}
$$

We apply Proposition 2.2 with $\gamma$ in place of $\alpha$ and with $\hat{\rho}_{2}=\hat{\rho}$. We require $\rho_{0} \leq \hat{\rho}_{1}$ which implies $\rho_{0} \leq \hat{\rho}_{2}$ as well. Because of uniqueness in $C\left([0, T], \mathcal{U}_{E \gamma}\left(0, \hat{\rho}_{2}\right)\right)$ the solution $v\left(v^{-}, v^{+}, \cdot\right)$ from Proposition 2.2 satisfies $v(t)=v\left(v^{-}, v^{+}, t\right), 0 \leq t \leq T$. Next we define the discrete boundary values

$$
\begin{equation*}
v_{n}^{-}=\tilde{p}_{n}^{\alpha} v^{-}, \quad v_{n}^{+}=\tilde{p}_{n}^{\alpha} v^{+} . \tag{4.9}
\end{equation*}
$$

By the definition (4.2) we have $v_{n}^{-}=\tilde{p}_{n}^{\alpha} v^{-}=\left(I_{n}-P_{n}\right) \tilde{p}_{n}^{\alpha} v^{-}$and $v_{n}^{+}=\tilde{p}_{n}^{\alpha} v^{+}=P_{n} \tilde{p}_{n}^{\alpha} v^{+}$ and from (4.3)

$$
\begin{equation*}
\left\|v_{n}^{ \pm}\right\|_{E_{n}^{\alpha}} \leq \tilde{C}_{\alpha}\left\|v^{ \pm}\right\|_{E^{\alpha}} \leq \tilde{C}_{\alpha} \rho_{0} \tag{4.10}
\end{equation*}
$$

Then we apply Proposition 3.21 with $\tilde{\rho}_{2}=\tilde{\rho}$ and require $\tilde{C}_{\alpha} \rho_{0} \leq \tilde{\rho}_{1}\left(\tilde{\rho}_{2}\right)$. Taking the corresponding unique solutions of (3.25)

$$
\begin{equation*}
v_{n}(\cdot)=v_{n}\left(v_{n}^{-}, v_{n}^{+}\right)(\cdot) \in C\left([0, T], \mathcal{U}_{E_{n}^{\alpha}}\left(0, \tilde{\rho}_{2}\right)\right) \tag{4.11}
\end{equation*}
$$

we claim that

$$
\begin{equation*}
u_{n}^{0}=u_{n}^{*}+v_{n}(0), \quad u_{n}(t)=v_{n}(t)+u_{n}^{*} \tag{4.12}
\end{equation*}
$$

satisfy the assertion of the present Theorem. We require $\tilde{C}_{\alpha} \rho_{0} \leq \tilde{\rho}_{1}$ so that we can apply (3.27) to $v_{n}(t)$ and $w_{n}(t)=\tilde{p}_{n}^{\alpha} v(t)$. We obtain

$$
\begin{equation*}
\sup _{0 \leq \leq T}\left\|v_{n}(t)-\tilde{p}_{n}^{\alpha} v(t)\right\|_{E_{n}^{\alpha}} \leq C^{*} \sup _{0 \leq t \leq T}\left\|\eta_{n}^{-}(t)+\eta_{n}^{+}(t)\right\|_{E_{n}^{\alpha}} \tag{4.13}
\end{equation*}
$$

where the terms on the right-hand side are given by

$$
\begin{aligned}
\eta_{n}^{-}(t) & =\tilde{p}_{n}^{\alpha} \exp \left(t A_{u^{*}}\right)(I-P) v^{-}-\exp \left(t A_{u_{n}^{*}, n}\right)\left(I_{n}-P_{n}\right) v_{n}^{-} \\
& +\tilde{p}_{n}^{\alpha} \int_{0}^{t} \exp \left((t-s) A_{u^{*}}\right)(I-P) F_{u^{*}}(v(s)) d s \\
& -\int_{0}^{t} \exp \left((t-s) A_{u_{n}^{*}, n}\right)\left(I_{n}-P_{n}\right) F_{u_{n}^{*}, n}\left(\tilde{p}_{n}^{\alpha} v(s)\right) d s \\
\eta_{n}^{+}(t) & =\tilde{p}_{n}^{\alpha} \exp \left((t-T) A_{u^{*}}\right) P v^{+}-\exp \left((t-T) A_{u_{n}^{*}, n}\right) P_{n} v_{n}^{+} \\
& +\tilde{p}_{n}^{\alpha} \int_{t}^{T} \exp \left((t-s) A_{u^{*}}\right) P F_{u^{*}}(v(s)) d s \\
& -\int_{t}^{T} \exp \left((t-s) A_{u_{n}^{*}, n}\right) P_{n} F_{u_{n}^{*}, n}\left(\tilde{p}_{n}^{\alpha} v(s)\right) d s
\end{aligned}
$$

We estimate $\eta_{n}^{+} \underset{\tilde{E}}{\text { by }} \underset{\tilde{A}}{ }$ an application of Theorem 3.18 with the settings $\tilde{E}=(I-P) E$, $D(\tilde{A})=D(A) \cap \tilde{E}, \tilde{A}=A_{u^{*}}, g(t)=(I-P) F_{u^{*}}(v(t)), g_{n}(t)=\left(I_{n}-P_{n}\right) F_{u_{n}^{*}, n}\left(\tilde{p}_{n}^{\alpha} v(t)\right)$, $K_{1}=\mathcal{U}_{E^{\gamma}}\left(0, \rho_{0}\right), K_{2}=\left\{(I-P) F_{u^{*}}(w): w \in \mathcal{U}_{E^{\gamma}}\left(0, \rho_{0}\right)\right\}, \tilde{\varepsilon}=\frac{\varepsilon_{0}}{4 C^{*}}, u^{0}=v^{-}$, $\tilde{E}_{n}=\left(I_{n}-P_{n}\right) E_{n}, \tilde{E}_{n}^{\alpha}=\left(I_{n}-P_{n}\right) E_{n}^{\alpha}, u_{n}(0)=\tilde{p}_{n}^{\alpha} u(0)=\tilde{p}_{n}^{\alpha} v^{-}$. Note that by the continuity of $F_{u^{*}}$ from $E^{\alpha}$ to $E$ and the compact embedding of $E^{\gamma}$ in $E^{\alpha}$ the set $K_{1}$ is compact in $E^{\alpha}$ and $K_{2}$ is compact in $E$. The estimate (3.12) applies for $n \geq n_{3}=\max \left(n_{1}(\tilde{\varepsilon}), n_{2}\right)$ where $n_{2}$ is chosen by Proposition 4.3 such that for $n \geq n_{2}$

$$
\begin{aligned}
\sup _{0 \leq t \leq T}\left\|g_{n}(t)-\tilde{p}_{n} g(t)\right\|_{\tilde{E}_{n}} & \leq \sup _{0 \leq t \leq T}\left\|\left(I-P_{n}\right)\left(F_{u_{n}^{*}, n}\left(\tilde{p}_{n}^{\alpha} v(t)\right)-p_{n} F_{u^{*}}(v(t))\right)\right\|_{E_{n}} \\
& +\sup _{w \in K_{2}}\left\|\left(I-P_{n}\right)\left(p_{n} P-P_{n} p_{n}\right) F_{u^{*}}(w)\right\|_{E_{n}} \\
& \leq \delta=\delta(\tilde{\varepsilon}) .
\end{aligned}
$$

Therefore we have $\left\|\eta_{n}^{-}\right\|_{E_{n}^{\alpha}} \leq \tilde{\varepsilon}$ and by an analogous reasoning the same estimate for $\left\|\eta_{n}^{+}\right\|_{E_{n}^{\alpha}}$ and $n \geq n_{4}$. Finally, by (4.13) and Proposition 3.19 we obtain for some $n_{5} \geq n_{4}$ and all $0 \leq t \leq T, n \geq n_{5}$

$$
\left\|u_{n}(t)-p_{n}^{\alpha} u(t)\right\|_{E_{n}^{\alpha}} \leq\left\|v_{n}(t)-p_{n}^{\alpha} v(t)\right\|_{E_{n}^{\alpha}}+\left\|u_{n}^{*}-p_{n}^{\alpha} u^{*}\right\|_{E_{n}^{\alpha}} \leq \frac{\varepsilon_{0}}{2}+\frac{\varepsilon_{0}}{2}=\varepsilon_{0}
$$

In the following Lemma we approximate vectors of a compact sequence in the discrete spaces by discretizations of continuous elements.

Lemma 4.5. Let $0 \leq \alpha<\gamma<1$ and let $\left\{v_{n}^{0}\right\}$ be a bounded sequence in $E_{n}^{\gamma}$. Then for any $\varepsilon>0$ there is a number $n_{0}(\varepsilon)$ such that $\inf _{v \in E^{\alpha}}\left\|v_{n}^{0}-\tilde{p}_{n}^{\alpha} v\right\|_{E_{n}^{\alpha}} \leq \varepsilon$ for $n \geq n_{0}(\varepsilon)$. In addition, if $0 \leq \alpha \leq \beta<\gamma<1$ and the sequence $\left\{v_{n}^{0}\right\}$ lies in $P_{n} E_{n}^{\gamma}$ and satisfies $\left\|v_{n}^{0}\right\|_{E_{n}^{\gamma}} \leq b$ then one can find $n_{1}(\varepsilon)$ and a constant $\hat{C}>0$ such that

$$
\begin{equation*}
\inf _{v \in P E^{\beta},\|v\|_{E^{\beta}} \leq \hat{C} b}\left\|v_{n}^{0}-p_{n}^{\alpha} v\right\|_{E_{n}^{\alpha}} \leq \varepsilon \quad \text { for all } n \geq n_{1}(\varepsilon) \tag{4.14}
\end{equation*}
$$

If $v_{n}^{0} \in\left(I_{n}-P_{n}\right) E_{n}^{\gamma}$ instead of $v_{n}^{0} \in P_{n} E_{n}^{\gamma}$ then (4.14) holds with the infimum taken over $v \in(I-P) E^{\beta},\|v\|_{E^{\beta}} \leq \hat{C} b$.

Proof. Proposition 4.1 shows that it is sufficient to prove the assertion with $p_{n}^{\alpha}$ in place of $\tilde{p}_{n}^{\alpha}$. Assume that the statement is not true. Then there exists a sequence $\left\{v_{n}^{0}\right\}$, an $\varepsilon>0$ and a subsequence $\mathbb{N}^{\prime} \subseteq \mathbb{N}$ such that $\left\|\left(-A_{n}\right)^{\gamma} v_{n}^{0}\right\| \leq b$ and $\left\|v_{n}^{0}-p_{n}^{\alpha} v\right\|_{E_{n}^{\alpha}}>\varepsilon$ for all $n \in \mathbb{N}^{\prime}, v \in E^{\alpha}$. First of all, the sequence $(-A)_{n}^{-\alpha}(-A)_{n}^{\alpha} v_{n}^{0}=v_{n}^{0}$ is $\mathcal{P}$-compact by (3.6) and therefore there are $\mathbb{N}^{\prime \prime} \subseteq \mathbb{N}^{\prime}$ and $\bar{v} \in E$ such that $v_{n}^{0} \xrightarrow{\mathcal{P}} \bar{v}$ as $n \in \mathbb{N}^{\prime \prime}$. Since $0 \leq \alpha<\gamma<1$ and $\left(-A_{n}\right)^{\alpha-\gamma}\left(-A_{n}\right)^{\gamma} v_{n}^{0}=\left(-A_{n}\right)^{\alpha} v_{n}^{0}$ we obtain in a similar way from (3.6) that $\left(-A_{n}\right)^{\alpha} v_{n}^{0}$ is $\mathcal{P}$-compact. Thus there is $\mathbb{N}^{\prime \prime \prime} \subseteq \mathbb{N}^{\prime \prime}$ such that $\left(-A_{n}\right)^{\alpha} v_{n}^{0} \xrightarrow{\mathcal{P}} z \in E$ as $n \in \mathbb{N}^{\prime \prime \prime}$ and we conclude $\left(-A_{n}\right)^{-\alpha}\left(-A_{n}\right)^{\alpha} v_{n}^{0} \xrightarrow{\mathcal{P}}(-A)^{-\alpha} z$ as $n \in \mathbb{N}^{\prime \prime \prime}$. On the other hand $v_{n}^{0} \xrightarrow{\mathcal{P}} \bar{v}$ as $n \in \mathbb{N}^{\prime \prime}$ which implies $\bar{v}=(-A)^{-\alpha} z \in E^{\alpha}$. Finally we have $\left\|v_{n}^{0}-p_{n}^{\alpha} \bar{v}\right\|_{E_{n}^{\alpha}}=\left\|\left(-A_{n}\right)^{\alpha} v_{n}^{0}-p_{n} z\right\|_{E_{n}} \rightarrow 0$ as $n \in \mathbb{N}^{\prime \prime \prime}$ for some $\bar{v} \in E^{\alpha}$ which is a contradiction. To prove the second assertion we extend the previous argument. First by (3.6) and Lemma 3.3 we have for every $0 \leq \lambda<1$ a constant $C_{[\lambda]}>0$ such that

$$
\begin{equation*}
\left\|(-A)^{-\lambda}\right\|_{B(E, E)},\left\|\left(-A_{n}\right)^{-\lambda}\right\|_{B\left(E_{n}, E_{n}\right)} \leq C_{[\lambda]} \quad \text { for all } n \in \mathbb{N} \tag{4.15}
\end{equation*}
$$

Define $\hat{C}=C_{[\gamma-\beta]}+1$. In the proof above we can arrange that $\left(-A_{n}\right)^{\beta} v_{n}^{0} \xrightarrow{\mathcal{P}} y \in E$ for $n \in \mathbb{N}^{\prime \prime \prime}$ and then obtain $\bar{v}=(-A)^{-\beta} y \in E^{\beta}$. Using $v_{n}^{0} \in P_{n} E_{n}^{\gamma}$ and the convergence of projectors (3.22) we find

$$
0=\left(I_{n}-P_{n}\right) v_{n}^{0} \xrightarrow{\mathcal{P}} \bar{v}-P \bar{v}
$$

hence $\bar{v} \in P E^{\beta}$. Moreover for $n \in \mathbb{N}^{\prime \prime \prime}$ large

$$
\|\bar{v}\|_{E^{\beta}}=\|y\|_{E} \leq\left\|\left(-A_{n}\right)^{\beta-\gamma}\left(-A_{n}\right)^{\gamma} v_{n}^{0}\right\|_{E_{n}}+b \leq\left(C_{[\gamma-\beta]}+1\right) b=\hat{C} b .
$$

This contradicts $\left\|v_{n}^{0}-p_{n}^{\alpha} v\right\|>\varepsilon$ for all $v \in P E^{\beta}$ with $\|v\|_{E^{\beta}} \leq \hat{C} b$.
This Lemma will be used for constructing the appropriate boundary data for the following inverse shadowing result.

Theorem 4.6. Let the assumptions of Theorem 4.4 hold. Then there exists $\rho_{0}>0$ with the following property. For any $\varepsilon_{0}>0$ there is an $n_{0}=n_{0}\left(\varepsilon_{0}\right) \in \mathbb{N}$ such that for any mild solution $u_{n}(t), n \geq n_{0}$ of (3.16) satisfying $u_{n}(t) \in \mathcal{U}_{E_{n}^{\gamma}}\left(u_{n}^{*}, \rho_{0}\right), 0 \leq t \leq T$ for some $0<T \leq \infty$ there exist initial values $u^{n, 0} \in E^{\alpha}, n \geq n_{0}$, such that the mild solution $u\left(t ; u^{n, 0}\right)$ of (2.7) exists on $[0, T]$ and satisfies

$$
\begin{equation*}
\sup _{0 \leq t \leq T}\left\|u_{n}(t)-p_{n}^{\alpha} u\left(t ; u^{n, 0}\right)\right\|_{E_{n}^{\alpha}} \leq \varepsilon_{0} \quad \forall n \geq n_{0}\left(\varepsilon_{0}\right) \tag{4.16}
\end{equation*}
$$

Proof. As in Theorem 4.4 we take some $\varepsilon_{0}>0$ and list the conditions on $n_{0}$ and $\rho_{0}$ during the proof. Consider a mild solution $u_{n}(t), 0 \leq t \leq T$ of (3.16) that lies in $\mathcal{U}_{E_{n}^{\gamma}}\left(u_{n}^{*}, \rho_{0}\right)$ and define

$$
\begin{equation*}
v_{n}(t)=u_{n}(t)-u_{n}^{*}, \quad v_{n}^{-}=\left(I_{n}-P_{n}\right) v_{n}(0), \quad v_{n}^{+}=P_{n} v_{n}(T) \tag{4.17}
\end{equation*}
$$

By the uniform boundedness of projectors we have for some $C_{b} \geq 1$

$$
\begin{equation*}
\left\|v_{n}^{-}\right\|_{E_{n}^{\gamma}} \leq C_{b} \rho_{0}, \quad\left\|v_{n}^{+}\right\|_{E_{n}^{\gamma}} \leq C_{b} \rho_{0} \tag{4.18}
\end{equation*}
$$

We apply Proposition 3.21 to the values $v_{n}^{ \pm}$with $\gamma$ instead of $\alpha$ and $\tilde{\rho}_{2}=\tilde{\rho}$. We require $C_{b} \rho_{0} \leq \tilde{\rho}_{1}$ so that $v_{n}(t)=v_{n}\left(v_{n}^{-}, v_{n}^{+}, t\right), 0 \leq t \leq T$ holds by the uniqueness of solutions in $C\left([0, T], \mathcal{U}_{E_{n}^{\gamma}}(0, \tilde{\rho})\right)$. Now take $\alpha<\beta<\gamma$ and use Lemma 4.5 to construct boundary values $v^{n,-} \in(I-P) E^{\beta}, v^{n,+} \in P E^{\beta}, n \geq n_{1}\left(\varepsilon_{0}\right)$ such that

$$
\begin{equation*}
\left\|v_{n}^{-}-\tilde{p}_{n}^{\alpha} v^{n,-}\right\|_{E_{n}^{\alpha}}+\left\|v_{n}^{+}-\tilde{p}_{n}^{\alpha} v^{n,+}\right\|_{E_{n}^{\alpha}} \leq \frac{\varepsilon_{0}}{16 M_{2} C^{*}}, \quad\left\|v^{n, \pm}\right\|_{E^{\beta}} \leq \hat{C} \rho_{0} \tag{4.19}
\end{equation*}
$$

see (3.23),(3.27). In the next step we apply Proposition 2.2 with boundary values $v^{n, \pm}$ and $\beta$ instead of $\alpha$. Choose $\hat{\rho}_{2}$ such that (cf. (4.15),(4.3))

$$
\tilde{C}_{\alpha} C_{[\beta-\alpha]} \hat{\rho}_{2} \leq \tilde{\rho}_{2},
$$

require $\left(C_{[\gamma-\alpha]}+\hat{C}\right) \rho_{0} \leq \tilde{\rho}_{2}$ and denote the unique solution in $C\left([0, T] ; \mathcal{U}_{E^{\beta}}\left(0 ; \hat{\rho}_{2}\right)\right)$ by $v^{n}(t), 0 \leq t \leq T$. We will show that

$$
\begin{equation*}
u^{n, 0}=v^{n}(0)+u^{*}, \quad u\left(t ; u^{n, 0}\right)=v^{n}(t)+u^{*}, 0 \leq t \leq T \tag{4.20}
\end{equation*}
$$

satisfies (4.6). For this purpose we insert $v_{n}(\cdot)$ and $w_{n}(\cdot):=\tilde{p}_{n}^{\alpha} v^{n}(\cdot)$ into (3.27). This inequality is valid since $\left\|v_{n}(t)\right\|_{E_{n}^{\alpha}} \leq C_{[\gamma-\alpha]} \rho_{0}$,

$$
\left\|w_{n}(t)\right\|_{E_{n}^{\alpha}} \leq \tilde{C}_{\alpha}\left\|v^{n}(t)\right\|_{E^{\alpha}} \leq \tilde{C}_{\alpha} C_{[\beta-\alpha]}\left\|v^{n}(t)\right\|_{E^{\beta}} \leq \tilde{C}_{\alpha} C_{[\beta-\alpha]} \hat{\rho}_{2} \leq \tilde{\rho}_{2}
$$

and $\left\|v_{n}^{ \pm}\right\|_{E_{n}^{\alpha}} \leq C_{[\gamma-\alpha]}\left\|v_{n}^{ \pm}\right\|_{E_{n}^{\gamma}} \leq C_{[\gamma-\alpha]} C_{b} \rho_{0} \leq \tilde{\rho}_{1}$.
We obtain the estimate

$$
\begin{align*}
\left\|v_{n}-w_{n}\right\|_{C\left([0, T] ; E_{n}^{\alpha}\right)} & \leq C^{*}\left\|w_{n}-G_{n}\left(v_{n}^{-}, v_{n}^{+}, w_{n}\right)\right\|_{C\left([0, T] ; E_{n}^{\alpha}\right)}  \tag{4.21}\\
& \leq C^{*} \sup _{0 \leq t \leq T}\left\|\eta_{n}^{-}(t)+\eta_{n}^{+}(t)+\varphi_{n}^{-}(t)+\varphi_{n}^{+}(t)\right\|_{E_{n}^{\alpha}}, \tag{4.22}
\end{align*}
$$

where the terms on the right-hand side are given by

$$
\begin{aligned}
\eta_{n}^{-}(t) & =\tilde{p}_{n}^{\alpha} \exp \left(t A_{u^{*}}\right)(I-P) v^{n,-}-\exp \left(t A_{u_{n}^{*}, n}\right)\left(I_{n}-P_{n}\right) \tilde{p}_{n}^{\alpha} v^{n,-} \\
& +\tilde{p}_{n}^{\alpha} \int_{0}^{t} \exp \left((t-s) A_{u^{*}}\right)(I-P) F_{u^{*}}\left(v^{n}(s)\right) d s \\
& -\int_{0}^{t} \exp \left((t-s) A_{u_{n}^{*}, n}\right)\left(I_{n}-P_{n}\right) F_{u_{n}^{*}, n}\left(\tilde{p}_{n}^{\alpha} v^{n}(s)\right) d s, \\
\eta_{n}^{+}(t) & =\tilde{p}_{n}^{\alpha} \exp \left((t-T) A_{u^{*}}\right) P v^{n,+}-\exp \left((t-T) A_{u_{n}^{*}, n}\right) P_{n} \tilde{p}_{n}^{\alpha} v^{n,+} \\
& +\tilde{p}_{n}^{\alpha} \int_{t}^{T} \exp \left((t-s) A_{u^{*}}\right) P F_{u^{*}}\left(v^{n}(s)\right) d s \\
& -\int_{t}^{T} \exp \left((t-s) A_{u_{n}^{*}, n}\right) P_{n} F_{u_{n}^{*}, n}\left(\tilde{p}_{n}^{\alpha} v^{n}(s)\right) d s, \\
\varphi_{n}^{-}(t) & =\exp \left(t A_{u_{n}^{*}, n}\right)\left(I_{n}-P_{n}\right)\left(\tilde{p}_{n}^{\alpha} v^{n,-}-v_{n}^{-}\right), \\
\varphi_{n}^{+}(t) & =\exp \left((t-T) A_{u_{n}^{*}, n}\right) P_{n}\left(\tilde{p}_{n}^{\alpha} v^{n,+}-v_{n}^{+}\right) .
\end{aligned}
$$

We obtain the estimate $\left\|\eta_{n}^{ \pm}\right\| \leq \frac{\varepsilon_{0}}{8 C^{*}}$ by Theorem 3.18 in almost the same way as in Theorem 4.4, cf. (4.13), the main difference being that $v(s)$ is replaced by $v^{n}(s)$
and the compact sets are given by $K_{2}=\left\{(I-P) F_{u^{*}}(w): w \in \mathcal{U}_{E^{\beta}}\left(0, \hat{\rho}_{2}\right)\right\}$ and $K_{1}=\mathcal{U}_{E^{\beta}}\left(0, \hat{C} \rho_{0}\right)$, cf. (4.19).

For the second terms we have from Lemma 3.17 and (4.19)

$$
\left\|\varphi_{n}^{-}(t)+\varphi_{n}^{+}(t)\right\| \leq M_{2} e^{-\tilde{\beta} t} \frac{\varepsilon_{0}}{8 M_{2} C^{*}} \leq \frac{\varepsilon_{0}}{8 C^{*}} .
$$

Using this in (4.21) and Proposition 3.19 we finally have for $n$ large

$$
\left\|u_{n}(t)-p_{n}^{\alpha} u\left(t, u^{n, 0}\right)\right\|_{E_{n}^{\alpha}} \leq\left\|v_{n}(t)-p_{n}^{\alpha} v^{n}(t)\right\|_{E_{n}^{\alpha}}+\left\|u_{n}^{*}-p_{n}^{\alpha} u^{*}\right\|_{E_{n}^{\alpha}} \leq \varepsilon_{0} .
$$

## 5 Applications

In this section we show how the assumptions of the Theorems 4.4 and 4.6 can be satisfied for finite element and finite difference methods.
Example 5.1. Let $\Omega \subset \mathbb{R}^{d}$ be a bounded smooth domain. Consider the second order strongly elliptic operator

$$
\begin{equation*}
L u(x)=\sum_{i, j=1}^{d} a_{i j}(x) u_{x_{i} x_{j}}(x)+\sum_{j=1}^{d} b_{j}(x) u_{x_{j}}(x)+c(x) u(x), \tag{5.1}
\end{equation*}
$$

where the coefficientes $a_{i j}, b_{j}, c$ are smooth bounded functions. Consider the associated parabolic problem

$$
\begin{gather*}
u_{t}(t, x)=L u(t, x)+f(u(t, x)), \quad t>0, x \in \Omega  \tag{5.2}\\
u(t, x)=0, \quad t>0, x \in \partial \Omega, u(0, x)=u^{0}(x) \in H_{0}^{1}(\Omega)
\end{gather*}
$$

Let $E=L^{2}(\Omega)$ and define the operator $A: D(A) \subset E \rightarrow E$ by $D(A)=H^{2}(\Omega) \cap H_{0}^{1}(\Omega)$ and $A u=L u$ for all $u \in D(A)$. It is well known that $A$ generates an analytic and compact $C_{0}$-semigroup $\{\exp (t A): t \geq 0\}$. Assume that $c(x)$ is chosen such that the spectrum of $A$ is located to the left of the imaginary axis. Then, we can define the fractional powers $(-A)^{\alpha}$ of $-A$ as before. It is well known that $E^{1}=D(A)=$ $H^{2}(\Omega) \cap H_{0}^{1}(\Omega)$ and $E^{1 / 2}=H_{0}^{1}(\Omega)$.

As to the nonlinear term $f(\cdot)$, it is known (see [3, 19]) that under some growth conditions, the problem (5.2) is locally well-posed in $E^{1 / 2}$ and the operator-function $f(\cdot)$ is Frechet differentiable as a function from $E^{\alpha}$ to E. For example, these assumptions are as follows, cf. [19]: the scalar function $f(x, \cdot): \mathbb{R} \rightarrow \mathbb{R}, x \in \Omega$, is in $C^{2}(\mathbb{R}, \mathbb{R})$ and one has

$$
\left|f_{\xi}^{(l)}(x, \xi)\right| \leq C\left(1+|\xi|^{\delta+1-l}\right) \text { for any } \xi \in \mathbb{R}, x \in \Omega,
$$

where $l=1,2$, and $\delta=2$ if $d=3$ and $\delta \in[1, \infty)$ if $d=2$. Then one can show (see [19]) that

$$
\begin{equation*}
\left\|f^{\prime}(u)-f^{\prime}(v)\right\|_{B\left(E^{1 / 2}, E\right)} \leq C(\rho)\|u-v\|_{E^{1 / 2}} \tag{5.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|f(u)-f(v)-f^{\prime}(w)(u-v)\right\|_{E^{\frac{k-1}{2}}} \leq C(\rho)\left(\|u-w\|_{E^{1 / 2}}+\|v-w\|_{E^{1 / 2}}\right)\|u-v\|_{E^{k / 2}} \tag{5.4}
\end{equation*}
$$

for $k=1,2$, and any $v, w, u \in\left\{z \in E:\left\|z-u^{*}\right\|_{E^{1 / 2}} \leq \rho\right\}$. The inequalities (5.3)-(5.4) imply condition (F1).

With the operator $A$ and the function $f(\cdot)$ defined in this way the problem (2.3) is well posed and has all properties we need for our main Theorems.

Moreover, the approximation problems (3.16) also have the required properties when defined by the finite element method.

Indeed, let $A, E$ and $E^{1 / 2}$ be as before. It is well known (see [17]) that $A$ is in one-to-one correspondence with a sesquilinear form $a: E^{1 / 2} \times E^{1 / 2} \rightarrow \mathbb{C}$ such that

$$
\begin{gathered}
|a(u, v)| \leq c_{1}\|u\|_{E^{1 / 2}}\|v\|_{E^{1 / 2}}, \quad u, v \in E^{1 / 2} \\
\operatorname{Re} a(u, u) \geq c_{2}\|u\|_{E^{1 / 2}}, \quad u \in E^{1 / 2} \\
a(u, v)=\langle-A u, v\rangle, \quad u \in D(A), v \in E^{1 / 2}
\end{gathered}
$$

Consider a convex polygon $\Omega \subset \mathbb{R}^{2}$ and a regular triangulation where the triangles have maximum diameter $h$. Denote by $S_{h}$ the space of functions in $E^{1 / 2}$ that are linear in each element and vanish on the boundary.

Then $S_{h}$ is a family of finite dimensional subspaces of $H_{0}^{1}(\Omega)$ with the standard approximation property (see[30])

$$
\inf _{\chi \in S_{h}}\left(\|v-\chi\|_{E}+h\|v-\chi\|_{E^{1 / 2}}\right) \leq C h^{2}\|v\|_{E^{1}} \text { for } v \in H^{2}(\Omega) \cap H_{0}^{1}(\Omega)
$$

We denote by $P_{h} u$ the projection of $u \in E$ onto $S_{h}=E_{h}^{1 / 2}$ with respect to the $L^{2}(\Omega)$ inner product. These operators play the role of the connecting mappings $\left\{p_{h}\right\}$. In this framework, the finite element approximation $A_{h}: S_{h} \rightarrow S_{h}$ of $A$ is defined by

$$
\left\langle-A_{h} \phi_{h}, \psi_{h}\right\rangle=a\left(\phi_{h}, \psi_{h}\right), \quad \phi_{h}, \psi_{h} \in E_{h}^{1 / 2}
$$

In other words, $A_{h}$ is the operator associated with the sesquilinear form $a_{h}(\cdot, \cdot)$ which is the restriction of $a(\cdot, \cdot)$ to $E_{h}^{1 / 2} \times E_{h}^{1 / 2}$. In this setting one can prove [11] that there exists a constant $C$ and an acute angle $\theta$ such that for $u \in E$ and $\theta \leq|\arg z| \leq \pi$ we have

$$
\left\|(z I-A)^{-1} u-\left(z I_{h}-A_{h}\right)^{-1} P_{h} u\right\|_{E} \leq C h^{2}\|u\|_{E}
$$

This estimate shows $\mathcal{P}$-convergence with uniform convergence of resolvents. Since our resolvent $(\lambda I-A)^{-1}$ is compact for some $\lambda$, then the above inequality yields (with $\mu(\cdot)$ being the measure of noncompactness)
$\mu\left(\left(z I_{h}-A_{h}\right)^{-1} x_{h}\right) \leq \mu\left((z I-A)^{-1} x_{h}\right)+\varlimsup_{\lim }^{h \rightarrow 0} 1\left\|(z I-A)^{-1} x_{h}-\left(z I_{h}-A_{h}\right)^{-1} x_{h}\right\|_{E}=0$
and therefore compact convergence of resolvents as $h \rightarrow 0$. In this way, our basic assumption $\Delta_{c c} \neq \emptyset$ can be verified.

Finally with $f_{h}\left(v_{h}\right)=p_{h} f\left(v_{h}\right)$ for $v_{h} \in E_{h}^{1 / 2}$ and $F_{u_{h}^{*}, h}\left(v_{h}\right)=f_{h}\left(v_{h}-u_{h}^{*}\right)-$ $f_{h}\left(u_{h}^{*}\right)-f_{h}^{\prime}\left(u_{h}^{*}\right) v_{h}$ the problems (3.18),(3.19) are well-defined. The estimate (5.4) shows $\left\|F_{u^{*}}(v(t))\right\|_{E} \leq c(\rho)\|v(t)\|_{E^{1 / 2}}^{2}$ and, moreover, one has $F_{u^{*}}^{\prime}(0)=0$ and condition (F3) in the form $\left\|F_{u_{h}^{*}, h}\left(v_{h}\right)\right\|_{E_{n}} \leq \tilde{c}(\rho)\left\|v_{h}\right\|_{E_{h}^{1 / 2}}^{2}$, since $\left\|p_{h}\right\|$ is uniformly bounded.

Example 5.2. Resolvent estimates such as $\left(B_{1}\right)$ were proved for finite element and finite difference methods for example in $[5,6]$. Without going into details we show how to get compact convergence of resolvents for the finite difference method. Consider, for example, in the space $E=L^{2}(0,1)$ the operator $A$ defined by

$$
A v(x)=\frac{d^{2} v(x)}{d x^{2}} \text { with } D(A)=\left\{v(\cdot) \in H_{0}^{1}(0,1) \cap H^{2}(0,1): v(0)=v(1)=0\right\}
$$

We choose step-sizes $h=\frac{1}{n}$ and approximate $A$ by the operators

$$
\begin{equation*}
A_{n} u_{n}=\bar{\partial}_{h} \partial_{h} u_{n}=\left\{\frac{1}{h^{2}}\left(u_{n,(k+1) h}-2 u_{n, k h}+u_{n,(k-1) h}\right)\right\}_{k=1}^{n-1} \tag{5.5}
\end{equation*}
$$

where $u_{n, \cdot} \in E_{n}=L_{h}^{2}(0,1)=D\left(A_{n}\right)=\left\{\left\{u_{n, k h}\right\}_{k=1}^{n-1} \in \mathbb{R}^{n-1}\right\}$. Note that we set $u_{n, 0}=u_{n, n h}=0$ in (5.5). The discretization maps $p_{n}$ are given by (cf. [32])

$$
\begin{equation*}
\left(p_{n} u\right)_{k h}=\frac{1}{h} \int_{\left(k-\frac{1}{2}\right) h}^{\left(k+\frac{1}{2}\right) h} u(x) d x, \quad u \in E \tag{5.6}
\end{equation*}
$$

With $\left\langle u_{n, .}, v_{n, .}\right\rangle_{E_{n}}=h \sum_{k=1}^{n-1} u_{n, k h} v_{n, k h}$ the summation by parts formula reads (using $u_{n, 0}=u_{n, n h}=0$ again)

$$
-\left\langle\bar{\partial}_{h} \partial_{h} u_{n}, u_{n}\right\rangle_{E_{n}}=\left\langle\partial_{h} u_{n}, \partial_{h} u_{n}\right\rangle_{E_{n}}=\left\|\partial_{h} u_{n}\right\|_{E_{n}}^{2}=h \sum_{k=1}^{n}\left(\frac{u_{n, k h}-u_{n,(k-1) h}}{h}\right)^{2}
$$

This implies $\left\|\partial_{h} u_{n}\right\|_{E_{n}}^{2} \leq\left\|A_{n} u_{n}\right\|_{E_{n}}\left\|u_{n}\right\|_{E_{n}}$. Hence for any bounded sequence $\left\{u_{n}\right\}$ such that $\left\{A_{n} u_{n}\right\}$ is also bounded in $E_{n}$ the last inequality shows that $\left\|u_{n}\right\|_{E_{n}^{1 / 2}}$ is bounded. This implies that $\left\{u_{n}\right\}$ is $\mathcal{P}$-compact. Now we can use Theorem 3.15 to get compact convergence of resolvents.

## 6 Appendix

We use the following quantitative Lipschitz inverse mapping theorem, cf. [16], [32].
Lemma 6.1. Assume $Y$ and $Z$ are Banach spaces, $F \in C^{1}(Y, Z)$ and $F^{\prime}\left(y_{0}\right)$ is a homeomorphism for some $y_{0} \in Y$. Let $k, \sigma, \delta>0$ be three constants, such that the following estimates hold:

$$
\begin{gathered}
\left\|F^{\prime}(y)-F^{\prime}\left(y_{0}\right)\right\| \leq k<\sigma \leq \frac{1}{\left\|F^{\prime}\left(y_{0}\right)^{-1}\right\|} \quad \text { for any } \quad y \in \mathcal{U}_{Y}\left(y_{0} ; \delta\right) \\
\left\|F\left(y_{0}\right)\right\| \leq(\sigma-k) \delta
\end{gathered}
$$

Then $F$ has a unique zero $\bar{y} \in \mathcal{U}_{Y}\left(y_{0} ; \delta\right)$ and the following inequalities are satisfied

$$
\begin{gather*}
\left\|F^{\prime}(y)^{-1}\right\| \leq \frac{1}{\sigma-k} \quad \text { for all } \quad y \in \mathcal{U}_{Y}\left(y_{0} ; \delta\right) \\
\left\|y_{1}-y_{2}\right\| \leq \frac{1}{\sigma-k}\left\|F\left(y_{1}\right)-F\left(y_{2}\right)\right\| \quad \text { for any } \quad y_{1}, y_{2} \in \mathcal{U}_{Y}\left(y_{0} ; \delta\right) \tag{6.7}
\end{gather*}
$$
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