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Abstract
We study the long time behavior of the solutions to the 2D stochastic quasi-geostrophic

equation on T2 driven by additive noise and real linear multiplicative noise in the subcritical
case (i.e. α > 1

2
) by proving the existence of a random attractor. The key point for the

proof is the exponential decay of the Lp-norm and a boot-strapping argument. The upper
semicontinuity of random attractors is also established. Moreover, if the viscosity constant is
large enough, the system has a trivial random attractor.
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1 Introduction

Consider the following two dimensional (2D) stochastic quasi-geostrophic equation in the peri-
odic domain T2 = R2/(2πZ)2:

∂θ(t, ξ)

∂t
= −u(t, ξ) · ∇θ(t, ξ)− κ(−△)αθ(t, ξ) + (G(θ)η)(t, ξ), (1.1)

with initial condition
θ(0, ξ) = θ0(ξ), (1.2)

where θ(t, ξ) is a real-valued function of ξ ∈ T2 and t ≥ 0, 0 < α < 1, κ > 0 are real numbers.
u is determined by θ through a stream function ψ via the following relations:

u = (u1, u2) = (−R2θ,R1θ) = R⊥θ. (1.3)

Here Rj is the j-th periodic Riesz transform and η(t, ξ) is a Gaussian random field, white
noise in time, subject to the restrictions imposed below. The case α = 1

2
is called the critical

case, the case α > 1
2
sub-critical and the case α < 1

2
super-critical.

This equation is an important model in geophysical fluid dynamics. Indeed, they are special
cases of the general quasi-geostrophic approximations for atmospheric and oceanic fluid flows
with small Rossby and Ekman numbers. These models arise under the assumptions of fast ro-
tation, uniform stratification and uniform potential vorticity. The case α = 1/2 exhibits similar
features (singularities) as the 3D Navier-Stokes equations and can therefore serve as a model
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case for the latter. In the deterministic case this equation has been intensively investigated
because of both its mathematical importance and its background in geophysical fluid dynamics
(see for instance [4], [16], [13], [14] and the references therein). In the deterministic case, the
global existence of weak solutions has been obtained in [16] and one most remarkable result in
[4] gives the existence of a classical solution for α = 1/2. In [14] another very important result
is proved, namely that solutions for α = 1/2 with periodic C∞ data remain C∞ for all times.
In the subcritical deterministic case, the long time behavior of the solution has been studied in
[13] by proving the existence of the global attractor. In [17] Röckner and the authors studied
the 2D stochastic quasi-geostrophic equation on T2 for general parameter α ∈ (0, 1) and for
both additive as well as multiplicative noise case. For α > 1

2
Röckner and the authors obtained

the existence and uniqueness of a (probabilistically strong) solution.
Recently there has been quite an interest in random attractors for stochastic partial differ-

ential equations. We refer the readers to [2], [3], [5], [6] [7], [8], [10], [11] and the references
therein. Studying the global random attractor is one way to investigate the long time behav-
ior of partial differential equations perturbed by random noise. In this paper, we analyze the
random attractor of the solutions to the stochastic quasi-geostrophic equation (1.1). More pre-
cisely, we obtain that for the case α ∈ (1

2
, 1), the random attractor exists in the Soblev space

Hs (see definition below) for any s > 2(1 − α) if the quasi-geostrophic equation is driven by
additive noise (Theorem 3.7) or real linear multiplicative noise (Theorem 6.6). Moreover, the
random attractor is infinitely smooth if the noise is sufficiently regular.

Comparing with some recent works on random attractors for SPDE (cf.[2], [11]), the main
difficulty here lies in dealing with the nonlinear term in (1.1) since the dissipation term of the
stochastic quasi-geostrophic equation is not regular enough to control the nonlinear term as
in the case of SPDE within the variational framework (see [11] for many examples). In order
to overcome this difficulty, we consider the solution starting from a smaller state space Hs

(Sobolev space, see definition below) for s > 2(1 − α), which is an invariant subspace of the
solution. We obtain a stochastic flow associated with the stochastic quasi-geostrophic equation
in Hs space. Moreover, to get the existence of random attractors in Hs space, one of the
key point is the improved positivity lemma we established in [17] (see Lemma A.1). By this
we obtain the decay of the Lp-norm of the solutions (cf. (3.16)), which is essential to obtain
an absorbing ball in Hs. On the other hand, we can easily obtain the exponential decay of
the L2-norm of the solution θ to the stochastic quasi-geostrophic equation, which implies an
absorbing ball in H. However, this is not enough to obtain the existence of random attractor
since this set is not compact inHs space. Here we apply the exponential decay of the integration∫ t+1

t
∥θ(l)∥2Hαdl and the decay of the Lp-norms of the solution to obtain the exponential decay

of the integration
∫ t+1

t
∥θ(l)∥2H2αdl. By using this and a similar technique we obtain this kind of

estimate for
∫ t+1

t
∥θ(l)∥2H3αdl. Now we use a boot-strapping argument to conclude the existence

of a compact absorbing ball in Hs (Lemma 3.6).
Moreover, by the well-known results in [5] we obtain the upper semi-continuity of the random

attractors (Theorem 4.2) if the quasi-geostrophic equation is perturbed by a small ε-random
perturbation, i.e. the random attractor is a random perturbation of the deterministic one in
the sense that, given a δ > 0, with probability one there exists ε0 (depending on ω) sufficiently
small, such that the random attractor is inside the δ-neighbourhood of the global attractor for
all ε < ε0.
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Furthermore, if the viscosity constant is large enough, we prove that the random attractor
consists of a single point (Theorem 5.2). Since for the stochastic quasi-geostrophic equation
the dissipation term is not strong enough to control the nonlinear term, we will use Lp-norm
estimate to control the nonlinear term in a larger space. We first prove for almost every
realization of the noise, trajectories starting from different initial conditions in H1 converge to
each other in a larger space H−1/2 which is the dual space of Sobolev space H1/2 (see Lemma
5.1). By this we obtain the existence of the limit for the stochastic flow S(t, r, ω)θ0 constructed
in Section 3 when time r goes to −∞. Then selecting a strictly stationarity version of the
limiting process is the random attractor desired.

This paper is organized as follows. In Section 2 we recall some basic notions for random
attractors and the stochastic quasi-geostrophic equation. In Sections 3 , we obtain the existence
of a random attractor for the solutions of the stochastic quasi-geostrophic equation driven by
additive noise. In Section 4 we study the relation between the random attractor constructed
in Section 3 and the global attractor obtained in [13] in the deterministic case, i.e. the upper
semicontinuity of random attractors. In Section 5 we obtain the system has a trivial random
attractor if the viscosity constant is large enough. The existence of a random attractor for
the solutions of the stochastic quasi-geostrophic equation driven by real multiplicative noise is
established in Section 6.

2 The basic set-up

We first recall the notion of a random dynamical system (c.f.[8], [7]). Let {ϑt : Ω → Ω}, t ∈ R,
be a family of measure preserving transformations of a probability space (Ω,F , P ) such that
(t, ω) 7→ ϑtω is measurable, ϑ0 = id and ϑt+r = ϑt ◦ϑr for all t, r ∈ R. Thus ((Ω,F , P ), (ϑt)t∈R)
is a (measurable) dynamical system.

Definition 2.1 (i) A random dynamical system (RDS) on a Polish space (X, d) with Borel
σ-algebra B over (Ω,F , P, ϑt) is a measurable map

φ : R+ ×X × Ω → X; (t, x, ω) 7→ φ(t, ω)x

such that φ(0, ω) = id (identity on X) and

φ(t+ r, ω) = φ(t, ϑrω) ◦ φ(r, ω),

for all t, r ∈ R+ and for all ω ∈ Ω. φ is said to be a continuous RDS if φ(t, ω) : X → X is
continuous for all t ∈ R+ and for all ω ∈ Ω.

(ii)A stochastic flow is a family of mappings S(t, r, x;ω) : X → X,−∞ < r ≤ t < ∞
parameterized by ω such that

(t, r, x, ω) → S(t, r;ω)x

is B(R)⊗ B(R)⊗ B(X)⊗F/B(X)-measurable and

S(t, l;ω)S(l, r;ω)x = S(t, r;ω)x,

S(t, r;ω)x = S(t− r, 0;ϑrω)x,
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for all r ≤ l ≤ t and all ω ∈ Ω. S is said to be a continuous stochastic flow if x → S(t, r;ω)x
is continuous for all r ≤ t and ω ∈ Ω.

With the notion of an RDS above we can now recall the stochastic generalization of notions
of absorption, attraction and Ω-limit sets (cf. [8]).

Definition 2.2 (i) A (closed) set-valued map K : Ω → 2X is called measurable if ω → K(ω)
takes values in the closed subsets of X and for all x ∈ X the map ω 7→ d(x,K(ω)) is measurable,
where for nonempty sets A,B ∈ 2X we set

d(A,B) = sup{inf{d(x, y) : y ∈ B}, x ∈ A}, d(x,B) = d({x}, B).

A measurable(closed) set-valued map is also called a (closed) random set.
(ii) Given a random set K, the set

Ω(K,ω) = ΩK(ω) =
∩
T≥0

∪
t≥T

φ(t, ϑ−tω)K(ϑ−tω),

is said to be the Ω-limit set of K.
(iii) Let A,B be random sets. A is said to absorb B if P -a.s. there exists an absorption

time tB(ω) such that for all t ≥ tB(ω)

φ(t, ϑ−tω)B(ϑ−tω) ⊂ K(ω).

A is said to attract B if P -a.s.

d(φ(t, ϑ−tω)B(ϑ−tω), A(ω)) → 0, t→ ∞.

Definition 2.3 A random attractor for an RDS is a compact random set A satisfying P -a.s.:
(i) A is invariant, i.e. φ(t, ω)A(ω) = A(ϑtω) for all t > 0.
(ii) A attracts all deterministic bounded sets B ⊂ X.

The following proposition yields a sufficient criterion for the existence of a random attractor
of an RDS.

Proposition 2.4 (cf. [8, Theorem 3.11]) Let φ be an RDS on a Polish space X and assume
the existence of a compact random set K absorbing every deterministic bounded set B ⊂ X.
Then there exists a random attractor A, given by

A(ω) =
∪

B⊂X,B bounded

ΩB(ω).

In Section 3 and Section 6 we will apply Proposition 2.4 to prove the existence of a random
attractor for the RDS associated with the stochastic quasi-geostrophic equation.

Now we recall the following strong notion of stationarity, which is essential to construct an
RDS.
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Definition 2.5 A map Y : R× Ω → X is said to satisfy (crude) strict stationarity, if

Y (t, ω) = Y (0, ϑtω),

for all ω ∈ Ω and t ∈ R (for all t ∈ R, P -a.s., where the zero-set may depend on t).

For RDS we need to use the following proposition from [15, Proposition 2.8] to select an
indistinguishable strictly stationary version.

Proposition 2.6 Let V ⊂ X and Y : R × Ω → X be a process satisfying crude strict
stationarity. Assume that Y ∈ C(R;X) ∩ L2

loc(R;V ) P -a.s.. Then there exists a process
Ỹ : R× Ω → X such that

(i) Ỹ ∈ C(R;X) ∩ L2
loc(R;V ) for all ω ∈ Ω.

(ii) Y, Ỹ are indistinguishable, i.e. P [Yt = Ỹt, for any t ∈ R] = 1, with a ϑ-invariant
exceptional set.

(iii) Ỹ is strictly stationary.

In the following, we will restrict ourselves to flows which have zero average on the torus, i.e.∫
T2

θdξ = 0.

Thus (1.3) can be restated as

u = (− ∂ψ

∂ξ2
,
∂ψ

∂ξ1
) and (−△)1/2ψ = −θ.

Set H = {f ∈ L2(T2) :
∫
T2 fdξ = 0} and let | · | and ⟨·, ·⟩ denote the norm and inner product

in H respectively. On the periodic domain T2, {sin(kξ)|k ∈ Z2
+} ∪ {cos(kξ)|k ∈ Z2

−} form an
eigenbasis of −△ (we denote it by {ek}). Here Z2

+ = {(k1, k2) ∈ Z2|k2 > 0}∪{(k1, 0) ∈ Z2|k1 >
0},Z2

− = {(k1, k2) ∈ Z2| − k ∈ Z2
+}, ξ ∈ T2, and the corresponding eigenvalues are |k|2. Define

∥f∥2Hs =
∑
k

|k|2s⟨f, ek⟩2

and let Hs denote the Sobolev space of all f for which ∥f∥Hs is finite. Set Λ = (−△)1/2. Then

∥f∥Hs = |Λsf |.

By the singular integral theory of Calderón and Zygmund (cf [18, Chapter 3]), for any
l ≥ 0, p ∈ (1,∞), there is a constant C = C(l, p), such that

∥Λlu∥Lp ≤ C(l, p)∥Λlθ∥Lp . (2.1)

Fix α ∈ (0, 1) and define the linear operator Aα : D(Aα) = H2α(T2) ⊂ H → H as
Aαu := κ(−△)αu. The operator Aα is positive definite and self-adjoint with the same eigenbasis
as that of −△ mentioned above. Denote the eigenvalues of Aα by 0 < λ1 ≤ λ2 ≤ · · · , and
renumber the above eigenbasis correspondingly as e1, e2,....

First we recall the following important product estimates (cf. [16, Lemma A.4]):
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Lemma 2.7 Suppose that s > 0 and p ∈ (1,∞). If f, g ∈ C∞(T2), then

∥Λs(fg)∥Lp ≤ C(∥f∥Lp1∥Λsg∥Lp2 + ∥g∥Lp3∥Λsf∥Lp4 ), (2.2)

with pi ∈ (1,∞), i = 1, ..., 4 such that

1

p
=

1

p1
+

1

p2
=

1

p3
+

1

p4
.

We shall as well use the following Sobolev inequality (cf. [18, Chapter V]):

Lemma 2.8 Suppose that q > 1, p ∈ [q,∞) and

1

p
+
σ

2
=

1

q
.

Suppose that Λσf ∈ Lq, then f ∈ Lp and there is a constant C ≥ 0 such that

∥f∥Lp ≤ C∥Λσf∥Lq .

Remark 2.9 Note that, because divu = 0, for regular functions θ and ψ, we have

⟨u(s) · ∇(θ(s) + ψ), θ(s) + ψ⟩ = 0,

so
⟨u(s) · ∇θ(s), ψ⟩ = −⟨u(s) · ∇ψ, θ(s)⟩.

3 Additive noise

In this section we consider the abstract stochastic evolution equation driven by additive noise
in place of Eqs (1.1)-(1.3),

dθ

dt
+ Aαθ + u · ∇θ = dW, (3.1)

where u satisfies (1.3),W is a trace-class two-sided Wiener process inH with covariance GG∗ on
a filtered probability space (Ω,F , {Ft}t∈R, P ), where G ∈ L2(H,H) (i.e. = all Hilbert-Schimit
operators from H to H.)

From now on we takeW to be the canonical process on Ω := C0(R, H) := {w ∈ C(R, H);w(0) =
0}, Ft to be canonical filtration and ϑt to be the Wiener shift given by ϑtω := ω(t + ·)− ω(t)
and P = the law of W . Then ((Ω,F , P ), (ϑt)t∈R) is a (measurable) dynamical system.

In this section, we prove that if the noise is regular, the associated random attractor is
smooth. Now we fix s > 2(1− α) and assume that:

Hypothesis (E.1) There exist ε0 > 0, σ0 > 0 ∨ (1 − s) such that G ∈ L2(H,H
2+ε0) ∩

L2(H,H
s+1−α+σ0), i.e.

E0 := Tr(Λ(2s+2−2α+2σ0)∨(4+2ε0)GG∗) <∞.

Given γ > 0, let z be the stationary solution of the equation:

dz + (Aα + γI)z = dW ;
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thus for t ∈ R,

z(t) =

∫ t

−∞
e−(t−l)(Aα+γI)dW (l).

By the Strong Law of Large Numbers ( see [9, Theorem 3.1.1]) and the assumption (E.1),
we have for any k ≥ 1, m ≤ (s+ 1− α + σ0) ∨ (2 + ε0)

lim
t0→−∞

1

−1− t0

∫ −1

t0

|Λmz|kdl → E|Λmz(0)|k P − a.s.. (3.2)

Moreover, z ∈ C(R, Hm) P -a.s.. By Proposition 2.6 we can choose a version of z such that it
has strictly stationarity, i.e. for all t ∈ R, ω ∈ Ω,

z(t, ω) = z(0, ϑtω), (3.3)

and for ω ∈ Ω, z(ω) ∈ C(R, Hm). In the following we will take this version of z. We can easily
compute

lim
γ→∞

E|Λmz(0)|k = 0, (3.4)

(cf. [3, Proposition 6.10]). By Ito’s formula for k ≥ 2 we have

d|Λmz(t)|k + k|Λmz(t)|k−2|Λm+αz|2dt

≤k|Λmz|k−2⟨Λ2mz, dW (t)⟩+ 1

2
k(k − 1)|Λmz|k−2∥ΛmG∥2L2(H,H)dt.

By B-D-G inequality we can easily deduce that m ≤ (s+ 1− α + σ0) ∨ (2 + ε0), k ≥ 1

E sup
0≤t≤1

|Λmz(t)|k ≤ C(m, k).

Then by (3.3) and the dichotomy of linear growth (cf. [1, Proposition 4.1.3]) we have

lim sup
t→±∞

|Λmz(t)|k

|t|
= 0, (3.5)

on a ϑ-invariant set of full P -measure.

3.1 Stochastic flow

In the following we will consider the equation ω-wise. If there is no confusion we omit ω for
simplicity. We now use the change of variable v(t) = θ(t)− z(t). Then, formally, v satisfies the
equation

dv

dt
+ Aαv + u · ∇θ = γz. (3.6)

For (3.6) we obtain the following ω-wise existence and uniqueness result if the initial value
starts from Hs, s > 2(1− α).
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Theorem 3.1 Fix α > 1/2. Suppose the condition (E.1) holds. For any v0 ∈ Hs, s > 2(1−α),
there exists a unique solution v ∈ L∞

loc([t0,∞);Hs) ∩ L2
loc([t0,∞);Hs+α) of equation (3.6) with

v(t0) = v0, i.e. for any φ ∈ C1(T2)

⟨v(t), φ⟩− ⟨v0, φ⟩+
∫ t

t0

⟨A1/2
α v(r), A1/2

α φ⟩dr−
∫ t

t0

⟨(uv +uz)(r) ·∇φ, (v+ z)(r)⟩dr =
∫ t

t0

⟨γz, φ⟩dr,

where uv, uz satisfy (1.3) with θ replaced by v, z respectively.

Proof [Step 1] We first establish the existence and uniqueness of the solutions to the following
linear equation:

dv(t) + Aαv(t)dt+ w(t) · ∇(v(t) + z)dt = γzdt (3.7)

v(t0) ∈ Hα ∩Hs,

with a given smooth function w(t) which satisfies divw(t) = 0 and supt∈[t0,T ](∥w(t)∥C2(T2) +
|Λs+αw(t)|) ≤ C(T ), for any T > t0. Now consider the Galerkin approximation to (3.7):

dvn(t) + Aαv
n(t)dt+ Pn(w(t) · ∇(vn(t) + z))dt = Pnγzdt, (3.8)

vn(t0) = Pnv0,

where Pn is the orthogonal projection in H onto the linear space spanned by e1, ...en. Since
all the coefficients are smooth in PnH, this equation has a smooth solution vn. We get the
following estimate by taking the inner product in L2 with Λsek for (3.8), multiplying both sides
by ⟨vn,Λsek⟩ and summing up over k:

1

2

d

dt
|Λsvn|2 + κ|Λs+αvn|2 ≤|Λs−α(w · ∇(vn + z))||Λs+αvn|+ γ|Λsz||Λsvn|

≤C|Λs+αvn|[|Λs−α+1+σ1(vn + z)|∥w∥Lp0 + |Λs−α+1+σ1w|∥vn + z∥Lp0 ]

+ γ|Λsz||Λsvn|
≤C|Λs+αvn|1+r0 |Λsvn|1−r0∥w∥Lp0 + C|Λs+αvn||Λs−α+1+σ1w|∥vn∥Lp0

+ γ|Λsz||Λsvn|+ C(T )|Λs+αvn|[|Λs−α+1+σ1z|+ ∥z∥Lp0 ]

≤κ
2
|Λs+αvn|2 + C(T )|Λsvn|2 + C(T )γ2|Λsz|2 + C(T )|Λs−α+1+σ1z|2,

where (1− s) ∨ 0 < σ1 = 2/p0 < (2α− 1) ∧ σ0, r0 = 1+σ1−α
α

, C(T ) is a constant changing from
line to line and we used Lemma 2.7 in the second inequality and the interpolation inequality
in the third inequality and Young’s inequality and Hs ⊂ Lp0 in the last inequality. By this
estimate and z ∈ C(R, Hs−α+1+σ1), we get that

sup
t∈[t0,T ]

|Λsvn(t)|2 +
∫ T

t0

|Λs+αvn(l)|2dl ≤ C,

where C is a constant independent of n. By a similar calculation and z ∈ C(R, H2) we also
obtain that

sup
t∈[t0,T ]

|Λαvn(t)|2 +
∫ T

t0

|Λ2αvn(l)|2dl ≤ C,
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where C is a constant independent of n. By (3.8) and the above estimates we know that

∥vn∥W 1,2([t0,T ],H) ≤ C.

By the compactness embedding W 1,2([t0, T ], H
−3) ∩ L2([t0, T ], H

s+α) ⊂ L2([t0, T ], H
s) and

W 1,2([t0, T ], H) ⊂ C([t0, T ], H
−1) we have that there exists a subsequence of vn converg-

ing in L2([t0, T ], H
s) ∩ C([t0, T ], H

−1) to a function v which is a solution to (3.7) and v ∈
L∞([t0, T ];H

s ∩Hα)∩L2([t0, T ], H
s+α ∩H2α)∩C([t0, T ], H−1). Uniqueness of (3.7) is obvious.

[Step 2] We construct an approximation of (3.6) by a similar construction as in the proof of
[17, Theorem 3.3]:

We pick a smooth ϕ ≥ 0, with suppϕ ⊂ [1, 2],
∫∞
0
ϕ = 1, and for δ > 0 let

Uδ[θ](t) :=

∫ ∞

0

ϕ(τ)(kδ ∗R⊥θ)(t− δτ)dτ,

where kδ is the periodic Poisson Kernel in T2 given by k̂δ(ζ) = e−δ|ζ|, ζ ∈ Z2, and we set
θ(t) = 0, t < t0. We take a zero sequence δn, n ∈ N, and consider the equation:

dvn(t)

dt
+ Aαvn(t) + un(t) · ∇(vn(t) + z) = γz (3.9)

with initial data vn(t0) = kδn ∗ v0 and un = Uδn [vn + z]. For a fixed n, this is a linear equation
in vn on each subinterval [tk, tk+1] with tk = t0 + kδn, since un is smooth and is determined
by the values of vn on the two previous subintervals. By [Step 1], we obtain the existence of
a solution vn ∈ L∞([t0, T ];H

s ∩ Hα) ∩ L2([t0, T ], H
s+α ∩ H2α) ∩ C([0, T ], H−1) to (3.9). Now

for s < 1, we choose p such that 2
(2α−1)∧σ0

< p ≤ 2
1−s

and for s ≥ 1 we take any p satisfying
2

(2α−1)∧σ0
< p <∞, where σ0 appears in Assumption (E.1). From now on we fix such p and we

have Hs ⊂ Lp by Lemma 2.8. Since the periodic Riesz transform is bounded on Lp, we have
for t > t0 and l ≥ 0

sup
[t0,t]

∥ΛlUδ[θ]∥Lp ≤ C sup
[t0,t]

∥Λlθ∥Lp , (3.10)

and also ∫ t

t0

∥ΛlUδ[θ]∥pLpdτ ≤ C

∫ t

t0

∥Λlθ∥pLpdτ. (3.11)

By Lemma A.1 we obtain for vn the following inequality by taking inner product with
|vn|p−2vn in L2

d

dt
∥vn∥pLp + 2λ1∥vn∥pLp ≤p|⟨un · ∇(vn + z), |vn|p−2vn⟩|+ p⟨γz, |vn|p−2vn⟩

≤p∥∇z∥L∞∥un∥Lp∥vn∥p−1
Lp + Cpγ∥z∥Lp∥vn∥p−1

Lp ,
(3.12)

where we used divun = 0 and ⟨un · ∇vn, |vn|p−2vn⟩ = 0 in the last inequality. Therefore

∥vn(t)∥pLp − ∥vn(t0)∥pLp +

∫ t

t0

2λ1∥vn(τ)∥pLpdτ

≤ε
∫ t

t0

(∥un∥pLp + ∥vn∥pLp)dτ + pC(ε)

∫ t

t0

(∥∇z∥
p

p−1

L∞ ∥vn∥pLp + Cpγ∥z∥pLp)dτ

≤ε
∫ t

t0

∥vn∥pLpdτ + pC(ε)

∫ t

t0

(∥∇z∥
p

p−1

L∞ ∥vn∥pLp + Cpγ∥z∥pLp)dτ,
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where we used Young’s inequality in the first inequality and (3.11) in the last inequality. Then
Gronwall’s lemma, ∇z ∈ C(R, H1+ε) ⊂ C(R, L∞) for ε ≤ ε0 with ε0 in (E.1) and Hs ⊂ Lp

yield that for any T ≥ t0
sup

t∈[t0,T ]

∥vn(t)∥Lp ≤ C, (3.13)

where C is a constant independent of n.
Moreover, we get the following estimate by taking the inner product in L2 with Λsek for

(3.9), multiplying both sides by ⟨vn,Λsek⟩ and summing up over k:

1

2

d

dt
|Λsvn|2 + κ|Λs+αvn|2 ≤|Λs−α(un · ∇(vn + z))||Λs+αvn|+ γ|Λsz||Λsvn|

≤C|Λs+αvn|[|Λs−α+1+σ1(vn + z)|∥un∥Lp + |Λs−α+1+σ1un|∥vn + z∥Lp ]

+ γ|Λsz||Λsvn|,

where σ1 = 2/p < (2α−1)∧σ0 and we used Lemma 2.7 in the last inequality. Hence we obtain
that for r0 =

1+σ1−α
α

, r = 2α
2α−1−σ1

,

1

2
(|Λsvn(t)|2 − |Λsvn(t0)|2) + κ

∫ t

t0

|Λs+αvn|2dτ

≤C
∫ t

t0

|Λs+αvn|[|Λs−α+1+σ1(vn + z)|∥un∥Lp + |Λs−α+1+σ1un|∥vn + z∥Lp ] + γ|Λsz||Λsvn|dτ

≤C
∫ t

t0

[|Λs+αvn|1+r0|Λsvn|1−r0 + |Λs+αvn||Λs−α+1+σ1z|]∥un∥Lpdτ +
κ

4

∫ t

t0

|Λs+αvn|2dτ

+ C sup
t∈[t0,T ]

∥vn + z∥2Lp

∫ t

t0

[|Λsvn|2(1−r0)|Λs+αvn|2r0 + |Λs−α+1+σ1z|2]dτ +
∫ t

t0

γ|Λsz||Λsvn|dτ

≤κ
2

∫ t

t0

|Λs+αvn|2dτ + C[ sup
t∈[t0,T ]

∥vn + z∥rLp + ∥vn + z∥2Lp + 1]

∫ t

t0

|Λsvn|2 + |Λs−α+1+σ1z|2dτ,

(3.14)
where we used (3.10), (3.11), the interpolation inequality in the second inequality and Young’s
inequality in the last inequality. By Gronwall’s lemma, z ∈ C(R;Hs−α+1+σ1) and (3.13) we get
that for v0 ∈ Hs

|Λsvn(t)|2 + κ

∫ T

t0

|Λs+αvn|2dτ ≤ C, (3.15)

where C is also a constant independent of n. By the same argument as above we obtain

∥vn∥W 1,2([t0,T ],H−3) ≤ C,

where C is a constant independent of n. By the compactness embedding W 1,2([t0, T ], H
−3) ∩

L2([t0, T ], H
s+α) ⊂ L2([t0, T ], H

s) we have that there exists a subsequence of vn converging in
L2([t0, T ], H

s) to a solution v ∈ L∞
loc([t0,∞);Hs) ∩ L2

loc([t0,∞);Hs+α) of equation (3.6). Thus
(3.15) is also satisfied for v. Uniqueness can be deduced from a similar argument as in the
proof [17, Theorem 5.1] (also see the proof of Theorem 3.3). �
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Then taking the limit for (3.12) and using Gronwall’s lemma, we obtain the following esti-
mate which is essential to get the existence of an absorbing set in Hs:

∥v(t)∥Lp ≤ ∥v(t0)∥Lp exp{−2λ1
p

(t− t0) +

∫ t

t0

∥∇z(τ)∥L∞dτ}

+ C

∫ t

t0

(∥∇z(τ)∥L∞∥z(τ)∥Lp + Cγ∥z(τ)∥Lp) exp{−2λ1
p

(t− τ) +

∫ t

τ

∥∇z(l)∥L∞dl}dτ, t ≥ t0.

(3.16)

Theorem 3.2 Fix α > 1/2. Suppose the condition (E.1) holds. The solution v obtained in
Theorem 3.1 is in C([t0,∞);Hs).

Proof Since v ∈ L2
loc([t0,∞);Hs+α), by [19] it is sufficient to show that

Λsdv

dt
∈ L2

loc([t0,∞);H−α).

For φ smooth enough, we have

|⟨dv
dt
,Λsφ⟩| =|κ⟨−Λαv,Λs+αφ⟩ − ⟨(u · ∇(v + z)),Λsφ⟩+ ⟨γΛsz, φ⟩|

≤[κ|Λs+αv|+ C|Λs−α+1(u · (v + z))|]|Λαφ|+ γ|Λs−αz||Λαφ|
≤C[|Λs+αv|+ |Λs−α+1+σ1(v + z)|∥v + z∥Lp + γ|Λs−αz|]|Λαφ|,

where (1 − s) ∨ 0 < σ1 = 2
p
< (2α − 1) ∧ σ0 as (3.14) and we used Lemma 2.7 in the last

inequality. Then by a similar calculation as (3.14)

∥Λsdv

dt
∥H−α ≤ C(∥v + z∥Lp + 1)|Λs+αv|+ C∥v + z∥Lp |Λs−α+1+σ1z|+ γ|Λs−αz|.

By (3.13), (3.15) Hs ⊂ Lp and the regularity for z, we obtain for −∞ < t0 < T <∞∫ T

t0

∥Λsdv

dt
(τ)∥2H−αdτ <∞,

which implies that v ∈ C([t0,∞);Hs). �

Theorem 3.3 Fix α > 1/2. Suppose the condition (E.1) holds. Then for any fixed t >
0, ω ∈ Ω, the map v0 7→ v(t, ω, t0, v0) is continuous from Hs into itself, where v(t, ω; t0, v0) is
the solution of equation (3.6) with v(t0) = v0.

Proof Let v1, v2 be two solutions of (3.6) and ζ = v1 − v2, θ1 = v1 + z, θ2 = v2 + z. Then ζ
satisfies the following equation:

(
d

dt
ζ, φ) + κ(Λαζ,Λαφ) = −(u1 · ∇ζ, φ)− (uζ · ∇θ2, φ),

where φ ∈ C1(T2), u1, uζ satisfy (1.3) with θ replaced by θ1, ζ respectively.
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Taking φ = Λsek, multiplying both sides by ⟨ζ,Λsek⟩ and summing up over k we have the
following estimate since vi ∈ C([t0,∞);Hs)∩L2

loc([t0,∞);Hs+α), i = 1, 2, by Theorems 3.1, 3.2

1

2

d

dt
|Λsζ|2 + κ|Λs+αζ|2 =− ⟨Λs(u1 · ∇ζ),Λsζ⟩ − ⟨uζ · ∇θ2,Λ2sζ⟩

≤C|Λs+αζ|[|Λs−α+1(uζθ2)|+ |Λs−α+1(u1ζ)|]
≤C|Λs+αζ|[|Λs−α+1+σ1ζ|∥θ2∥Lp + |Λs−α+1+σ1θ2|∥ζ∥Lp

+ |Λs−α+1+σ1θ1|∥ζ∥Lp + |Λs−α+1+σ1ζ|∥θ1∥Lp ]

≤C|Λs+αζ|1+r0 |Λsζ|1−r0 [|Λsθ2|+ |Λsθ1|]
+ |Λs+αζ||Λsζ|[|Λs−α+1+σ1θ2|+ |Λs−α+1+σ1θ1|]

≤κ
2
|Λs+αζ|2 + C[|Λsθ2|r + |Λsθ1|r

+ |Λs+αv2|2 + |Λs−α+1+σ1z|2 + |Λs+αv1|2]|Λsζ|2,

where r0 = 1+σ1−α
α

, r = 2α
2α−1−σ1

for some (1 − s) ∨ 0 < σ1 = 2
p
< (2α − 1) ∧ σ0 as in (3.14)

and we used Lemmas 2.7 in the second inequality and Lemma 2.8, the interpolation inequality,
Hs ⊂ Lp in the third inequality and Young’s inequality in the last inequality. Then Gronwall’s
lemma yields that

|Λsζ|2 ≤ C|Λsζ(t0)|2 exp{
∫ T

t0

|Λsθ2(τ)|r+|Λsθ1(τ)|r+|Λs−α+1+σz|2+|Λs+αv1(τ)|2+|Λs+αv2(τ)|2dτ}.

Thus the result follows. �
Now for θ0 ∈ Hs we define

φ(t, ω)θ0 := v(t, ω; 0, θ0 − z(0, ω)) + z(t, ω), t ≥ 0.

S(t, r;ω)θ0 := v(t, ω; r, θ0 − z(r, ω)) + z(t, ω), t, r ∈ R.

Combining Theorems 3.1-3.3 we obtain the following results.

Theorem 3.4 Fix α > 1/2. Suppose the condition (E.1) holds. Then φ(t, ω) is a continuous
random dynamical system and S(t, r;ω) is a continuous stochastic flow, which is called the
stochastic flow associated with the stochastic quasi-geostrophic equation driven by additive
noise.

Proof By the ω-wise uniqueness of the solution to equation (3.6) obtained in Theorem 3.1 and
(3.3), we obtain that

S(t, r;ω) = S(t, l;ω)S(l, r;ω),

S(t, r;ω)x = S(t− r, 0;ϑrω)x,

φ(t+ r, ω) = φ(t, ϑrω) ◦ φ(r, ω),

for all t, l, r ∈ R and for all ω ∈ Ω. It remains to prove the measurability of φ : R×Ω×Hs → Hs,
which also implies the measurability of S by the relation between φ and S. Since φ(t, ω)θ0 =
v(t, ω; 0, θ0 − z(0, ω)) + z(t, ω), t 7→ v(t, ω; 0, θ0) and θ0 7→ v(t, ω; 0, θ0) are continuous, we only
need to prove the measurability of ω 7→ v(t, ω; 0, θ0). By ω-wise uniqueness of the solution to
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(3.6) we deduce that each subsequence of the convolution approximation vn(t, ω; 0, θ0) (which
is measurable since ω-wise uniqueness holds for (3.7)) we used in the proof of Theorem 3.1 has
a subsequence converging to the same v(t, ω; 0, θ0) in L

2([t1, t2], H
s) for some t1 ≤ t ≤ t2. Thus

we obtain that the whole sequence of vn(t, ω; 0, θ0) converges to v(t, ω; 0, θ0) in L
2([t1, t2], H

s),
which implies the measurability of ω 7→ v(t, ω; 0, θ0). �

3.2 Absorption in Hs at time t = −1

In this subsection we will prove the existence of an absorbing ball in the space Hs.

Lemma 3.5 Suppose the condition (E.1) holds. There exists random radius r1(ω), c1(ω), c2(ω) >
0, such that for all ρ > 0 there exists t(ω) ≤ −1 such that the following holds P -a.s.: For
all t0 ≤ t(ω) and all θ0 ∈ Hs with |Λsθ0| ≤ ρ, the solution v(t, ω; t0, θ0 − z(t0, ω)) with
v(t0) = θ0 − z(t0, ω) satisfies the following inequalities:

|Λsv(−1, ω; t0, θ0 − z(t0, ω))|2 ≤ r21(ω).

|Λsv(t, ω; t0, θ0 − z(t0, ω))|2 ≤ c1(ω), t ∈ [−1, 0].∫ 0

−1

|Λs+αv(t, ω; t0, θ0 − z(t0, ω))|2dt ≤ c2(ω).

Proof In the following we will prove some useful estimates in the space of Hs for s > 2(1−α)
to get an absorbing ball in the space Hs.

[L2-norm estimates] First we give the L2-norm estimates which will be used in the proof
of the Hs-norm estimates. Multiplying (3.6) with v and taking the inner product in L2, we
have

1

2

d

dt
|v|2 + κ|Λαv|2 =(−u · ∇(v + z), v) + (γz, v)

≤C∥∇z∥L∞ [|v|2 + |v| · |z|] + γ|z| · |v|.
Then we obtain

d

dt
|v|2 + κ

2
|Λαv|2 ≤[−λ1 + c1∥∇z∥L∞ ]|v|2 + c∥∇z∥2L∞ · |z|2 + cγ|z|2.

Now we set

µ(t) = −λ1 + c1∥∇z(t)∥L∞ , p(t) = c∥∇z(t)∥2L∞ · |z(t)|2 + cγ|z(t)|2.

Gronwall’s lemma yields that

|v(−2)|2 ≤ e
∫−2
t0

µ(l)dl|v(t0)|2 +
∫ −2

t0

e
∫−2
σ µ(l)dlp(σ)dσ. (3.17)

By (3.2) and (3.4), we can choose γ large enough such that

lim
t0→−∞

1

−2− t0

∫ −2

t0

(−λ1 + c1∥∇z∥L∞)dl ≤ −λ1
4

P − a.s..
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which combining (3.5) implies that

lim
t0→−∞

e
∫−2
t0

µ(l)dl
= 0 P − a.s.,

and ∫ −1

−∞
e
∫−2
σ µ(l)dlp(σ)dσ <∞ P − a.s..

By a similar argument as (3.17), we have that for t ∈ [−2,−1]

|v(t)|2 ≤ e
∫ t
−2 µ(l)dl|v(−2)|2 +

∫ t

−2

e
∫ t
σ µ(l)dlp(σ)dσ. (3.18)

∫ −1

−2

|Λαv(l)|2dl ≤ C(|v(−2)|2 +
∫ −1

−2

|µ(l)|dl sup
−2≤t≤−1

|v(t)|2 +
∫ −1

−2

p(l)dl). (3.19)

Therefore, by (3.17), (3.18) and (3.19) we get that∫ −1

−2

|Λαv(l)|2dl ≤ C(e
∫−2
t0

µ(l)dl|v(t0)|2µ2 + p1), (3.20)

where

µ2 = 1 +

∫ −1

−2

|µ(l)|dl sup
−2≤t≤−1

e
∫ t
−2 µ(l)dl,

p1 =µ2

∫ −1

t0

e
∫−2
σ µ(l)dlp(σ)dσ +

∫ −1

−2

p(l)dl.

By (3.2), (3.4), (3.5) the regularity of z and similar arguments as above we have that

sup
t0<−1

p1 <∞ P − a.s.

[Hs-norm estimates] Since v ∈ C([t0,∞), Hs) ∩ L2
loc([t0,∞), Hs+α), we obtain the following

estimate as (3.14)

1

2

d

dt
|Λαv|2 + κ|Λ2αv|2

≤C|Λ2αv||Λ(v + z)2|+ γ|Λαz||Λαv|
≤C|Λ2αv|[|Λ1+σ1v|∥v∥Lp + |Λ1+σ1v|∥z∥Lp + |Λ1+σ̃1z|∥v∥Lp̃

+ |Λ1+σ1z|∥z∥Lp ] + γ|Λαz||Λαv|

≤κ
4
|Λ2αv|2 + C(∥v∥rLp + ∥z∥rLp + ε)|Λαv|2 + |Λ1+σ̃1z||Λαv|1−r̃0 |Λ2αv|1+r̃0

+ C(γ|Λαz|2 + |Λ1+σ1z|2∥z∥2Lp)

≤κ
2
|Λ2αv|2 + C(∥v∥rLp + ∥z∥rLp + |Λ1+σ̃1z|

2
1−r̃0 + ε)|Λαv|2

+ C(γ|Λαz|2 + |Λ1+σ1z|2∥z∥2Lp),

(3.21)
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where r = 2α
2α−1−σ1

, p = 2
σ1

as in (3.14), r̃0 =
1−σ̃1−α

α
for some 0 < σ̃1 =

2
p̃
< 1− α and we used

Lemma 2.7 in the second inequality and Lemma 2.8, the interpolation inequality, H2α ⊂ Lp̃

and Young’s inequality in the last two inequalities. Then we get

d

dt
|Λαv|2 ≤C(∥v∥rLp + ∥z∥rLp + |Λ1+σ̃1z|

2
1−r̃0 )|Λαv|2

+ C(γ|Λαz|2 + |Λ1+σ1z|2∥z∥2Lp).
(3.22)

By (3.22), (3.16) and Gronwall’s lemma, for l ∈ [−2,−1], we have

|Λαv(−1)|2 ≤C(|Λαv(l)|2 +
∫ −1

l

(γ|Λαz|2 + |Λ1+σ1z|2∥z∥2Lp)dτ)

exp

∫ −1

l

C[∥v∥rLp + ∥z∥rLp + |Λ1+σ̃1z|
2

1−r̃0 ]dτ

≤C(|Λαv(l)|2 +
∫ −1

−2

(γ|Λαz|2 + |Λ1+σ1z|2∥z∥2Lp)dτ)

exp

∫ −1

−2

C[(∥v(t0)∥Lp exp{−2λ1
p

(τ − t0) +

∫ τ

t0

∥∇z(l)∥L∞dl}

+

∫ τ

t0

(∥∇z(l)∥L∞∥z(l)∥Lp + Cγ∥z(l)∥Lp) exp{−2λ1
p

(τ − l) +

∫ τ

l

∥∇z(σ)∥L∞dσ}dl)r

+ ∥z∥rLp + |Λ1+σ̃1z|
2

1−r̃0 ]dτ.
(3.23)

Integrating l over [−2,−1] and by (3.20), we obtain

|Λαv(−1)|2 ≤C(
∫ −1

−2

|Λαv(l)|2dl +
∫ −1

−2

(γ|Λαz|2 + |Λ1+σ1z|2∥z∥2Lp)dτ)

exp

∫ −1

−2

C[(∥v(t0)∥Lp exp{−2λ1
p

(τ − t0) +

∫ τ

t0

∥∇z(l)∥L∞dl}

+

∫ τ

t0

(∥∇z(l)∥L∞∥z(l)∥Lp + Cγ∥z(l)∥Lp) exp{−2λ1
p

(τ − l) +

∫ τ

l

∥∇z(σ)∥L∞dσ}dl)r

+ ∥z∥rLp + |Λ1+σ̃1z|
2

1−r̃0 ]dτ

≤C(e
∫−2
t0

µ(l)dl|v(t0)|2µ2 + p1 + p2)

expC[∥v(t0)∥rLp exp{
r2λ1
p

t0 +

∫ −1

t0

r∥∇z(l)∥L∞dl}+ p3]

≤C(e
∫−2
t0

µ(l)dl|v(t0)|2µ2 + p1 + p2)e
p3 exp[C∥v(t0)∥rLp exp{

r2λ1
p

t0 +

∫ −1

t0

r∥∇z(l)∥L∞dl}],

(3.24)
where

p2 =

∫ 0

−3

(γ|Λαz|2 + |Λ1+σ1z|2∥z∥2Lp)dτ,
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p3 =C sup
t0<−1

(

∫ 0

t0

(∥∇z(l)∥L∞∥z(l)∥Lp + Cγ∥z(l)∥Lp) exp{2λ1
p
l +

∫ 0

l

∥∇z(σ)∥L∞dσ}dl)r

+

∫ 0

−3

(∥z∥rLp + |Λ1+σ̃1z|
2

1−r̃0 )dτ,

By (3.2), (3.4) (3.5) and similar arguments as above, we can find γ large enough and obtain
p3 <∞ P − a.s..

Moreover, by the same arguments as the proof of (3.23) and (3.24) we have

|Λαv(−2)|2 ≤ C(e
∫−2
t0

µ(l)dl|v(t0)|2µ′
1+p

′
1+p2)e

p3 exp[C∥v(t0)∥rLp exp{
r2λ1
p

t0+

∫ −1

t0

r∥∇z(l)∥L∞dl}],

where

µ′
1 = 1 +

∫ −1

−3

|µ(l)|dl sup
−3≤t≤−1

e
∫ t
−3 µ(l)dl,

p′1 =µ
′
1

∫ −1

t0

e
∫−3
σ µ(l)dlp(σ)dσ +

∫ −1

−3

p(l)dl.

We can easily deduce that µ′
1 <∞, supt0<−1 p

′
1 <∞ P -a.s.. (3.22) yields that for t ∈ [−2,−1]

|Λαv(t)|2 ≤(|Λαv(−2)|2 + p2)e
p3 exp[C∥v(t0)∥rLp exp{

r2λ1
p

t0 +

∫ −1

t0

r∥∇z(l)∥L∞dl}]

≤C(e
∫−3
t0

µ(l)dl|v(t0)|2µ′
1 + p′1 + 2p2)e

2p3 exp[C∥v(t0)∥rLp exp{
r2λ1
p

t0 +

∫ −1

t0

r∥∇z(l)∥L∞dl}].

(3.25)
Using (3.21) we obtain∫ −1

−2

|Λ2αv(t)|2dt

≤C[|Λαv(−2)|2 +
∫ −1

−2

(∥v∥rLp + ∥z∥rLp + |Λ1+σ̃1z|
2

1−r̃0 )dl sup
−2≤t≤−1

|Λαv(t)|2 + p2]

≤C(e
∫−2
t0

µ(l)dl|v(t0)|2µ′
1 + 3p2 + 2p′1)e

3p3 exp[C∥v(t0)∥rLp exp{
r2λ1
p

t0 +

∫ −1

t0

r∥∇z(l)∥L∞dl}] + Cp2,

(3.26)
where we used (3.25) in the last inequality.

By a similar argument as (3.14) we have for s0 > (2− 2α) ∨ (1− σ0)

1

2

d

dt
|Λs0v|2 + κ|Λs0+αv|2

≤C|Λs0+αv|[|Λs0−α+1+σ1v|∥v∥Lp + |Λs0−α+1+σ1v|∥z∥Lp + |Λs0−α+1+σ1z|∥v∥Lp

+ |Λs0−α+1+σ1z|∥z∥Lp ] + γ|Λs0z||Λs0v|

≤κ
2
|Λs0+αv|2 + C(∥v∥rLp + ∥z∥rLp + |Λs0−α+1+σ1z|2 + ε)|Λs0v|2

+ C(γ|Λs0z|2 + |Λs0−α+1+σ1z|2∥z∥2Lp),

(3.27)
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where we used Lemmas 2.7, 2.8, the interpolation inequality and Young’s inequality in the last
two inequalities. Here r = 2α

2α−1−σ1
, p = 2

σ1
as in (3.14) and we use Hs0 ⊂ Lp. Therefore by a

similar argument as in the proof of (3.24) and using (3.27) for s0 = 2α, we get a similar estimate
as (3.24) for |Λ2αv(−1)|2. Thus by a boot-strapping argument we get that for s > 2(1− α)

|Λsv(−1)|2 ≤C(e
∫−2
t0

µ(l)dl|v(t0)|2µ3 + q2)e
q3 exp[C∥v(t0)∥rLp exp{

r2λ1
p

t0 +

∫ −1

t0

r∥∇z(l)∥L∞dl}],

(3.28)
for suitable µ3, q2, q3. By (3.2), (3.4), (3.5), we can choose γ large enough and obtain µ3, q2, q3 <
∞ P − a.s.. Moreover, we have that

exp{r2λ1
p

t0 +

∫ −1

t0

r∥∇z(l)∥L∞dl} → 0 as t0 → −∞ P − a.s.,

and
e
∫−2
t0

µ(l)dl → 0 as t0 → −∞ P − a.s..

Then for |Λsθ0| ≤ ρ, choose t(ω) such that

e
∫−2
t0

µ(l)dl|v(t0)|2µ3 ≤ 1,

∥v(t0)∥rLp exp{
r2λ1
p

t0 +

∫ −1

t0

r∥∇z(l)∥L∞dl} ≤ 1, (3.29)

for all t0 ≤ t(ω), which implies the first result by (3.28).
Furthermore, (3.27) yields that for t ∈ [−1, 0]

|Λsv(t)|2 ≤C(e
∫−2
t0

µ(l)dl|v(t0)|2µ3 + q4)e
q5 exp[C∥v(t0)∥rLp exp{

r2λ1
p

t0 +

∫ 0

t0

r∥∇z(l)∥L∞dl}],

and ∫ 0

−1

|Λs+αv(t)|2dt

≤C(e
∫−2
t0

µ(l)dl|v(t0)|2µ3 + q6)e
q7 exp[C∥v(t0)∥rLp exp{

r2λ1
p

t0 +

∫ 0

t0

r∥∇z(l)∥L∞dl}] + q8,

for suitable q4, q5, q6, q7, q8. By (3.2), (3.4) and (3.5) we can choose γ large enough and obtain
q4, q5, q6, q7, q8 <∞ P -a.s..

From this and a similar argument as above, the results follow. �

3.3 Compact absorption

Lemma 3.6 Suppose the condition (E.1) holds. There exists a random radius r2(ω) > 0, such
that for all ρ > 0 there exists t(ω) ≤ −1 such that the following holds P -a.s. For all t0 ≤ t(ω)
and all θ0 ∈ Hs with |Λsθ0| ≤ ρ, the solution θ(t, ω; t0, θ0) = v(t, ω; t0, θ0 − z(t0, ω)) + z(t, ω)
with v(t0) = θ0 − z(t0, ω) satisfies the following inequality

|Λs+δθ(0, ω; t0, θ0)|2 ≤ r22(ω),
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for some 0 < δ < σ0 ∧ α.
Proof For 0 < δ < σ0 ∧ α, by Lemma 3.5 we have for almost every l ∈ [−1, 0], v(l) ∈
Hs+δ. Then by a similar argument as the proof of Theorem 3.1 we obtain the solution v ∈
L∞
loc([l,∞);Hs+δ) ∩ L2

loc([l,∞);Hs+α+δ). By a similar estimate as (3.14) we have for σ1, r, p as
in (3.14),

d

dt
|Λs+δv|2 + κ|Λs+α+δv|2 ≤C|Λs+α+δv|[|Λs+1−α+δ+σ1v|∥v∥Lp + |Λs+1−α+δ+σ1v|∥z∥Lp

+ |Λs+1−α+δ+σ1z|∥v∥Lp + |Λs+1−α+δ+σ1z|∥z∥Lp ]

+ Cγ|Λs+δz||Λs+δv|

≤κ
2
|Λs+α+δv|2 + C(∥v∥rLp + ∥z∥rLp + |Λs+1−α+δ+σ1z|2 + ε)|Λs+δv|2

+ C(γ|Λs+δz|2 + |Λs+1−α+δ+σ1z|2∥z∥2Lp),

where we choose σ1 such that σ1 + δ < σ0 and use (E.1) with z ∈ C(R;Hs+1−α+δ+σ1). Hence
by Gronwall’s lemma and (3.16) we obtain for l ∈ [−1, 0]

|Λs+δv(0)|2 ≤C(|Λs+δv(l)|2 +
∫ 0

l

(γ|Λs+δz|2 + |Λs+1−α+δ+σ1z|2∥z∥2Lp)dτ)

exp

∫ 0

l

[C(∥v(t0)∥Lp exp{−2λ1
p

(τ − t0) +

∫ τ

t0

∥∇z(l1)∥L∞dl1}

+

∫ τ

t0

(∥∇z(l1)∥L∞∥z(l1)∥Lp + Cγ∥z(l1)∥Lp) exp{−2λ1
p

(τ − l1) +

∫ τ

l1

∥∇z(σ)∥L∞dσ}dl1)r

+ ∥z∥rLp + |Λs+1−α+δ+σ1z|2]dτ.

Integrating in l over [−1, 0] we deduces that for δ ≤ α

|Λs+δv(0)|2 ≤C(
∫ 0

−1

|Λs+αv(l)|2dl +
∫ 0

−1

(γ|Λs+δz|2 + |Λs+1−α+δ+σ1z|2∥z∥2Lp)dτ)

exp

∫ 0

−1

[C(∥v(t0)∥Lp exp{−2λ1
p

(τ − t0) +

∫ τ

t0

∥∇z(l1)∥L∞dl1}

+

∫ τ

t0

(∥∇z(l1)∥L∞∥z(l1)∥Lp + Cγ∥z(l1)∥Lp) exp{2λ1
p
l1 +

∫ τ

l1

∥∇z(σ)∥L∞dσ}dl1)r

+ ∥z∥rLp + |Λs+1−α+δ+σ1z|2]dτ

≤C(
∫ 0

−1

|Λs+αv(l)|2dl +
∫ 0

−1

(γ|Λs+δz|2 + |Λs+1−α+δ+σ1z|2∥z∥2Lp)dτ)

ep4 exp[C∥v(t0)∥rLp exp{
r2λ1
p

t0 +

∫ 0

t0

r∥∇z(l)∥L∞dl}],

where

p4 =C sup
t0<−1

(

∫ 0

t0

(∥∇z(l)∥L∞∥z(l)∥Lp + Cγ∥z(l)∥Lp) exp{2λ1
p
l +

∫ 0

l

∥∇z(σ)∥L∞dσ}dl)r

+

∫ 0

−3

(∥z∥rLp + |Λs+1−α+δ+σ1z|2)dτ,
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By (3.2), (3.4), (3.5) we know p4 < ∞ P -a.s. which combining Lemma 3.5 and (3.29) implies
the absorption of φ in Hs+δ at time t = 0. �

Since the embedding Hs+δ ⊂ Hs is compact, by Proposition 2.4 and [8, Corollary 4.6] we
obtain the following results.

Theorem 3.7 Fix α > 1/2. Suppose the condition (E.1) holds. Then the stochastic flow
associated with the quasi-geostrophic equation (3.1) driven by additive noise has a compact
stochastic attractor in Hs.

Moreover, the Markov semigroup induced by the flow on Hs has an invariant measure ρ.

4 Upper semicontinuity of random attractors

In this section we consider the following equation

dθ + (Aαθ + u · ∇θ)dt = εdW. (4.1)

Now we fix the same s as in Section 3 and assume that G satisfies (E.1). By [13, Theorem 5.1],
the solution operator S : S(t)θ0 = θ(t, θ0) defines a semigroup in the space Hs, where θ(t, θ0)
is the solution of equation (4.1) with ε = 0 and initial value θ0 at time 0. Moreover, {S(t)}
possesses a global attractor A in Hs.

By Theorem 3.4 we obtain a continuous random dynamical system associated with (4.1)

φε : R+ × Ω×Hs → Hs.

First we prove for P -a.e. ω ∈ Ω and θ0 ∈ Hs, t0 ∈ R+

φε(t0, ϑ−t0ω)θ0 → S(t0)θ0 as ε→ 0,

i.e.
Sε(0,−t0;ω)θ0 → S(t0)θ0 as ε→ 0,

where Sε(0,−t0;ω)θ0 denote the stochastic flow associated with equation (4.1) obtained in
Section 3.

Proposition 4.1 Suppose the condition (E.1) holds. Then for P -a.e. ω ∈ Ω and t0 ∈ R+

and B ⊂ Hs bounded

lim
ε→0

sup
θ0∈B

|Λs[Sε(0,−t0, ω)θ0 − θ(t0; θ0)]| = 0.

Proof Denote θε(t, ω) = Sε(t,−t0;ω)θ0 for simplicity. Let ζε(t, ω) = θε(t, ω)− θ(t) where θ(t)

is the solution to the unperturbed equations with the same initial condition θ0 at −t0. Then
ζε satisfies

dζε + Aαζεdt+ (uζε · ∇ζε + uζε · ∇θ + uθ · ∇ζε)dt = εdW (t),

where uζε satisfies (1.3) with θ replaced by ζε. We use the change of variable

ηε = ζε − zε := ζε − ε

∫ t

−t0

e(t−l)AαdW (l),
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which satisfies the following equality in the weak sense,

dηε
dt

+ Aαηε + uηε+zε · ∇(ηε + zε) + uηε+zε · ∇θ + uθ · ∇(ηε + zε) = 0,

where uηε+zε = uζε . Since θ, θε ∈ C([−t0, T ], Hs) ∩ L2([−t0, T ], Hs+α), we obtain the following
estimate as in (3.14) by taking the scalar product with Λsek, multiplying both sides by ⟨ηε,Λsek⟩
and summing up over k, ,

1

2

d

dt
|Λsηε|2 + κ|Λs+αηε|2

≤⟨uηε+zε · ∇(ηε + zε) + uηε+zε · ∇θ + uθ · ∇(ηε + zε),Λ
2sηε⟩

≤C(∥ηε∥rLp |Λsηε|2 + ∥zε∥rLp |Λsηε|2 + |Λs−α+1+σ1zε|2|Λsηε|2 + ∥zε∥2Lp |Λs−α+1+σ1zε|2)
+ C[∥θ∥rLp + |Λs−α+1+σ1θ|2]|Λsηε|2 + C|Λs−α+1+σ1zε|2∥θ∥2Lp + C|Λs+αθ|2∥zε∥2Lp

+
κ

2
|Λs+αηε|2,

where σ1, r, p are as in (3.14) and we used Lemmas 2.7, 2.8, the interpolation inequality and
Young’s inequality in the last inequality. Here the calculation in the last inequality is similar
as in (3.14), so we omit the details. Then we have

1

2

d

dt
|Λsηε|2 ≤ h(t) + k(t)|Λsηε|2,

where
h(t) = C(|Λs−α+1+σ1zε|2∥θ∥2Lp + |Λs+αθ|2∥zε∥2Lp + ∥zε∥2Lp |Λs−α+1+σ1zε|2).
k(t) = C[∥ηε∥rLp + ∥zε∥rLp + ∥θ∥rLp + |Λs−α+1+σ1θ|2 + |Λs−α+1+σ1zε|2].

Since θ ∈ C([−t0,∞), Hs) ∩ L2
loc([−t0,∞), Hs+α) and supθ0∈B h(t) → 0 when ε → 0, by Gron-

wall’s lemma we obtain
sup
θ0∈B

|Λsηε(t)|2 → 0 as ε→ 0,

for all t ≥ −t0. Therefore
sup
θ0∈B

|Λsζε(t)|2 → 0 as ε→ 0.

�
By the computation in Lemma 3.6 we can easily check that

lim
ε→0

r2,ε(ω) ≤ rd,

with rd independent of ω ∈ Ω, where r2,ε is the random radius for the solution to (4.1) we
obtained in Lemma 3.6.

Then by [5, Theorem 2, Lemma 1] we obtain

Theorem 4.2 Suppose the condition (E.1) holds. Let Aε(ω) denote the random attractor
for φε. Then

lim
ε→0

d(Aε,A) = 0 P − a.s.

Moreover, the convergence above is upper semicontinuous in ε, that is

lim
ε→ε0

d(Aε(ω),Aε0(ω)) = 0 P − a.s.
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5 The triviality of the random attractor

In this section we assume that G satisfies the same condition as in Section 3 and we take s = 1
for simplicity. Then our assumption for G is

E0 := Tr(Λ(4+2ε0)GG∗) <∞.

Under this condition we will prove that if the viscosity constant κ is large enough or E0 is
small enough, the random attractor is trivial. The idea for the proof is inspired by the approach
in [12]. But for the stochastic quasi-geostrophic equation we need more delicate estimates.
Since for the stochastic quasi-geostrophic equation the dissipation term is not strong enough
and cannot control the nonlinear term, we will use Lp-norm estimate to control the nonlinear
term in a larger space. In the following we will prove for almost every realization of the noise,
trajectories starting from different initial conditions in H1 converge to each other in a larger
space H−1/2 which is the dual space of Sobolev space H1/2.

Lemma 5.1 Fix α > 1/2. Suppose the condition (E.1) holds with s = 1. If δ0 = κ −
2p/2Cp

RC
2p
S κ

1−p[p(p − 1)]p/2λ
−p/2
1 Ep/2

0 > 0, i.e. κ
3
2
p > 2p/2Cp

RC
2p
S [p(p − 1)]p/2Ep/2

0 for p = α+1
α− 1

2

,

where CS, CR are the constants for Sobolev embedding and Riesz transform respectively, then
for δ ∈ (0, δ0) and θ0 ∈ H1, there exists a positive random time τ = τ(t0, ω, θ0) independent of
θ̃0 such that for all t > τ + t0

|Λ−1/2(S(t, t0;ω)θ0 − S(t, t0;ω)θ̃0)|2 ≤ |Λ−1/2(θ0 − θ̃0)|2e−δ(t−t0).

Moreover, Eτ q <∞ for any q ∈ (0,+∞).

Proof We obtain that ρ := S(·, t0;ω)θ̃0 − S(·, t0;ω)θ0 satisfies the following equation in the
weak sense:

dρ(t)

dt
=− Aαρ− ũ · ∇θ̃ + u · ∇θ

=− Aαρ− u · ∇ρ− uρ · ∇θ̃,

where uρ, ũ satisfy (1.3) with θ replaced by ρ, θ̃ respectively and we write θ = S(·, t0;ω)θ0, θ̃ =
S(·, t0;ω)θ̃0 for simplicity. Taking the inner product with Λ−1ρ in H, and by

H−1⟨uρ · ∇θ̃,Λ−1ρ⟩H1 = 0,

(cf.[16]), we have
1

2

d

dt
|Λ− 1

2ρ|2 = −κ|Λα− 1
2ρ|2 − H−1⟨u · ∇ρ,Λ−1ρ⟩H1 .

We calculate

|H−1⟨u · ∇ρ,Λ−1ρ⟩H1 | ≤∥u∥Lp∥ρ∥Lp1∥∇Λ−1ρ∥Lp1 ≤ CS∥u∥Lp∥ρ∥H1/p∥∇Λ−1ρ∥H1/p

≤CSCR∥θ∥Lp∥Λ−1ρ∥2
H

1+ 1
p
≤ CSCR∥θ∥Lp∥Λ−1ρ∥2/r

H
1
2
∥Λ−1ρ∥2(1−

1
r
)

H
1
2+α

≤κ
2
|Λα− 1

2ρ|2 + Cr(
κ

2
)1−r∥θ∥rLp|Λ− 1

2ρ|2,

where CS, CR are the constants for Sobolev embedding and Riesz transform, respectively and
C = CSCR and we used H1/p ⊂ Lp1 in the second inequality and the interpolation inequality
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in the forth inequality and Young’s inequality in the last inequality. Here 1
p
+ 2

p1
= 1 for

p > 1
α− 1

2

, r = α
α− 1

2
− 1

p

. Then we obtain

d

dt
|Λ− 1

2ρ|2 ≤ −κ|Λα− 1
2ρ|2 + 2Cr(

κ

2
)1−r∥θ∥rLp |Λ− 1

2ρ|2.

Thus Gronwall’s lemma yields that

|Λ− 1
2ρ(t)|2 ≤ e(t−t0)Γ(t−t0;t0,θ0)|Λ− 1

2ρ(t0)|2,

where

Γ(t1; t0, θ0) = −κ+ 2Cr(
κ

2
)1−r 1

t1

∫ t1+t0

t0

∥θ(s)∥rLpds.

By Proposition A.2 we obtain

∥θ(t0 + t1)∥pLp + λ1

∫ t0+t1

t0

∫
T2

|θ(l)|pdξdl

≤∥θ0∥pLp + Cp
S[
1

2
p(p− 1)]p/2λ

− p−2
2

1 Ep/2
0 t1 + p

∫ t0+t1

t0

∫
T2

|θ(l)|p−2θ(l)dξdW (l).

Since p = α+1
α− 1

2

implies p = r, we obtain that

Γ(t1, t0; θ0) ≤− κ+ 2Cp(
κ

2
)1−p 1

t1

∫ t0+t1

t0

∥θ(s)∥pLpds

≤− κ+ 2Cp(
κ

2
)1−p 1

t1λ1
∥θ0∥pLp + 2p/2CpCp

Sκ
1−p[p(p− 1)]p/2λ

−p/2
1 Ep/2

0

+ 2Cp(
κ

2
)1−p p

t1λ1

∫ t0+t1

t0

∫
T2

|θ(l)|p−2θ(l)dξdW (l).

For M(t1; t0) := p
∫ t0+t1
t0

∫
T2 |θ(l)|p−2θ(l)dξdW (l), we have

⟨M⟩t1 ≤ Cp2E0
∫ t0+t1

t0

(

∫
T2

|θ(s)|p−1dξ)2ds,

where we use ∥[
∑

j(G(ej))
2]1/2∥L∞ ≤ [

∑
j ∥G(ej)∥2L∞ ]1/2 ≤ C(

∑
j |Λ1+εG(ej)|2)1/2. Then for

any m > 2

⟨M⟩mt1 ≤ Cp2mEm
0 (

∫ t0+t1

t0

(

∫
T2

|θ(s)|p−1dξ)2ds)m ≤ Cp2mEm
0 t

m−1
1

∫ t0+t1

t0

(

∫
T2

|θ(s)|2m(p−1)dξ)ds.

Since C0 := ∥θ0∥2m(p−1)

L2m(p−1) ≤ C∥θ0∥2m(p−1)

H1 < ∞, by Proposition A.2 there exists a constant

Cp,m(C0) such that E∥θ(t)∥2m(p−1)

L2m(p−1) ≤ Cp,m for t ≥ t0. Thus for Mn = supn−1≤t<nM(t; t0), we
have

P (|Mn| >
ελ1

4Cp(κ
2
)1−p

n) ≤ p2mEm
0 Cp,mn

m

( εκ
p−1λ1

2p+1Cp )2mn2m
.
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Now define the following random times

Tbound(t0, ω, θ0) := sup{n : |Mn| >
ελ1

4Cp(κ
2
)1−p

n}.

By Lemma A.3, we have if m > 1, then Tbound is finite almost surely. Define

N1 :=
2p+1Cp∥θ0∥pLp

κp−1λ1ε
.

Set
τ = max(Tbound, N1),

then we get that
n > τ ⇒ Γ(n; t0, θ0)− (−δ0) < ε.

Now we obtain for δ ∈ (0, δ0) and t > τ + t0,

|Λ−1/2ρ(t)|2 ≤ |Λ−1/2(θ0 − θ̃0)|2e−δ(t−t0).

For p0 ∈ (0,+∞) by Lemma A.3 Eτ p0 is finite. �
Now we will prove the main result of this section. First we will prove the existence of the

limit of the stochastic flow S(t, r, ω)θ0 constructed in Section 3 when time r goes to −∞. Then
selecting a strictly stationarity version of the limiting process is the random attractor desired.

Theorem 5.2 Fix α > 1/2. Suppose the condition (E.1) holds with s = 1. If δ0 = κ −
2p/2Cp

RC
2p
S κ

1−p[p(p − 1)]p/2λ
−p/2
1 Ep/2

0 > 0 for p = α+1
α− 1

2

, where CS, CR are the constants for

Sobolev embedding and Riesz transform respectively, then the RDS φ associated with the
stochastic quasi-geostrophic equation (3.1) has a compact random attractor A(ω) consisting of
a single point:

A(ω) = {η̃0(ω)}.

Moreover, the invariant measure is unique.

Proof First we prove that for all t ∈ R and there exists Ω1 ⊂ Ω such that P (Ω1) = 1 and for
ω ∈ Ω1 there exists a limit ηt(ω) such that

lim
r→−∞

|Λ−1/2(S(t, r;ω)θ0 − ηt(ω))| = 0.

For fixed t1 ∈ Z define
n∗(ω) := sup{n : τ(−n+ t1, ω, θ0) > n},

where τ(−n+ t1, ω, θ0) is the random time we obtained in Lemma 5.1. By the estimate for Mn

in the proof of Lemma 5.1 and definition of τ(−n+ t1, ω, θ0) we have for p0 ∈ (1,+∞)

Eτ(−n+ t1, ω, θ0)
p0 ≤ C(p0)
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Then by Lemma A.3 we know that E(n∗)p1 < ∞ for any p1 ∈ (1,+∞) and for t > t1, n1, n2 ∈
Z+, n1 > n2 > n∗ and θ0 ∈ H1,

|Λ−1/2(S(t,−n1 + t1;ω)θ0 − S(t,−n2 + t1;ω)θ0))|

≤
−n2−1∑
j=−n1

|Λ−1/2(S(t, j + 1 + t1;ω)θ0 − S(t, j + t1;ω)θ0)|

=

−n2−1∑
j=−n1

|Λ−1/2(S(t, j + 1 + t1;ω)S(j + t1 + 1, j + t1;ω)θ0 − S(t, j + 1 + t1;ω)θ0)|

≤
−n2−1∑
j=−n1

|Λ−1/2(S(j + 1 + t1, j + t1;ω)θ0 − θ0)|e−
δ
2
(t−(j+1+t1)),

(5.1)

where we used Lemma 5.1 and t−(j+1+t1) > τ(j+1+t1, ω, θ0) for any j ∈ N,−n1 ≤ j ≤ −n2−1
in the last inequality. Now define the following random time

τ0 := sup{n : |Λ−1/2S(−n+ 1 + t1,−n+ t1;ω)θ0| >
εδ2

8
n},

Since θ0 ∈ H1 by Proposition A.2 there exists a constant C(m) such that

E|S(−n+ 1 + t1,−n+ t1;ω)θ0|m ≤ C(m),

for m,n ∈ N. Then by Lemma A.3 Eτ p0 < ∞ for any p ∈ (1,+∞). Define Ω0 := {ω :
τ0(ω) ∨ n∗(ω) <∞} and then P (Ω0) = 1. For ω ∈ Ω0 and n1 > n2 > n∗ ∨ τ0, by (5.1) we have

|Λ−1/2(S(t,−n1 + t1;ω)θ0 − S(t,−n2 + t1;ω)θ0)| ≤ Cεe−
δ
2
t.

Therefore, for all t > t1 there exists a process ηt(ω) such that

lim
n→−∞

|Λ−1/2(S(t, n+ t1;ω)θ0 − ηt(ω))| = 0. (5.2)

Since t1 is arbitrary we can define η for all time. Now we want to prove the convergence in
(5.2) is satisfied from any initial time.

For ω ∈ Ω0, n > n∗ ∨ τ0 and r ∈ [−n− 1,−n] we obtain for θ̃0 ∈ H1

|Λ−1/2(S(t,−n+ t1;ω)θ0 − S(t, r + t1;ω)θ̃0)|2

=|Λ−1/2(S(t,−n+ t1;ω)S(−n+ t1, r + t1;ω)θ̃0 − S(t,−n+ t1;ω)θ0)|2

≤(|S(−n+ t1, r + t1;ω)θ̃0|2 + C)e−δ(t+n−t1),

(5.3)

where we used Lemma 5.1 in the last inequality. By the same argument as (3.17) we have for
r ∈ [−n− 1,−n]

|S(−n+ t1, r + t1;ω)θ̃0|2 ≤ 2|v(−n+ t1, r + t1, ω, θ̃0 − z(r + t1))|2 + 2|z(−n+ t1)|2

≤2e
∫−n+t1
r+t1

µ(l)dl|θ̃0 − z(r + t1)|2 + 2

∫ −n+t1

r+t1

e
∫−n+t1
σ µ(l)dlp(σ)dσ + 2|z(−n+ t1)|2,
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where
µ(t) = −λ1 + c1∥∇z(t)∥L∞ , p(t) = c∥∇z(t)∥2L∞ · |z(t)|2 + cγ|z(t)|2.

By (3.5) there exists Ω2 ⊂ Ω such that P (Ω2) = 1 and for any ε > 0, ω ∈ Ω2 there exists N0(ω)
such that for t > N0, c1∥∇z(−t)∥L∞ ≤ εt. By this we obtain for n > N0 + t1

|S(−n+ t1, r + t1;ω)θ̃0|2 ≤2e
∫−n+t1
r+t1

(−λ1−εl)dl|θ̃0 − z(r + t1)|2

+ 2

∫ −n+t1

r+t1

e
∫−n+t1
σ (−λ1−εl)dlp(σ)dσ + 2|z(−n+ t1)|2

≤2eε(n+
1
2
−t1)|θ̃0 − z(r + t1)|2

+ 2

∫ −n+t1

−n−1+t1

eε(n+
1
2
−t1)p(σ)dσ + 2|z(−n+ t1)|2

(5.4)

Combining (5.3) and (5.4) we obtain for n > (n∗ ∨ τ0) ∨ (N0 + t1)

sup
r∈[−n−1,−n]

|Λ−1/2(S(t,−n+ t1;ω)θ0 − S(t, r + t1;ω)θ̃0)|2

≤[2eε(n+
1
2
−t1)|θ̃0 − z(r + t1)|2

+ 2

∫ −n+t1

−n−1+t1

eε(n+
1
2
−t1)p(σ)dσ + 2|z(−n+ t1)|2 + C]e−2δ(t+n−1−t1)

Choosing ε < δ we obtain that for ω ∈ Ω1 := Ω0 ∩ Ω2,

lim
r→−∞

|Λ−1/2(S(t, r + t1;ω)θ0 − ηt(ω))| = 0.

Moreover, for ω ∈ Ω1, −∞ < t1 < t2 < +∞ and any bounded set B in H1

lim
r→−∞

sup
t∈[t1,t2]

sup
θ0∈B

|Λ−1/2(S(t, r;ω)θ0 − ηt(ω))| = 0, (5.5)

which also implies that ηt(ω) is independent of θ0, t1.
For θ0 ∈ H1, by similar arguments as the proof of Lemma 3.6 we obtain that there exists

K(t1, t2, ω) such that

sup
t∈[t1,t2]

|Λ1+δηt(ω)| ≤ lim sup
r→−∞

sup
t∈[t1,t2]

|Λ1+δS(t, r;ω)θ0| ≤ K(t1, t2, ω) P − a.s. (5.6)

Thus the interpolation inequality and (5.5), (5.6) yield that

lim
r→−∞

sup
t∈[t1,t2]

|Λ(S(t, r;ω)θ0 − ηt(ω))|

≤ lim
r→−∞

C sup
t∈[t1,t2]

|Λ−1/2(S(t, r;ω)θ0 − ηt(ω))|β1 sup
t∈[t1,t2]

|Λ1+δ(S(t, r;ω)θ0 − ηt(ω))|1−β1 = 0,

(5.7)
where β1 = δ

3
2
+δ
. From (5.6) and (5.7) we know that for almost all ω, η(ω) ∈ C(R;H1) ∩

L2
loc(R;H1+δ). Since for t ≥ r

S(0, r − t;ϑtω)θ0 = S(t, r;ω)θ0,
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letting r → −∞ and by (5.5) we obtain

η0(ϑtω) = ηt(ω) P − a.s.,

with the zero set depending on t. Now we can use Proposition 2.6 to deduce the existence of
an indistinguishable process η̃ such that for all ω ∈ Ω

η̃0(ϑtω) = η̃t(ω),

and η̃(ω) ∈ C(R;H1) ∩ L2
loc(R;H1+δ).

Now we define
A(ω) = {η̃0(ω)}.

Since x 7→ φ(t, ω)x is continuous in H1, we get that P -a.s.

φ(t, ω)A(ω) =φ(t, ω) lim
r→−∞

S(0, r;ω)θ0

= lim
r→−∞

S(t, r;ω)θ0

={η̃t(ω)}
=A(ϑt(ω)),

which implies the invariance of A. Now for any bounded set B ⊂ H1 P -a.s.

lim
r→−∞

sup
θ0∈B

|Λ(S(0, r;ω)θ0 − η̃0(ω))|

≤C lim
r→−∞

sup
θ0∈B

|Λ−1/2(S(0, r;ω)θ0 − η̃0(ω))|β1 |Λδ+1(S(0, r;ω)θ0 − η̃0(ω))|1−β1 = 0,

which implies that A attracts all the deterministic bounded sets. Now the first result follows.
The uniqueness of the invariant measures is then obvious. �

6 Multiplicative noise

In this section we consider the abstract stochastic evolution equation with Stratonovich multi-
plicative noise in place of Eqs (1.1)-(1.3),

dθ + Aαθ + u(t) · ∇θ(t)dt+
m∑
j=1

bjθ ◦ dwj(t) = 0, (6.1)

where u satisfies (1.3), b1, ..., bm ∈ R andW = (wj(t), 1 ≤ j ≤ m), are two-sidedWiener process-
es on the canonical Wiener space (Ω,F ,Ft, P ), i.e. Ω = C0(R,Rm) := {w ∈ C(R,Rm), w(0) =
0}, W (ω)(t) := ω(t), Ft is canonical filtration and ϑt is the Wiener shift given by ϑtω :=
ω(t+ ·)−ω(t) and P = the law of W . Here we have that wj, 1 ≤ j ≤ m have strictly stationary
increments, i.e. for all t, r ∈ R, ω ∈ Ω,

wj(t, ω)− wj(r, ω) = wj(t− r, ϑrω)− wj(0, ϑrω).
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Consider the process
β(t) = e−

∑m
j=1 bjwj(t).

Then, formally, the process v(t) defined by the time change

v(t) = β(t)θ(t),

satisfies the equation (which depends on a random parameter)

dv

dt
+ Aαv + β−1uv · ∇v = 0, (6.2)

where uv satisfies (1.3) with v in place of θ.
Then by similar arguments as the proof of Theorems 3.1-3.3, one can show that for every

ω ∈ Ω the following holds for s > 2(1− α):
(i) For all t0 ∈ R and v0 ∈ Hs, there exists a unique solution v ∈ C([t0,∞);Hs) ∩

L2
loc(t0,∞;Hs+α) of equation (6.2) satisfying v(t0) = v0.
(ii) If such solution is denoted by v(t, ω, t0, v0), the mapping v0 → v(t, ω; t0, v0) is continuous

in Hs for all t ≥ t0.
Then we define

φ(t, ω)θ0 := β(t, ω)−1v(t, ω; 0, θ0), t ≥ 0.

S(t, r;ω)θ0 := β(t, ω)−1v(t, ω; r, θ0β(r, ω)), t, r ∈ R.

Theorem 6.1 Fix α > 1/2. φ(t, ω) is a continuous random dynamical system, and S(t, r;ω)
is a continuous stochastic flow, which is called the stochastic flow associated with the quasi-
geostrophic equation driven by multiplicative noise.

Proof By the ω-wise uniqueness of the solution to equation (6.2) obtained above, we have that

S(t, r;ω) = S(t, l;ω)S(l, r;ω),

S(t, r;ω)x = S(t− r, 0;ϑrω)x,

φ(t+ r, ω) = φ(t, ϑrω) ◦ φ(r, ω),

for all t, l, r ∈ R and for all ω ∈ Ω. It remains to prove the measurability of φ : R+×Ω×Hs →
Hs. Since φ(t, ω)θ0 = β(t, ω)−1v(t, ω; 0, θ0), t 7→ v(t, ω; 0, θ0) and θ0 7→ v(t, ω; 0, θ0) is continu-
ous, we only need to prove the measurability of ω 7→ v(t, ω; 0, θ0). By the ω-wise uniqueness of
the solutions to (6.2) each subsequence of the convolution approximation vn(t, ω; 0, θ0) we used
in the proof of existence of solutions to (6.2) has a subsequence converging to v(t, ω; 0, θ0) in
L2([t1, t2], H

s) for some t1 ≤ t ≤ t2. Thus we obtain that the whole sequence of vn(t, ω; 0, θ0)
converges to v(t, ω; 0, θ0) in L

2([t1, t2], H
s), which implies the measurability of ω 7→ v(t, ω; 0, θ0).

�
Fix t0 < −3. Now we start with some useful estimates which lead to the proof of the

existence of an absorbing set for the solutions in the space Hs for s > 2(1− α). For s < 1, we
choose p such that 2

2α−1
< p ≤ 2

1−s
and for s ≥ 1 we take any p satisfying 2

2α−1
< p < ∞. In

the following we fix such p, we have Hs ⊂ Lp.
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Lemma 6.2
|v(t)|2 ≤ |v(t0)|2e−2λ1(t−t0), t ≥ t0.

Furthermore,

|v(t+ 1)|2 + κ

∫ t+1

t

|Λαv|2dr ≤ |v(t0)|2e−2λ1(t−t0), t ≥ t0. (6.3)

Proof By above we have v ∈ C([t0,+∞);Hs). Multiplying (6.2) with v and taking the inner

product in L2, we have
d

dt
|v|2 + 2κ|Λαv|2 ≤ 0.

Then Gronwall’s lemma yields that

|v(t)|2 ≤ |v(t0)|2e−2λ1(t−t0), t ≥ t0,

which implies that

|v(t+ 1)|2 + 2κ

∫ t+1

t

|Λαv|2dr ≤ |v(t)|2 ≤ |v(t0)|2e−2λ1(t−t0), t ≥ t0.

�

Lemma 6.3 For p as above, we have

∥v(t)∥Lp ≤ ∥v(t0)∥Lp exp{−2λ1
p

(t− t0)}, t ≥ t0. (6.4)

Proof Multiplying (6.2) with p|v|p−2v, taking the inner product in L2 and using Lemma A.1

we have
d

dt
∥v∥pLp + 2λ1∥v∥pLp ≤ 0.

By Gronwall’s lemma, we obtain (6.4). We can choose a similar approximation vn as in the
proof of Theorem 3.1 to make it rigorously. �

Lemma 6.4 There exists random radius r1(ω) > 0, c1(ω) > 0, and c2(ω) > 0, such that for
all ρ > 0 there exists t(ω) ≤ −3 such that the following holds P -a.s. : For all t0 ≤ t(ω) and
all θ0 ∈ Hs with |Λsθ0| ≤ ρ, the solution v(t, ω; t0, β(t0, ω)θ0) with v(t0) = β(t0)θ0 satisfies the
following inequalities:

|Λsv(−1, ω; t0, β(t0, ω)θ0)|2 ≤ r21(ω). (6.5)

|Λsv(t, ω; t0, β(t0, ω)θ0)|2 ≤ c1(ω), t ∈ [−1, 0]. (6.6)∫ 0

−1

|Λs+αv(t, ω; t0, β(t0, ω)θ0)|2dt ≤ c2(ω). (6.7)

Proof To prove Lemma 6.4, first we give the Hs-norm estimates of the solutions to (6.2).
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[Hs-norm estimates] Since the solution of (6.2) v ∈ C([t0,∞);Hs)∩L2
loc(t0,∞;Hs+α), we

obtain for s0 ≤ s the following estimate by taking the inner product in L2 with Λs0ek for (6.2),
multiplying both sides by ⟨v,Λs0ek⟩, and summing up over k:

d

dt
|Λs0v|2 + κ|Λs0+αv|2 ≤Cβ−1|Λs0+αv||Λs0−α+1+σ1v|∥v∥Lp

≤κ
2
|Λs0+αv|2 + C(β−1∥v∥Lp)r|Λs0v|2

≤κ
2
|Λs0+αv|2 + C(∥θ(t0)∥Lpβ(t)−1β(t0) exp{−

2λ1
p

(t− t0)})r|Λs0v|2,

(6.8)
where 0 < σ1 = 2

p
< 2α − 1, r := 2α

2α−1−σ1
as in (3.14). We used Lemmas 2.7, 2.8 in the first

inequality, the interpolation inequality and Young’s inequality in the second inequality and
(6.4) in the last inequality. Here the calculation is similar as (3.14) and we omit the details.

By Gronwall’s lemma we have for l ∈ [−2,−1]

|Λs0v(−1)|2 ≤|Λs0v(l)|2 exp{
∫ −1

l

C(∥θ(t0)∥Lpβ(τ)−1β(t0) exp{−
2λ1
p

(τ − t0)})rdτ}

≤|Λs0v(l)|2C exp{
∫ −1

−2

C(β(τ)−r exp{−2rλ1
p

τ})dτ∥θ(t0)∥rLpβ(t0)
r exp{2rλ1

p
t0}}.

(6.9)
Integrating l over [−2,−1], we obtain

|Λs0v(−1)|2 ≤C
∫ −1

−2

|Λs0v(l)|2dl exp{
∫ −1

−2

C(β(τ)−r exp{−2rλ1
p

τ})dτ∥θ(t0)∥rLpβ(t0)
r exp{2rλ1

p
t0}}.

(6.10)
Thus for s0 = α, (6.3) yields that

|Λαv(−1)|2 ≤C|v(t0)|2e2λ1t0 exp{
∫ −1

−2

C(β(τ)−r exp{−2rλ1
p

τ})dτ∥θ(t0)∥rLpβ(t0)
r exp{2rλ1

p
t0}}.

(6.11)
By a similar calculation, we also get

|Λαv(−2)|2 ≤C|v(t0)|2e2λ1t0 exp{
∫ −2

−3

C(β(τ)−r exp{−2rλ1
p

τ})dτ∥θ(t0)∥rLpβ(t0)
r exp{2rλ1

p
t0}}.

(6.12)
Hence by (6.8) and Gronwall’s lemma, we have for t ∈ [−2,−1],

|Λαv(t)|2 ≤|Λαv(−2)|2 exp{
∫ t

−2

C(∥θ(t0)∥Lpβ(τ)−1β(t0) exp{−
2λ1
p

(τ − t0)})rdτ}

≤C|v(t0)|2e2λ1t0 exp{
∫ −1

−3

C(β(τ)−r exp{−2rλ1
p

τ})dτ∥θ(t0)∥rLpβ(t0)
r exp{2rλ1

p
t0}}.

(6.13)
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Moreover, by (6.8), (6.12) and (6.13) we obtain∫ −1

−2

|Λ2αv(l)|2dl ≤C|Λαv(−2)|2 + C

∫ −1

−2

(∥θ(t0)∥Lpβ(τ)−1β(t0) exp{−
2λ1
p

(τ − t0)})rdτ

sup
−2≤t≤−1

|Λαv(t)|2

≤C|Λαv(−2)|2 + C|v(t0)|2e2λ1t0 exp{
∫ −1

−3

C(β(τ)−r exp{−2rλ1
p

τ})dτ

∥θ(t0)∥rLpβ(t0)
r exp{2rλ1

p
t0}}

≤C|v(t0)|2e2λ1t0 exp{
∫ −1

−3

C(β(τ)−r exp{−2rλ1
p

τ})dτ∥θ(t0)∥rLpβ(t0)
r exp{2rλ1

p
t0}}.

Therefore by the same arguments as above and a boot-strapping argument, we get for s >
2(1− α),

|Λsv(−1)|2 ≤C|v(t0)|2e2λ1t0 exp{
∫ −1

−3

C(β(τ)−r exp{−2rλ1
p

τ})dτ∥θ(t0)∥rLpβ(t0)
r exp{2rλ1

p
t0}}.

(6.14)
Then by (6.8) we have for t ∈ [−1, 0], s > 2(1− α)

|Λsv(t)|2 ≤|Λsv(−1)|2 exp{
∫ 0

−1

C(∥θ(t0)∥Lpβ(τ)−1β(t0) exp{−
2λ1
p

(τ − t0)})rdτ}

≤C|v(t0)|2e2λ1t0 exp{
∫ 0

−3

C(β(τ)−r exp{−2rλ1
p

τ})dτ∥θ(t0)∥rLpβ(t0)
r exp{2rλ1

p
t0}},

(6.15)
and∫ 0

−1

|Λs+αv(l)|2dl ≤C|Λsv(−1)|2 + C

∫ 0

−1

(∥θ(t0)∥Lpβ(t)−1β(t0) exp{−
2λ1
p

(t− t0)})rdt sup
−1≤t≤0

|Λsv|2

≤C|v(t0)|2e2λ1t0 exp{
∫ 0

−3

C(β(τ)−r exp{−2rλ1
p

τ})dτ∥θ(t0)∥rLpβ(t0)
r exp{2rλ1

p
t0}}.

(6.16)
[Absorption in Hs at time t = −1]
Since

lim
t→−∞

1

t

m∑
j=1

bjwj(t) = 0 P − a.s.,

we have that

β(t0)
r exp{2rλ1

p
t0} → 0 as t0 → −∞ P − a.s..

Then for |Λsθ0| ≤ ρ, choose t(ω) such that

∥θ(t0)∥rLpβ(t0)
r exp{2rλ1

p
t0} ≤ 1,
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|v(t0)|2eλ1t0 ≤ 1,

for all t0 ≤ t(ω). Hence by (6.14) we get (6.5). (6.6) and (6.7) can be obtained similarly by
(6.15) and (6.16). �

Lemma 6.5 There exists a random radius r2(ω) > 0, such that for all ρ > 0 there exists
t(ω) ≤ −1 such that the following holds P -a.s.: For all t0 ≤ t(ω) and all θ0 ∈ Hs with |Λsθ0| ≤ ρ,
the solution v(t, ω; t0, β(t0, ω)θ0) with v(t0) = β(t0)θ0 satisfies the inequality

|Λs+αθ(0, ω; t0, θ0)|2 ≤ r22(ω).

Proof By (6.7) we have for almost every l ∈ [−1, 0], v(l) ∈ Hs+α. Then by a similar argument

as in the proof of Theorem 3.1 we obtain the solution v ∈ L∞
loc([l,∞);Hs+α)∩L2

loc([l,∞);Hs+2α).
By a similar estimate as (6.8) we get that

d

dt
|Λs+αv|2 + κ|Λs+2αv|2 ≤Cβ−1|Λs+2αv||Λs+1+σ1v|∥v∥Lp

≤κ
2
|Λs+2αv|2 + C(β−1∥v∥Lp)r|Λs+αv|2

≤κ
2
|Λs+2αv|2 + C(∥θ(t0)∥Lpβ−1(t)β(t0) exp{−

2λ1
p

(t− t0)})r|Λs+αv|2,

where σ1, r, p are as in (3.14) and we used Lemmas 2.7, 2.8, the interpolation inequality and
Young’s inequality in the second inequality and Lemma 6.3 in the last inequality. Therefore
Gronwall’s lemma implies that

|Λs+αv(0)|2 ≤|Λs+αv(l)|2 exp{
∫ 0

l

C(∥θ(t0)∥Lpβ−1(τ)β(t0) exp{−
2λ1
p

(τ − t0)})rdτ}

≤|Λs+αv(l)|2 exp{
∫ 0

−1

C(β(τ)−r exp{−2rλ1
p

τ})dτ∥θ(t0)∥rLpβ(t0)
r exp{2rλ1

p
t0}}.

Integrating l over [−1, 0] and by (6.16) we have

|Λs+αθ(0)|2 = |Λs+αv(0)|2

≤
∫ 0

−1

|Λs+αv(l)|2dl exp{
∫ 0

−1

C(β(τ)−r exp{−2rλ1
p

τ})dτ∥θ(t0)∥rLpβ(t0)
r exp{2rλ1

p
t0}}

≤C|v(t0)|2e2λ1t0 exp{
∫ 0

−3

C(β(τ)−r exp{−2rλ1
p

τ})dτ∥θ(t0)∥rLpβ(t0)
r exp{2rλ1

p
t0}}.

From this and a similar argument as in the last step of the proof of Lemma 6.4 we have the
absorption of φ in Hs+α at time t = 0. �

Thus by Proposition 2.4 and [8, Corollary 4.6] we obtain the following results.

Theorem 6.6 Fix α > 1/2. The stochastic flow associated with the quasi-geostrophic
equation driven by multiplicative noise (6.1) has a compact stochastic attractor in Hs.

Moreover, the Markov semigroup induced by the flow on Hs has an invariant measure ρ.
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Appendix In the appendix we will collect some useful results we proved in [17] for the reader’s
convenience.

Lemma A.1 ( [17, Lemma 7.4.1] ) For α ∈ (0, 1), and θ ∈ H1 with Λ2αθ ∈ L2, for some
2 < p <∞, then ∫

|θ|p−2θ(κΛ2α − 2λ1
p

)θ ≥ 0.

Proposition A.2 ([17, Proposition 7.4.2]) Let α > 1
2
. Suppose (E.1) holds with s = 1. Then

for θ0 ∈ Lp, let θ denote the solution of equation (3.1) with the initial value θ0 at time t0. Then
for 2 < p <∞, t > t0

∥θ(t)∥pLp + λ1

∫ t

t0

∫
T2

|θ(l)|pdξdl

≤∥θ0∥pLp + Cp
S[
1

2
p(p− 1)]p/2λ

− p−2
2

1 Ep/2
0 (t− t0) + p

∫ t

t0

∫
T2

|θ(l)|p−2θ(l)dξdW (l),

and

E∥θ(t)∥pLp ≤ ∥θ0∥pLpe−λ1(t−t0) +
C

λ1
(1− e−λ1(t−t0)).

The following Lemma is a technical result from [12, Lemma 5]. Let {Xn} be a sequence
of real random variables indexed by n. Let f : Z+ → R+. Define the random variable
Tbound({Xn}, f) to be the smallest positive integer such that m > Tbound({Xn}, f) ⇒ |Xm| <
f(m).

Lemma A.3 Assume that

P (|Xn| ≥ εnδ) ≤ E|Xn|p

npδεp
≤ C

npδ−rεp
,

for some ε, δ, p, C > 0 and r ≥ 0. Then E[Tbound({Xn}, εδn)]q <∞ for q ∈ (0, pδ − (1 + r)).
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