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1 Introduction

We consider the following abstract stochastic differential equation in a separable Hilbert
space H

dXt = (AXt +B(Xt))dt+ dWt, t ≥ 0, X0 = x ∈ H, (1)

where A : D(A) ⊂ H → H is self-adjoint, negative definite and such that (−A)−1+δ,
for some δ ∈ (0, 1), is of trace class, B : H → H and W = (Wt) is a cylindrical
Wiener process. In [5] under the assumption that B is Borel measurable and (globally)
bounded we prove pathwise uniqueness of solutions to (1). A natural generalization is
to extend it to the case where we only assume that B is Borel measurable and locally
bounded (i.e., bounded on balls):

B ∈ Bb,loc(H,H). (2)

In this paper we prove that assuming (2) pathwise uniqueness holds for µ-a.e. initial
condition x in the class of global mild solutions to (1). Here µ denotes the Gaussian
measure which is invariant for the Ornstein-Uhlenbeck process Z = (Zt) which solves
(1) when B = 0 (see Section 1.1 for more details).

In other words if for some initial condition x ∈ H, µ-a.e., there exists a solution
for (1) on some filtered probability space (Ω,F , (Ft),P) with a cylindrical (Ft)-Wiener
process W then our main result shows that this solution is pathwise unique. This is in
particular the case when

B is measurable and at most of linear growth (3)

(i.e., B is measurable and there exists a, b ≥ 0 such that |B(x)| ≤ a + b|x|, x ∈ H),
because then existence of weak mild solutions is well-known (see Chapter 10 in [6],
[11, 14] and also Appendix in [5]). Moreover, under condition (3), the unique law
of any mild solution Xx is equivalent to the law of the Ornstein-Uhlenbeck process
starting at x (corresponding to B = 0).

By our main result, using a generalization of the Yamada-Watanabe theorem (see
[18, 21]), one deduces that under (3) equation (1) has a unique strong mild solution,
for µ-a.e. x ∈ H, generalizing A. Veretennikov’s seminal result [26] in the case H = Rd

(see also [9, 10, 15, 16, 17, 25, 27, 28]) to infinite dimensions.
In Section 4 we generalize this by relaxing assumption (3). We prove existence

of strong mild solutions, starting from µ-a.e. initial condition x ∈ H, when B ∈
Bb,loc(H,H) and moreover there exist C > 0, p > 0, such that

〈B (y + z) , y〉 ≤ C
(
|y|2 + ep|z| + 1

)
(4)

for all y, z ∈ H (see also Remark 17). Finally in Section 4.3 we show a possible
extension of our result by considering local mild solutions.

In order to prove pathwise uniqueness for (1) we will consider bounded truncated
drifts like

BN = B 1B(0,N), N ≥ 1, (5)

2



where B(0, N) is the open ball of center 0 and of radius N and 1B(0,N) is the indicator
function of B(0, N), by performing a suitable stopping time argument. This argument
is not straightforward since it must be also used in combination with the Ito-Tanaka
trick from [5] (see also [8, 12, 13, 23, 26]).

In addition in this paper we also simplify some arguments used in [5] in the case of
B ∈ Bb(H,H) (see, in particular, Lemma 8). Before stating our main result precisely,
let us recall the following definition (cf. [21] and [18]).

Definition 1. Let x ∈ H.
(a) We call weak mild solution to (1) a tuple (Ω,F , (Ft),P,W,X), where (Ω,F , (Ft),P)
is a filtered probability space on which it is defined a cylindrical (Ft)-Wiener process W
and a continuous (Ft)-adapted H-valued process X = (Xt) = (Xt)t≥0 such that, P-a.s.,

Xt = etAx+

∫ t

0

e(t−s)AB (Xs) ds+

∫ t

0

e(t−s)AdWs, t ≥ 0. (6)

(b) A weak mild solution X which is (F̄Wt )-adapted (here (F̄Wt ) denotes the completed
natural filtration of the cylindrical process W ) is called strong mild solution.

We will often use stopping times

τXN = inf{t ≥ 0 : Xt 6∈ B(0, N)} (7)

(τXN = +∞ if the set is empty), N ≥ 1.
In our main result we consider two mild solutions X and Y , having the same initial

condition x ∈ H, and solving the same equation (1) but with possibly different drift
terms, respectively B and B′ ∈ Bb,loc(H,H), i.e.,

dXt = (AXt +B(Xt))dt+ dWt, X0 = x, (8)

dYt = (AYt +B′(Yt))dt+ dWt, Y0 = x. (9)

Theorem 1. Assume Hypothesis 1 (see Section 1.1) and let µ be the centered Gaussian
measure on H with covariance Q = −1

2
A−1.

Then for µ-a.e. x ∈ H, if X and Y are two weak mild solutions, respectively of
(8) and (9), defined on the same filtered probability space (Ω,F , (Ft),P) with the same
cylindrical Wiener process W , and if, for some N ≥ 1,

B(x) = B′(x), x ∈ B(0, N), (10)

then, P-a.s.,
Xt∧τXN ∧τ

Y
N

= Yt∧∧τXN ∧τYN , t ≥ 0, (11)

and so τXN = τYN , P-a.s..
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Above we restrict to W which are cylindrical with respect to the eigenbasis of A
(see Section 1.1 for details). Clearly if B = B′ the result implies that, P-a.s.,

Xt = Yt, t ≥ 0. (12)

Indeed using that τXN ↑ +∞ and τYN ↑ +∞ as N → ∞ (because X and Y are both
global solutions) we deduce easily (12) from (11).

The proof of Theorem 1, performed in Section 3, uses a truncation argument and
regularity results for elliptic equations in Hilbert spaces involving truncated drift terms
BN (cf. (5)). Such regularity results are given in Section 2, where we also establish
an Itô type formula involving u(Xt) with u in some Sobolev space associated to µ (see
Theorem 10). In comparison with [5] to prove such an Itô type formula we use a new
analytic lemma (see Lemma 8).

There are several other quite essential differences in comparison with [5] in our
proof. We refer to Remarks 9 and 12 for details.

1.1 Assumptions and preliminaries

As in [5] we are given a real separable Hilbert space H and denote its norm and inner
product by |·| and 〈·, ·〉 respectively. We follow [4, 6, 7, 22], and assume

Hypothesis 1 A : D(A) ⊂ H → H is a negative definite self-adjoint operator and
(−A)−1+δ, for some δ ∈ (0, 1), is of trace class.

Remark 2. Our uniqueness result continues to hold under the following more general
assumption: A : D(A) ⊂ H → H is self-adjoint and there exists ω ∈ R such that
(A − ω) is negative definite and (ω − A)−1+δ, for some δ ∈ (0, 1), is of trace class.
Indeed if we write equation (1) in the form

dXt = (AXt − ωXt)dt + (ωXt +B(Xt))dt+ dWt, X0 = x ∈ H,

then the linear operator (A−ωI) verifies Hypothesis 1 and the drift ωI +B continues
to satisfy (2).

Since A−1 is compact, there exists an orthonormal basis (ek) in H and a sequence
of positive numbers (λk) such that

Aek = −λkek, k ∈ N. (13)

Recall that A generates an analytic semigroup etA on H such that etAek = e−λktek.
From now on until and including Section 3 we fix (Ω,F , (Ft),P), W , X and Y as

in the assertion of Theorem 1. As said before we will consider a cylindrical Wiener
process Wt with respect to the previous basis (ek). The process Wt is formally given by
“Wt =

∑
k≥1 βk(t)ek” where βk(t) are independent one dimensional Wiener processes

(see [6] for more details).
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By Rt we denote the Ornstein-Uhlenbeck semigroup in Bb(H) (the Banach space
of Borel and bounded real functions endowed with the essential supremum norm ‖ · ‖0)
defined as

Rtϕ(x) =

∫
H

ϕ(y)N(etAx,Qt)(dy), ϕ ∈ Bb(H), (14)

where N(etAx,Qt) is the Gaussian measure in H of mean etAx and covariance operator
Qt given by,

Qt = −1

2
A−1(I − e2tA), t ≥ 0. (15)

We note that Rt has the unique invariant measure µ := N(0, Q) where Q = −1
2
A−1.

Moreover, since under the previous assumptions, the Ornstein-Uhlenbeck semigroup is
strong Feller and irreducible we have by Doob’s theorem that, for any t > 0, x ∈ H, the
measures N(etAx,Qt) and µ are equivalent (see [7]). On the other hand, our assumption
that (−A)−1+δ is trace class guarantees that the OU process

Zt = Z(t, x) = etAx+

∫ t

0

e(t−s)AdWs (16)

has a continuous H-valued version.
If H and K are separable Hilbert spaces, the Banach space Lp(H,µ; K), p ≥ 1,

is defined to consist of equivalent classes of measurable functions f : H → K such
that

∫
H
|f |pK µ(dx) < +∞ (if K = R we set Lp(H,µ;R) = Lp(H,µ)). We also use the

notation Lp(µ) instead of Lp(H,µ,K) when no confusion may arise.
The semigroup Rt can be uniquely extended to a strongly continuous semigroup of

contractions on Lp(H,µ), p ≥ 1, which we still denote by Rt, whereas we denote by
Lp (or L when no confusion may arise) its infinitesimal generator, which is defined on
smooth functions ϕ as

Lϕ(x) =
1

2
Tr(D2ϕ(x)) + 〈Ax,Dϕ(x)〉,

where Dϕ(x) and D2ϕ(x) denote respectively the first and second Fréchet derivatives
of ϕ at x ∈ H. For Banach spaces E and F we denote by Ck

b (E,F ), k ≥ 1, the
Banach space of all functions f : E → F which are bounded and Fréchet differentiable
on E up to order k ≥ 1 with all derivatives bounded and continuous. We also set
Ck
b (E,R) = Ck

b (E).
According to [7], for any ϕ ∈ Bb(H) and any t > 0 one has Rtϕ ∈ C∞b (H) =

∩k≥1Ck
b (H). Moreover,

〈DRtϕ(x), h〉 =

∫
H

〈Λth,Q
− 1

2
t y〉ϕ(etAx+ y)N(0, Qt)(dy), h ∈ H, (17)

where Qt is as defined in (15),

Λt = Q
−1/2
t etA =

√
2 (−A)1/2etA(I − e2tA)−1/2 (18)
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and y 7→ 〈Λth,Q
− 1

2
t y〉 is a centered Gaussian random variable under µt = N(0, Qt)

with variance |Λth|2 for any t > 0 (cf. Theorem 6.2.2 in [6]). Since

Λtek =
√

2 (λk)
1/2e−tλk(1− e−2tλk)−1/2ek,

we see that there exists C ′0 > 0 such that ‖Λt‖ ≤ C ′0 t
− 1

2 .
In the sequel ‖·‖ always denotes the Hilbert-Schmidt norm; on the other hand ‖·‖L

indicates the operator norm. By (17) we deduce

sup
x∈H
|DRtϕ(x)| = ‖DRtϕ‖0 ≤ C0 t

− 1
2‖ϕ‖0, t > 0, (19)

which by taking the Laplace transform yields

‖D (λ− L2)
−1ϕ‖0 ≤

C0

λ
1
2

‖ϕ‖0, λ > 0.

Similarly, we find
‖DRtϕ‖L2(µ) ≤ C0t

− 1
2 ‖ϕ‖L2(µ)

and

‖D (λ− L2)
−1ϕ‖L2(µ) ≤

C0

λ
1
2

‖ϕ‖L2(µ).

Recall that the Sobolev space W 2,p(H,µ), p ≥ 1, is defined in Section 3 of [3] as the
completion of a suitable set of smooth functions endowed with the Sobolev norm (see
also Section 9.2 in [6] for the case p = 2 and [24]). Under our above assumptions, the
following result can be found in Section 10.2.1 of [7].

Theorem 3. Let λ > 0, f ∈ L2(H,µ) and let ϕ ∈ D(L2) be the solution of the equation

λϕ− L2ϕ = f.

Then ϕ ∈ W 2,2(H,µ), (−A)1/2Dϕ ∈ L2(H,µ;H) and there exists a constant C(λ) such
that

‖ϕ‖L2(µ) +
(∫

H

‖D2ϕ(x)‖2 µ(dx)
)1/2

+ ‖(−A)1/2Dϕ‖L2(µ) ≤ C‖f‖L2(µ).

The following extension to Lp(µ), p > 1, can be found in Section 3 of [3] (see also
[2, 20]).

Theorem 4. Let λ > 0, f ∈ Lp(H,µ) and let ϕ ∈ D(Lp) be the solution of the equation

λϕ− Lpϕ = f.

Then ϕ ∈ W 2,p(H,µ), (−A)1/2Dϕ ∈ Lp(H,µ;H) and there exists a constant C =
C(λ, p) such that

‖ϕ‖Lp(µ) +
(∫

H

‖D2ϕ(x)‖p µ(dx)
)1/p

+ ‖(−A)1/2Dϕ‖Lp(µ) ≤ C‖f‖Lp(µ).
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2 Analytic results and an Itô type formula

2.1 Existence and uniqueness for the Kolmogorov equation
when B is bounded

We are here concerned with the equation

λu− L2u− 〈B,Du〉 = f, (20)

where λ > 0, f ∈ Bb(H) and B ∈ Bb(H,H) (i.e., B : H → H is Borel and bounded).

Remark 5. Since the corresponding Dirichlet form

E(u, v) :=

∫
H

〈Du,Dv〉dµ−
∫
H

〈B,Du〉v dµ+ λ

∫
H

uv dµ,

u, v ∈ W 1,2(µ), is weakly sectorial for λ big enough, it follows by Chap. I and Subsec-
tion 3e in Chap. II of [19] that (20) has a unique solution in D(L2). However, we need
more regularity for u.

We recall a result from [5].

Proposition 6. Let λ ≥ λ0, where

λ0 := 4‖B‖20C2
0 . (21)

Then there is a unique solution u ∈ D(L2) of (20) given by

u = uλ = (λ− L2)
−1(I − Tλ)−1f,

where
Tλϕ := 〈B,D(λ− L2)

−1ϕ〉. (22)

Moreover, u ∈ C1
b (H) with

‖u‖0 ≤ 2‖f‖0, ‖Du‖0 ≤
2C1,0

λ
1
2

‖f‖0, (23)

and, for any p ≥ 2, u ∈ W 2,p(H,µ) and, for some C = C(λ, p, ‖B‖0),∫
H

‖D2u(x)‖p µ(dx) ≤ C

∫
H

|f(x)|p µ(dx). (24)
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2.2 Approximations

We are given two sequences (fn) ⊂ Bb(H) and (Bn) ⊂ Bb(H,H) such that

(i) fn(x)→ f(x), Bn(x)→ B(x) µ-a.e..

(ii) ‖fn‖0 ≤M, ‖Bn‖0 ≤M.
(25)

The following result has been proved in [5].

Proposition 7. Let λ ≥ λ0, where λ0 is defined in (21). Then the equation

λun − Lun − 〈Bn, Dun〉 = fn, (26)

has a unique solution un ∈ C1
b (H) ∩D(L2) given by

un = (λ− L)−1(I − Tn,λ)−1fn,

where
Tn,λϕ := 〈Bn, D(λ− L2)

−1ϕ〉.

Moreover,

‖un‖0 ≤ 2M, ‖Dun‖0 ≤
2C1,0

λ
1
2

M, n ≥ 1. (27)

Finally, we have un → u, and Dun → Du, in L2(µ), where u is the solution to (20).

Next we prove a new result. The idea behind the result is that if (fn) satisfies (25)
then, for any x ∈ H (not only µ-a.e.), t > 0,

Rtfn(x)→ Rtf(x) (28)

as n → ∞, due to the fact that, for any x ∈ H, the law of the OU process Z(t, x) at
time t > 0 is absolutely continuous with respect to µ.

Lemma 8. Consider the situation of Proposition 7. Then we have:

un(x)→ u(x), Dun(x)→ Du(x), (29)

for any x ∈ H.

Proof. By a standard argument, possibly passing to a subsequence, we may assume
that Dun(x)→ Du(x), µ-a.e.. It follows that for any x, µ-a.e.,

fn(x) + 〈Bn(x), Dun(x)〉 → f(x) + 〈B(x), Du(x)〉,

as n→∞. We write, for any λ ≥ λ0, x ∈ H,

un(x) =

∫ ∞
0

e−λtRt

(
fn + 〈Bn, Dun〉

)
(x)dt.
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By the argument used in (28) we can apply the dominated convergence theorem and
obtain that un(x)→ u(x), as n→∞, x ∈ H.

Concerning Dun, using (19), we obtain, for any x ∈ H, h ∈ H,

〈Dun(x), h〉 =

∫ ∞
0

e−λt〈DRt

(
fn + 〈Bn, Dun〉

)
(x), h〉dt.

Setting gn = fn + 〈Bn, Dun〉, g = f + 〈B,Du〉, note that

〈DRtgn(x), ek〉 =

∫
H

〈Λtek, Q
− 1

2
t y〉 gn(etAx+ y)N(0, Qt)(dy), k ≥ 1, x ∈ H, t > 0.

It follows that

|〈DRt(gn − g)(x), ek〉|2 ≤ |Λtek|2
∫
H

|g(etAx+ y)− gn(etAx+ y)|2N(0, Qt)(dy),

and so

|DRt(gn − g)(x)|2 ≤ ‖Λt‖2
∫
H

|g(etAx+ y)− gn(etAx+ y)|2N(0, Qt)(dy).

Now we get |DRt(gn − g)(x)|2 → 0 as n → ∞, for any x ∈ H, t > 0, by the same
argument used in (28).

Using again the dominated convergence theorem we obtain easily that Dun(x) →
Du(x), as n→∞, for any x ∈ H.

2.3 Modified mild formulation

Recall the notation

BN = B 1B(0,N), N ≥ 1, (30)

where B(0, N) is the open ball of radius N (hence BN ∈ Bb(H,H), N ≥ 1).
For any i ∈ N we denote the ith component of B by B(i), i.e.,

B(i)(x) := 〈B(x), ei〉, x ∈ H.

Then for λ ≥ 4‖BN‖20C2
0 we consider the solution u

(i)
N of the equation

λu
(i)
N − Lu

(i)
N − 〈BN , Du

(i)
N 〉 = B

(i)
N , µ -a.e. (31)

We recall that by Proposition 6, u
(i)
N ∈ C1

b (H) and, for any p ≥ 2, u
(i)
N ∈ W 2,p(H,µ).

The next result is a kind of “local version” of Theorem 7 in [5]. In contrast to
Theorem 1 the result holds for any initial condition x ∈ H.
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Remark 9. Compared with the proof of Theorem 7 in [5], here we will use Lemma
8 which allows to simplify some arguments of [5] and it is also needed to justify the
approximation procedure (see in particular (45)). We also mention that differently
with respect to [5] in Step 3 of the proof we need to construct a suitable auxiliary
process X̂N = (X̂N

t ) (see (47)) in order to apply the Girsanov theorem and get the
assertion.

Theorem 10. Let X = (Xt) be a weak mild solution of equation (1) defined on some
filtered probability space with a cylindrical (Ft)-Wiener process W . Consider the stop-
ping time

τXN = inf{t ≥ 0 : Xt 6∈ B(0, N)}

Let u
(i)
N be the solution of (31) and set X

(i)
t = 〈Xt, ei〉. For any t > 0 we have P-a.s.

on the event {t ≤ τXN }

X
(i)
t = e−λit(〈x, ei〉+ u

(i)
N (x))− u(i)N (Xt)

+ (λ+ λi)

∫ t

0

e−λi(t−s)u
(i)
N (Xs)ds

+

∫ t

0

e−λi(t−s)(d〈Ws, ei〉+ 〈Du(i)N (Xs), dWs〉). (32)

Proof. We fix t > 0, N ≥ 1 and i ≥ 1.
Step 1 Approximation of BN and uN .

Set

BN,n(x) =

∫
H

BN(e
1
n
Ax+ y)N(0, Q 1

n
)(dy), x ∈ H. (33)

Then BN,n is of C∞ class and all its derivatives are bounded. Moreover, ‖BN,n‖0 ≤
‖BN‖0, n ≥ 1. It is easy to see that, possibly passing to a subsequence,

BN,n → BN , µ− a.e.. (34)

(indeed BN,n → BN in L2(H,µ;H); this result can be first checked for continuous and

bounded B). Now we denote by u
(i)
N,n the solution of the equation

λu
(i)
N,n − Lu

(i)
N,n − 〈BN,n, Du

(i)
N,n〉 = B

(i)
N,n, (35)

where B
(i)
N,n = 〈BN,n, ei〉. By Lemma 8 we have, possibly passing to a subsequence, for

any x ∈ H,

lim
n→∞

u
(i)
N,n(x) = u

(i)
N (x), lim

n→∞
Du

(i)
N,n(x) = Du

(i)
N (x), (36)

sup
n≥1
‖u(i)N,n‖C1

b (H) = Ci,N <∞,

where u
(i)
N is the solution of (31).
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Step 2 Approximation of Xt.

For any m ≥ i we set Xm = (Xm,t), Xm,t := πmXt, where πm =
∑m

j=1 ej ⊗ ej. Then
we have

Xm,t = πmx+

∫ t

0

AmXsds+

∫ t

0

πmB(Xs)ds+ πmWt, (37)

where Am = πmA.
Now we denote by u

(i)
N,n,m the solution of the equation

λu
(i)
N,n,m − Lu

(i)
N,n,m − 〈πmBN,n ◦ πm, Du(i)N,n,m〉 = B

(i)
N,n ◦ πm, (38)

where (BN,n ◦ πm)(x) = BN,n(πmx), x ∈ H. Since only a finite number of variables is
involved, we have, equivalently,

λu
(i)
N,n,m − L

(m)u
(i)
N,n,m − 〈πmBN,n ◦ πm, Du(i)N,n,m〉 = B

(i)
N,n ◦ πm,

with

L(m)ϕ(x) =
1

2
Tr [πmD

2ϕ(x)] + 〈Amx,Dϕ(x)〉. (39)

Moreover, since u
(i)
N,n,m depends only on the first m variables, we have

u
(i)
N,n,m(πmy) = u

(i)
N,n,m(y), y ∈ H. (40)

Applying the finite-dimensional Itô formula to u
(i)
N,n,m(Xm,t) = u

(i)
N,n,m(Xt) with the

stopping time τXN yields

u
(i)
N,n,m(Xm,t∧τXN

)− u(i)N,n,m(πmx) = (41)∫ t∧τXN

0

(1

2
Tr [D2u

(i)
N,n,m(Xm,s)] + 〈Du(i)N,n,m(Xm,s), AmXs + πmB(Xs)〉

)
ds

+

∫ t∧τXN

0

〈Du(i)n,m(Xm,s), πmdWs〉.

On the other hand, by (38) we have

λu
(i)
N,n,m(Xm,t)− 1

2
Tr [D2u

(i)
N,n,m(Xm,t)]

−〈Du(i)N,n,m(Xm,t), AmXm,t + πmBN,n(Xm,t)〉 = B
(i)
N,n(Xm,t).

Let us fix r ∈]0, t]. This will be useful in Step 3 of the proof to apply the Girsanov
theorem (see in particular (49)).

Comparing with (41) and using (40) we find

u
(i)
N,n,m(Xt∧τXN

)− u(i)N,n,m(Xr∧τXN
) (42)
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= λ

∫ t∧τXN

r∧τXN
u
(i)
N,n,m(Xs)ds−

∫ t∧τXN

r∧τXN
B

(i)
N,n(Xm,s)ds

+

∫ t∧τXN

r∧τXN
〈Du(i)N,n,m(Xs), πm(B(Xs)−BN,n(Xm,s))〉ds+

∫ t∧τXN

r∧τXN
〈Du(i)N,n,m(Xs), dWs〉.

Possibly passing to a subsequence, and taking the limit in probability as m→∞ (with
respect to P), we arrive at

u
(i)
N,n(Xt∧τXN

)− u(i)N,n(Xr∧τXN
) (43)

= λ

∫ t∧τXN

r∧τXN
u
(i)
N,n(Xs)ds−

∫ t∧τXN

r∧τXN
B

(i)
N,n(Xs)ds

+

∫ t∧τXN

r∧τXN
〈Du(i)N,n(Xs), (B(Xs)−BN,n(Xs))〉ds+

∫ t∧τXN

r∧τXN
〈Du(i)N,n(Xs), dWs〉.

Let us justify this assertion.
First note that in equation (38) we have the drift term πmBN,n◦πm which converges

pointwise to BN,n and B
(i)
N,n ◦ πm which converges pointwise to B

(i)
N,n as m→∞. Since

such functions are also uniformly bounded, we can apply Proposition 7 and Lemma 8
and obtain that, possibly passing to a subsequence (recall that n is fixed),

lim
m→∞

u
(i)
N,n,m(x) = u

(i)
N,n(x), lim

m→∞
Du

(i)
N,n,m(x) = Du

(i)
N,n(x), x ∈ H, (44)

sup
m≥1
‖u(i)N,n,m‖C1

b (H) = CN
i <∞.

We only consider convergence of the two most involved terms in (42).
We first treat convergence in L2(Ω) of the stochastic integral. Recall that∫ t∧τXN

0

〈Du(i)N,n(Xs), dWs〉 =

∫ t

0

1{s≤t∧τXN }〈Du
(i)
N,n(Xs), dWs〉;

by the isometry formula and (44) we get

E
∣∣∣ ∫ t∧τXN

0

〈Du(i)N,n,m(Xs)−Du(i)N,n(Xs), dWs〉
∣∣∣2 → 0 (45)

as m → ∞. Note that we have used that limm→∞Du
(i)
N,n,m(x) = Du

(i)
N,n(x), for any

x ∈ H (not only for µ-a.e x ∈ H). In a similar way we get

E
∣∣∣ ∫ r∧τXN

0

〈Du(i)N,n,m(Xs)−Du(i)N,n(Xs), dWs〉
∣∣∣2 → 0

12



asm→∞. This shows that
∫ t∧τXN
r∧τXN
〈Du(i)N,n,m(Xs), dWs〉 converges to

∫ t∧τXN
r∧τXN
〈Du(i)N,n(Xs), dWs〉

in L2(Ω) as m→∞. To show that, P-a.s.,

lim
m→∞

∫ t∧τXN

r∧τXN

∣∣∣〈Du(i)N,n,m(Xs), πm(B(Xs)−BN,n(Xm,s))〉 (46)

−〈Du(i)N,n(Xs), (B(Xs)−BN,n(Xs))〉
∣∣∣ds = 0,

it is enough to prove that limm→∞Hm +Km = 0, where

Hm =

∫ t∧τXN

0

∣∣〈Du(i)N,n,m(Xs)−Du(i)N,n(Xs), πm(B(Xs)−BN,n(Xm,s))〉
∣∣ds

and

Km =

∫ t∧τXN

0

∣∣〈Du(i)N,n(Xs), [πmB(Xs)−B(Xs)] + [BN,n(Xs)− πmBN,n(Xm,s)]〉
∣∣ds.

By using (44) we easily get the assertion.

Step 3 A convergence result involving stopping times.

In order to pass to the limit in probability as n→∞ in (43) we recall formula (36)
and argue as before. The only difficult term is∫ t∧τXN

r∧τXN
〈Du(i)N,n(Xs), (B(Xs)−BN,n(Xs))〉ds = Jn + In,

where Jn =

∫ t∧τXN

r∧τXN
〈Du(i)N,n(Xs)−Du(i)N (Xs), (B(Xs)−BN,n(Xs))〉ds,

In =

∫ t∧τXN

r∧τXN
〈Du(i)N (Xs), (BN(Xs)−BN,n(Xs))〉ds

(using that s ≤ t ∧ τXN ). As for Jn we have

Jn =

∫ t∧τXN

r∧τXN
〈Du(i)N,n(Xs)−Du(i)N (Xs), (BN(Xs)−BN,n(Xs))〉ds,

and so |Jn| ≤ 2‖BN‖0
∫ t
0
|Du(i)N,n(Xs)−Du(i)N (Xs)|ds→ 0, P-a.s., as n→∞, by Lemma

8.
Let us consider In. We define an auxiliary process X̂N = (X̂N

t ) as follows:

X̂N
t := etAx+

∫ t

0

e(t−s)ABN(Xs∧τXN
)ds+

∫ t

0

e(t−s)AdWs, t ≥ 0, (47)

13



Note that Xs∧τXN
= X̂N

s∧τXN
, s ≥ 0, so that

|In| =
∣∣∣ ∫ t∧τXN

r∧τXN
〈Du(i)N (X̂N

s ), (BN(X̂N
s )−BN,n(X̂N

s ))〉ds
∣∣∣

≤ ‖D(i)uN‖0
∫ t

r

|BN(X̂N
s )−BN,n(X̂N

s )|ds. (48)

Now we use the Girsanov theorem (see e.g. Appendix in [5]). Let T > 0. Since

X̂N
t := etAx+

∫ t

0

e(t−s)AB̂N
s ds+

∫ t

0

e(t−s)AdWs, t ≥ 0,

where B̂N
s = BN(X̂N

s∧τXN
), s ≥ 0, is an adapted and bounded process, we have that

W̃N
t := Wt +

∫ t

0

B̂N
s ds

is a cylindrical Wiener process on
(

Ω,F , (Ft)t∈[0,T ] , P̃N
)

where dP̃N

dP

∣∣∣
FT

= ρN ,

ρN = exp

(
−
∫ T

0

B̂N
s dWs −

1

2

∫ T

0

|B̂N
s |2ds

)
.

Hence X̂N
t = etAx+

∫ t
0
e(t−s)AdW̃N

s is an OU process on (Ω,F , (Ft)t∈[0,T ], P̃N).

Moreover, we know that the law of (X̂N
t )t∈[0,T ] on C([0, T ];H) is equivalent to

the law of the OU process Z(t, x) given in (16). In particular, all their transition
probabilities are equivalent. Now under our assumptions the law of Z(t, x) is equivalent
to µ for all t > 0 and x ∈ H (see Theorem 11.3 in [6]).

Let us come back to (48). Using that the law πNt (x, ·) of X̂N
t is absolutely continuous

with respect to µ, we obtain

E
∫ t

r

|BN(X̂N
s )−BN,n(X̂N

s )|ds =

∫ t

r

ds

∫
H

∣∣BN(y)−BN,n(y)
∣∣ dπNs (x, ·)

dµ
(y)µ(dy), (49)

which tends to 0, as n → ∞, by the dominated convergence theorem. Hence we have
found that In → 0 in L1(Ω,P).

Up to now we have

u
(i)
N (Xt∧τXN

)− u(i)N (Xr∧τXN
)

= λ

∫ t∧τXN

r∧τXN
u
(i)
N (Xs)ds−

∫ t∧τXN

r∧τXN
B(i)(Xs)ds+

∫ t∧τXN

r∧τXN
〈Du(i)N (Xs), dWs〉.

14



Passing to the limit as r → 0+, since the trajectories of X are continuous, we finally
get

u
(i)
N (Xt∧τXN

)− u(i)N (x) (50)

= λ

∫ t∧τXN

0

u
(i)
N (Xs)ds−

∫ t∧τXN

0

B(i)(Xs)ds+

∫ t∧τXN

0

〈Du(i)N (Xs), dWs〉.

Step 4 The final formula.

By (1) we deduce

dX
(i)
t = −λiX(i)

t dt+B(i)(Xt)dt+ dW
(i)
t .

Inserting the expression for B(i)(Xt), which we get from this identity, into (50), we
obtain

u
(i)
N (Xt∧τXN

)− u(i)N (x)

= −X i
t∧τXN

+ xi + λ

∫ t∧τXN

0

u
(i)
N (Xs)ds− λi

∫ t∧τXN

0

X(i)
s ds+

∫ t∧τXN

0

〈Du(i)N (Xs), dWs〉

+W i
t∧τXN

.

By the variation of constants formula this is equivalent to

X
(i)

t∧τXN
= e−λit∧τ

X
N 〈x, ei〉+ λ

∫ t∧τXN

0

e−λi(t∧τ
X
N −s)u

(i)
N (Xs)ds

−
∫ t∧τXN

0

e−λi(t∧τ
X
N −s)du

(i)
N (Xs) + e−λi(t∧τ

X
N )

∫ t∧τXN

0

eλis[dW (i)
s + 〈Du(i)N (Xs), dWs〉].

This identity yields (32) on {t ≤ τXN }.

The next lemma is similar to Lemma 9 in [5] and shows that uN(x) =
∑

k≥1 u
(k)
N (x)ek

(where u
(k)
N is as in (31)) is a well defined function which belongs to C1

b (H,H).

Lemma 11. For λ sufficiently large, i.e., λ ≥ λ̃, with λ̃ = λ̃(A, ‖BN‖0) > 0 there
exists a unique uN = uλ,N ∈ C1

b (H,H) which solves

uN(x) =

∫ ∞
0

e−λtRt

(
DuN(·)BN(·) +BN(·)

)
(x)dt, x ∈ H,

where Rt is the OU semigroup defined as in (14) and acting on H-valued functions.
Moreover, we have the following assertions.

(i) For any h ∈ H, DuN(·)[h] ∈ Cb(H,H) and ‖DuN(·)[h]‖0 ≤ C0,λ,N |h|;
(ii) for any k ≥ 1, 〈uN(·), ek〉 = u

(k)
N , where u

(k)
N is the solution defined in (31);

(iii) There exists c3 = c3(A, ‖BN‖0) > 0 such that, for any λ ≥ λ̃, u = uλ satisfies

‖DuN‖0 ≤
c3√
λ
. (51)
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3 Proof of Theorem 1

Let X = (Xt) and Y = (Yt) be two weak mild solutions (see (8) and (9)) defined on the
same filtered probability space (solutions with respect to the same cylindrical Wiener
process W ) starting at x ∈ H.

In the first part of the proof we will adapt the proof of Theorem 1 in [5] by intro-
ducing additional stopping times. The main difference with respect to [5] will appear
in Proposition 13 which is needed to finish the proof.

For the time being, x is not specified. In Proposition 13 a restriction on x will
emerge.

Note that by our hypothesis

BN = B1B(0,N) = B′1B(0,N) = B′N . (52)

It follows that Kolmogorov equation (31) written with respect to the truncated drift BN

(with B
(i)
N in the right-hand side) or with respect to B′N (with B

′ (i)
N in the right-hand

side) is the same and gives the same solution u
(i)
N,λ.

It follows that both X and Y satisfy (32) on the event {t ≤ τXN ∧ τYN }.
Now we consider

uN = uN,λ : H → H

be such that uN(x) =
∑

i≥1 u
(i)
N (x)ei, x ∈ H, where u

(i)
N = u

(i)
N,λ solve (31) for some λ

large enough possibly depending on N .
Let us fix T > 0. By (32), taking into account (52), we have, for t ∈ [0, T ∧τXN ∧τYN ],

P-a.s.,

Xt − Yt = uN (Yt)− uN (Xt) + (λ− A)

∫ t

0

e(t−s)A (uN (Xs)− uN (Ys)) ds

+

∫ t

0

e(t−s)A(DuN (Xs)−DuN(Ys))dWs.

Here and in the sequel we will drop the λ-dependence of uN to simplify notation.
However, at the end we will fix a value of λ large enough. By (51) we may assume that
‖DuN‖0 ≤ 1/2.

It follows that for t ∈ [0, T ∧ τXN ∧ τYN ],

|Xt − Yt| ≤
1

2
|Xt − Yt|+

∣∣∣ (λ− A)

∫ t

0

e(t−s)A (uN (Xs)− uN (Ys)) ds
∣∣∣

+
∣∣∣ ∫ t

0

e(t−s)A(DuN (Xs)−DuN(Ys))dWs

∣∣∣.
Let η be a stopping time to be specified later and set

τ = η ∧ T ∧ τXN ∧ τYN . (53)
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Using that 1[0,τ ](t) = 1[0,τ ](t)· 1[0,τ ](s), 0 ≤ s ≤ t ≤ T , we have (cf. page 187 in [6])

1[0,τ ](t) |Xt − Yt| ≤ C 1[0,τ ](t)
∣∣∣ (λ− A)

∫ t

0

e(t−s)A (uN (Xs)− uN (Ys)) ds
∣∣∣

+ C

∣∣∣∣1[0,τ ](t)

∫ t

0

e(t−s)A (DuN (Xs)−DuN (Ys)) 1[0,τ ](s) dWs

∣∣∣∣ ,
where by C we denote any constant which may depend on the assumptions on A, BN

and T .
Writing 1[0,τ ](s)Xs = X̃s and 1[0,τ ](s)Ys = Ỹs, and, using the Burkholder-Davis-

Gundy inequality with q > 2 which will be determined below, we obtain (recall that
‖ · ‖ is the Hilbert-Schmidt norm, cf. Chapter 4 in [6]) with C = Cq,

E
[∣∣∣X̃t − Ỹt

∣∣∣q] ≤ C E
[
eλqt

∣∣∣∣(λ− A)

∫ t

0

e(t−s)Ae−λs(uN(Xs)− uN(Ys))1[0,τ ](s)ds

∣∣∣∣q]
+ CE

[(∫ t

0

1[0,τ ](s)
∥∥e(t−s)A (DuN (Xs)−DuN (Ys))

∥∥2 ds)q/2] .
In the sequel we also introduce a parameter θ > 0 and Cθ will denote suitable con-
stants such that Cθ → 0 as θ → +∞ (the constants may change from line to line).
Similarly, we will indicate by C(λ) suitable constants (possibly depending on N) such
that C(λ)→ 0 as λ→ +∞.

From the previous inequality we deduce, multiplying by e−qθt, for any θ > 0,

E
[
e−qθt

∣∣∣X̃t − Ỹt
∣∣∣q] (54)

≤ CE
[∣∣∣∣(λ− A)

∫ t

0

e−θ(t−s)e(t−s)A (uN (Xs)− uN (Ys)) e
−θs1[0,τ ] (s) ds

∣∣∣∣q]
+ CE

[(∫ t

0

e−2θ(t−s)
∥∥e(t−s)A (DuN (Xs)−DuN (Ys))

∥∥2 e−2θs1[0,τ ] (s) ds

)q/2]
.

Now proceeding as in the proof of Theorem 7 of [5] we arrive at∫ T

0

E
[
e−qθt

∣∣∣X̃t − Ỹt
∣∣∣q] dt (55)

≤ C(λ)

∫ T

0

e−qθsE|X̃s − Ỹs|qds+ C̃θE
[
ΛT

∫ T

0

e−qθs|X̃s − Ỹs|qds
]

provided that q ∈ (4,∞), γ = q/2, θ ≥ λ and

ΛT :=

∫ T

0

∫ t

0

1[0,τ ](s)

∫ 1

0

(∑
n≥1

1

λ1−δn

‖D2u
(n)
N (Zr

s )‖2
)γ
dr ds dt,

where Zr
t = rXt + (1− r)Yt, (56)

17



and D2u
(n)
N (x) is defined for µ−a.e. x ∈ H. The existence of D2u

(n)
N ∈ Lp(µ), p ≥ 2,

follows from Proposition 6 applied to equation (31) (see also Lemma 23 in [5]).
Since

ΛT ≤ T ·
∫ T∧τ

0

∫ 1

0

(∑
n≥1

1

λ1−δn

‖D2u
(n)
N (Zr

s )‖2
)γ
dr ds

it is natural to define, for any R > 0, the stopping time

τ̄x,NR = inf

{
t ≥ 0 :

∫ t

0

∫ 1

0

(∑
n≥1

1

λ1−δn

‖D2u
(n)
N (Zr

s )‖2
)γ
dr ds ≥ R

}
∧ T.

Take η = τ̄x,NR in the previous expressions so that

τ = τ̄x,NR ∧ τXN ∧ τYN .

We get from (55),∫ T

0

e−qθtE|X̃t − Ỹt|qdt

≤ C(λ)

∫ T

0

e−qθsE|X̃s − Ỹs|qds+ C̃θR

∫ T

0

e−qθsE|X̃s − Ỹs|qds.

Now we fix λ large enough such that C(λ) < 1/2. For sufficiently large θ = θR ≥ λ,
depending on R and N , we have C̃θR < 1/2 and so

E
[ ∫ T

0

e−qθR t1[0,τ](t) |Xt − Yt|qdt
]

= E
[ ∫ τ

0

e−qθR t |Xt − Yt|qdt
]

= 0.

In other words, for every R > 0, N ≥ 1, P-a.s., X = Y on
[
0, τ̄x,NR ∧τXN ∧τYN

]
(identically

in t, not only a.e. in t, since X and Y are continuous processes).
If we prove that

lim
R→∞

τ̄x,NR = T ∧ τXN ∧ τYN , P− a.s., (57)

then we obtain that X = Y on [0, T ∧ τXN ∧ τYN ] and this finishes the proof.

The crucial assertion (57) follows by the next proposition.

Remark 12. Assertion (57) is a “local version” of Proposition 10 in [5]. Similarly to
(47) also in the next proof we have to find an auxiliary process (see (58)) which allows
to apply the Girsanov theorem.

Proposition 13. Let N ≥ 1 and T > 0 and suppose X and Y as in Theorem 1. For

µ-a.e. x ∈ H, we have P
(
Sx
T∧τXN ∧τ

Y
N
<∞

)
= 1, where

Sxt = Sx,Nt =

∫ t

0

∫ 1

0

(∑
n≥1

1

λ1−δn

‖D2u
(n)
N (Zr

s )‖2
)γ

dr ds, t ∈ [0, T ],

with γ = q/2 (uN(x) =
∑

i≥1 u
(i)
N (x)ei, x ∈ H, where u

(i)
N = u

(i)
N,λ solve (31)).
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Proof. To prove the assertion we will show that, for µ-a.e. x ∈ H,

E[SxT∧τXN ∧τYN
] < +∞.

In the first part of the proof, x ∈ H is given, without restriction. Let us consider
stopped processes

XN
t = Xt∧τXN ∧τ

Y
N
, Y N

t = Yt∧τXN ∧τYN ,

and then we define an auxiliary process (Zr,N
t )t∈[0,T ] as follows

Zr,N
t := etAx+

∫ t

0

e(t−s)AB̄r,N
s ds+

∫ t

0

e(t−s)AdWs (58)

where (recall (10))

B̄r,N
s := [rB(XN

s ) + (1− r)B(Y N
s )], r ∈ [0, 1], s ∈ [0, T ].

Comparing Zr (see (56)) and Zr,N we see that Zr
s∧τXN ∧τ

Y
N

= Zr,N

s∧τXN ∧τ
Y
N

, s ∈ [0, T ],

r ∈ [0, 1]. Hence we have to prove

E[SxT∧τXN ∧τYN
] = E

∫ T∧τXN ∧τ
Y
N

0

∫ 1

0

(∑
n≥1

1

λ1−δn

‖D2u
(n)
N (Zr,N

s )‖2
)γ
dr ds <∞.

This follows if we can show that

E
∫ T

0

∫ 1

0

(∑
n≥1

1

λ1−δn

‖D2u
(n)
N (Zr,N

s )‖2
)γ
dr ds <∞. (59)

We fix N ≥ 1. To verify (59) we can follow the proof of Proposition 10 in [5]. We only
indicate the small changes which are needed.

Define

ρr,N = exp

(
−
∫ t

0

B̄r,N
s dWs −

1

2

∫ t

0

|B̄r,N
s |2ds

)
.

We have, since |B̄r
s | ≤ ‖BN‖0, r ∈ [0, 1], s ≥ 0, P-a.s.,

E
[
exp

(
k

∫ T

0

|B̄r,N
s |2ds

)]
≤ Ck <∞, (60)

for all k ∈ R, independently of x and r, simply because BN is bounded. Hence an
infinite dimensional version of Girsanov’s Theorem with respect to a cylindrical Wiener
process (the proof of which is included in the Appendix of [5]) applies and gives us that

W̃N
t := Wt +

∫ t

0

B̄r,N
s ds
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is a cylindrical Wiener process on
(

Ω,F , (Ft)t∈[0,T ] , P̃r,N
)

where
dP̃r,N

dP

∣∣∣
FT

= ρr,N . Hence

Zr,N
t = etAx+

∫ t

0

e(t−s)AdW̃N
s

is an OU process on
(

Ω,F , (Ft)t∈[0,T ] , P̃r,N
)

. Continuing as in the proof of Proposition

10 in [5] with u(n) replaced by u
(n)
N , ρr replaced by ρr,N , Zr

s replaced by Zr,N
s , B̄s replaced

by B̄r,N
s , we see that (59) holds if we prove that∫ T

0

E
[(∑

n≥1

1

λ1−δn

‖D2u
(n)
N (esAx+WA(s))‖2

)2γ]
ds <∞, (61)

where WA(t) =
∫ t
0
e(t−s)AdW (s), t ≥ 0. If µxs denotes the law of esAx + WA (s), we

have to prove that∫ T

0

∫
H

(∑
n≥1

1

λ1−δn

‖D2u
(n)
N (y)‖2

)2γ
µxs(dy)ds <∞. (62)

This can be checked as in the mentioned proof (see in particular Steps 3 and 4 in that
proof) only for µ-a.e. x ∈ H; one has to replace B in the proof in [5] with our BN .

Remark 14. As is easily checked in Theorem 1 the ball B(0, N) can be replaced by
any open bounded set in H.

Remark 15. According to Remark 11 in [5] our Theorem 1 provides an alternative
approach to Veretennikov’s uniqueness result in finite dimension. In this respect first
note that Theorem 1 when H = Rd does not require to start from µ-a.e. initial
conditions x, but works for any initial x ∈ Rd.

Note that in finite dimension an SDE like dXt = b(Xt)dt + dWt with b Borel and
bounded is equivalent to dXt = −Xtdt+ (b(Xt) +Xt)dt+ dWt which is in the form (1)
with A = −I, and with a drift term B(x) = b(x) + x which is completely covered by
Theorem 1.

Recall that in this alternative approach to Veretennikov’s result, basically the ellip-
tic Lp-estimates with respect to Lebesgue measure used in [26] are replaced by elliptic
Lp(µ)-estimates.

4 Existence of strong mild solutions

Here we will use our Theorem 1 to prove existence of strong mild solutions when B
grows more than linearly. We will construct such solutions for µ-a.e. initial x ∈ H.

According to Chapter 1 in [21] (see also [18]) if x ∈ H we say that equation (1) has
a (global) strong mild solution if, for every filtered probability space (Ω,F , (Ft),P) on
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which there is defined a cylindrical (Ft)-Wiener process W there exists an H-valued
continuous (Ft)-adapted process X = (Xt) = (Xt)t≥0 such that

(Ω,F , (Ft),P,W,X)

is a weak mild solution.

Theorem 16. Let us consider equation (1) and assume Hypothesis 1 and B ∈ Bb,loc(H,H).
Moreover, suppose that there exist C > 0, p > 0, such that

〈B(y + z), y〉 ≤ C
(
|y|2 + ep|z| + 1

)
, y, z ∈ H. (63)

Then, for µ-a.e. x ∈ H (where µ = N(0,−1
2
A−1)), equation (1) has a strong mild

solution. Moreover, this solution is pathwise unique.

Remark 17. Condition (63) is a bit stronger than the classical one: 〈B (y) , y〉 ≤
C
(
|y|2 +1

)
, y ∈ H, which is usually imposed in finite dimension to have non-explosion

for SDEs with additive noise. We can not use such condition. Indeed for a given mild
solution (Xt) we can not write the Itô formula for |Xt|2 due to the fact that our noise
is cylindrical.

To prove the result we will use our Theorem 1 together with a generalization of
the Yamada-Watanabe theorem (see Theorem 2 in [21] and [18]) and some a-priori
estimates on mild solutions (see Section 4.1).

Example 18. To introduce an example of a drift B̃ which satisfies the assumptions of
Theorem 16, we first consider a measurable function g : R → R+ such that g(s) = 0
if s ≥ 0 and 0 ≤ g(s) ≤ Ceq|s|, s < 0, for some q > 0. It is easy to check that
g(s+ r)r ≤ C ′(1 + |r|2 + ep|s|), s, r ∈ R. We define B̃ : H → H,

B̃(x) =
∑
k≥1

g(xk)

k2
ek, x ∈ H.

It is not difficult to verify that B̃ satisfies the assumptions of the previous theorem.
We can also add to our drift B̃ one of the singular drifts considered in Section 4 of [5];
we will still obtain an admissible drift for our theorem.

4.1 An a-priori estimate

Here we prove an a-priori estimate for mild solutions to (1) under condition (63). For
this purpose let us consider the OU process

Zt = Z(t, x) = etAx+

∫ t

0

e(t−s)AdWs
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which under our hypotheses has a continuous H-valued version. It satisfies

〈Zt, ϕ〉 =

∫ t

0

〈Zs, Aϕ〉 ds+ 〈Wt, ϕ〉

for all ϕ ∈ D (A). By Proposition 18 in [5] we deduce, in particular, that for any p > 0,
T > 0

KT := E
[

sup
t∈[0,T ]

ep|Zt|
]
<∞.

Recall that under our hypotheses a weak mild solution to (1) can be defined, equiv-
alently, as a tuple (Ω,F , (Ft),P,W,X), where (Ω,F , (Ft),P) is a filtered probability
space on which there is defined a cylindrical (Ft)-Wiener process W and a continuous
(Ft)-adapted H-valued process X = (Xt) = (Xt)t≥0 such that, P-a.s.,

〈Xt, ϕ〉 = 〈x, ϕ〉+

∫ t

0

(〈Xs, Aϕ〉+ 〈B (Xs) , ϕ〉)ds+ 〈Wt, ϕ〉 , t ≥ 0,

for all ϕ ∈ D (A) (cf. Chapter 6 of [6]).

Theorem 19. Assume Hypothesis 1, B ∈ Bb,loc(H,H) and condition (63). Let X =
(Xt)t≥0 be a weak mild solution of equation (1) with X0 = x ∈ H.

There exists Cp > 0 (possibly depending on C and p given in (63)) such that

E
[

sup
t∈[0,T ]

|Xt|2
]
≤ eCpT

(
|x|2 +KT + 1

)
, T > 0. (64)

Proof. The process Yt = Xt − Zt satisfies

〈Yt, ϕ〉 = 〈x, ϕ〉+

∫ t

0

(〈Ys, Aϕ〉+ 〈B (Ys + Zs) , ϕ〉)ds, (65)

for all ϕ ∈ D (A), and it has continuous trajectories in H. Let us consider (65) with

ϕ = ek (see (13)) and set Y
(k)
t = 〈Yt, ek〉. Since

dY
(k)
t

dt
·Y (k)

t ≤ B(k)(Yt +Zt)Y
(k)
t , we find

∑
k≥1

〈Yt, ek〉2 ≤ |x|2 + 2

∫ t

0

〈B (Ys + Zs) , Ys〉 ds.

Hence, by assumption (63), for t ∈ [0, T ],

|Yt|2 ≤ |x|2 + 2C

∫ t

0

(
|Ys|2 + ep|Zs| + 1

)
ds,

and therefore, by the Gronwall lemma,

|Yt|2 ≤ eCT
(
|x|2 + 2CT ( sup

s∈[0,T ]
ep|Zs| + 1)

)
.
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This implies

E
[

sup
t∈[0,T ]

|Yt|2
]
≤ eC1T

(
|x|2 + E

[
sup
s∈[0,T ]

ep|Zs|
]

+ 1
)
.

Therefore,

E
[

sup
t∈[0,T ]

|Xt|2
]
≤ 2eC1T

(
|x|2 + E

[
sup
s∈[0,T ]

ep|Zs|
]

+ 1
)

+ 2E
[

sup
t∈[0,T ]

|Zt|2
]

≤ eCpT
(
|x|2 + E

[
sup
s∈[0,T ]

ep|Zs|
]

+ 1
)
.

4.2 Proof of Theorem 16

By Theorem 1 we only have to prove existence of strong solution for µ-a.e. x ∈ H.
We will again consider truncated bounded drifts BN = B 1B(0,N), N ≥ 1.

By the main result in [5] there exists a Borel set G̃ ⊂ H with µ(G̃) = 1 such that
for any x ∈ G̃ we have pathwise uniqueness for each stochastic equation

dXt = (AXt +BN(Xt))dt+ dWt, X0 = x ∈ H, (66)

N ≥ 1. Let x ∈ G̃. By the Girsanov theorem (see Appendix in [5]) there exists (a
unique in law) weak mild solution XN = (XN(t)) = (XN(t))t≥0 for each stochastic
equation (66).

Therefore we can apply a generalization of the Yamada-Watanabe theorem (see
Theorem 2 in [21] and [18]) to (66) when x ∈ G̃.

Let us fix any filtered probability space (Ω,F , (Ft),P) on which there is defined a
cylindrical (Ft)-Wiener process W . By the Yamada-Watanabe theorem, for any N ≥ 1,
on the fixed filtered probability space above there exists a (unique) strong mild solution
XN to (66). Moreover, since

BN(x) = BN+k(x), x ∈ B(0, N),

k ≥ 1, we have by Theorem 1 that, P-a.s.,

τN := τXN
N = τ

XN+k

N , k ≥ 1, N ≥ 1,

and XN(t ∧ τN) = XN+k(t ∧ τN), t ≥ 0.
It is enough to construct the strong solution X to (1) on [0, T ] for a fixed T > 0.

We define an H-valued stochastic process X on Ω′ = ∪N≥1{τN > T} as

X(t)(ω) := XN(t)(ω), t ∈ [0, T ],

if ω ∈ {τN > T} (we set Xt(ω) = 0 if ω 6∈ Ω′, t ∈ [0, T ]). Then X(t) is well defined.
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It is not difficult to prove that X is a strong mild solution on [0, T ] if we show that

lim
N→∞

P(τN > T ) = 1 (67)

(this will imply that P(Ω′) = 1). To verify (67) we will apply Theorem 19. Note that
each BN satisfies

〈BN (y + z) , y〉 ≤ C
(
|y|2 + ep|z| + 1

)
, y, z ∈ H,

with the same constants C and p of (63). By Theorem 19 we obtain

E
[

sup
t∈[0,T ]

|XN(t)|2
]
≤ eCpT

(
|x|2 +KT + 1

)
, (68)

with Cp independent of N ≥ 1. Since

P(τN ≤ T ) = P
(

sup
t∈[0,T ]

|XN(t)| ≥ N
)

by (68) and the Chebychev inequality we easily get assertion (67) from (68) and this
completes the proof.

4.3 Existence and uniqueness of local mild solutions

Finally, let us discuss a possible extension of our result to the case when the drift term
B only belongs to Bb,loc (H,H), without requiring hypothesis (63).

We need the concept of local solution (see, for instance, [1] for some additional facts
about local solutions). Let (Ω,F , (Ft),P) be a filtered probability space. A stopping
time τ : Ω → [0,+∞] is called accessible if there exists a sequence of stopping times
(τn) = (τn)n∈N such that P (τn < τ) = 1 and P (limn→∞ τn = τ) = 1. The previous
sequence (τn) is called an approximating sequence of τ.

Notice that, if τ1 and τ2 are accessible stopping times, then also τ = τ1 ∧ τ2 is an
accessible stopping time.

Let τ be an accessible stopping time and consider [0, τ)×Ω = {(t, ω) ∈ [0,+∞)×Ω :
0 ≤ t < τ(ω)}. AnH-valued stochastic processX defined on [0, τ) (i.e., X : [0, τ)×Ω→
H) is called (Ft)-adapted if Xt(·) : {t < τ} → H is Ft-measurable, for any t ≥ 0 (on
{t < τ} we consider the restricted σ-algebra {A∩ {t < τ}}A∈Ft); moreover, it is called
continuous if trajectories are continuous on [0, τ), P-a.s.. Note that X is (Ft)-adapted
if and only if the process X̃ = (X̃t)t≥0,

X̃t = Xt1{τ>t} + 0 · 1{τ≤t} (69)

is (Ft)-adapted.
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Definition 2. Let x ∈ H. We call local weak mild solution to (1) a tuple (Ω,F , (Ft),
P,W,X, τ), where (Ω,F , (Ft),P) is a filtered probability space on which it is defined
a cylindrical (Ft)-Wiener process W , an accessible stopping time τ and a continuous
(Ft)-adapted H-valued process X defined on [0, τ) such that, there exists an approxi-
mating sequence (τn) of τ for which, P-a.s., on {t ≤ τn}

Xt = etAx+

∫ t

0

e(t−s)AB (Xs) ds+

∫ t

0

e(t−s)AdWs,

for all n ∈ N and t ≥ 0.
A local weak mild solution X which is (F̄Wt )-adapted (here (F̄Wt ) denotes the com-

pleted natural filtration of the cylindrical process W ) and such that τ is an (F̄Wt )-
stopping time is called a local strong mild solution.

Theorem 20. Assuming Hypothesis 1 and B ∈ Bb,loc (H,H), existence of local strong
mild solutions holds for µ-a.e. initial condition x ∈ H. Moreover, for µ-a.e. x ∈ H, if
X and Y are two local weak mild solutions on the same (Ω,F , (Ft),P) with the same
cylindrical Wiener process W , defined on [0, τX) and [0, τY ) respectively (τX and τY

are accessible stopping times as in Definition 2), then, P-a.s., X = Y on [0, τ), where
τ = τX ∧ τY .

Proof. Let us sketch some of the details of the proof.

From the first part of the proof of Theorem 16 (see also Theorem 1 in [5]), given a-
priori a filtered probability space (Ω,F , (Ft),P) and a cylindrical (Ft)−Wiener process
W , we have the existence of a local strong mild solution XN on [0, τN), for every
N ∈ N. Note that each τN is accessible since as approximating sequence we may take
τN,n = inf{t ≥ 0 : XN(t) 6∈ B(0, N − 1

n
)} ∧ n, for n ≥ 1.

Thus, taking τ = supN∈N τN , τ is accessible and we have a local strong mild solution
on [0, τ).

In order to prove uniqueness, we first note that if X is a local weak mild solution
defined on [0, τX) and (τXn ) is an approximating sequence of τX as in the definition of
solution, then assertion (32) of Theorem 10 holds, for any t > 0, n ≥ 1, P-a.s., on the
event {t ≤ τXn,N}, where τXn,N is the stopping time

τXn,N = inf{t ∈ [0, τX) : Xt 6∈ B(0, N)} ∧ τXn

(τXn,N = τXn if the set is empty; to show that τXn,N is a stopping time, note that τXn,N =

inf{t ≥ 0 : X̃t 6∈ B(0, N)} ∧ τXn , where X̃t is defined in (69) with τ replaced by τX).
Indeed, one can repeat the arguments in the proof of Theorem 10 with the same

functions uN , replacing τXN with τXn,N .

Now let X and Y be two local weak mild solutions as in the second part of the
theorem.
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If (τXn ) and (τYn ) are, respectively, approximating sequences of τX and τY as in
the definition of solution, then in order to prove uniqueness, it is enough to consider
σn = τXn ∧ τYn and check that, P-a.s.,

X = Y on [0, σn], n ≥ 1. (70)

Let us fix n ≥ 1. We can adapt the proof of Theorem 1, arguing on the interval
[0, η ∧ T ∧ τXn,N ∧ τYn,N ] (cf. (53)). We finally get that X = Y on [0, T ∧ σn], T > 0, and
this gives the assertion.

Acknowledgement. The authors would like to thank the referees for their useful
remarks and suggestions.

References

[1] Albeverio, S., Brzezniak, Z., Wu, J.F.: Existence of global solutions and invariant
measures for stochastic differential equations driven by Poisson type noise with
non-Lipschitz coefficients, J. Math. Anal. Appl. 371, 309-322 (2010)

[2] Chojnowska-Michalik, A., Goldys, B.: Generalized Ornstein-Uhlenbeck Semi-
groups: Littlewood-Paley–Stein Inequalities and the P. A. Meyer Equivalence of
Norms. J. Funct. Anal. 182, 243-279 (2001)

[3] Chojnowska-Michalik, A., Goldys, B.: Symmetric Ornstein-Uhlenbeck Semigroups
and their Generator. Probab. Theory Relat. Fields 124, 459-486 (2002)

[4] Da Prato, G.: Kolmogorov equations for stochastic PDEs. Advanced Courses in
Mathematics. CRM Barcelona. Birkhäuser Verlag, Basel (2004)
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