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Abstract. This paper is devoted to the well-posedness of stochastic
nonlinear Schrödinger equations in the energy space H1(Rd), which is
a natural continuation of our recent work [1]. We consider both focus-
ing and defocusing nonlinearities and prove global well-posedness in
H1(Rd), including also the pathwise continuous dependence on initial
conditions, with exponents exactly the same as in the deterministic
case. In particular, this work improves earlier results in [4]. More-
over, the local existence, uniqueness and blowup alternative are also
established for the energy-critical case. The approach presented here
is mainly based on the rescaling approach already used in [1] to study
the L2 case and also on the Strichartz estimates established in [12] for
large perturbations of the Laplacian.
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1 Introduction and main results

Let us consider the stochastic nonlinear Schrödinger equation with linear
multiplicative noise

idX(t, ξ) = ∆X(t, ξ)dt+ λ|X(t, ξ)|α−1X(t, ξ)dt

− iµ(ξ)X(t, ξ)dt+ iX(t, ξ)dW (t, ξ), t ∈ (0, T ), ξ ∈ Rd, (1.1)

X(0) = x.

Here λ = ±1, α > 1 and W is the colored Wiener process

W (t, ξ) =
N∑

j=1

µjej(ξ)βj(t), t ≥ 0, ξ ∈ Rd, (1.2)

with µj ∈ C, ej(ξ) real-valued functions and βj(t) independent real Brownian
motions on a probability space (Ω,F ,P) with natural filtration (Ft)t≥0, 1 ≤
j ≤ N . In this paper for simplicity we assume N <∞.

As in the physical context [2], we choose µ of the form

µ(ξ) =
1

2

N∑
j=1

|µj|2e2j(ξ), ξ ∈ Rd,

so that |X(t)|22 is a martingale, from which one can define the “physical prob-
ability law”(see [2]).

In the deterministic case µj = 0, 1 ≤ j ≤ N , it is well known (see [9, 11])
that (1.1) is globally well posed in H1(Rd) in the defocusing case λ = −1
with the subcritical exponents of the nonlinearity

1 < α < 1 +
4

(d− 2)+

, (1.3)

while in the focusing case λ = 1 with the exponents

1 < α < 1 +
4

d
. (1.4)

Here 1 + 4
(d−2)+

= 1 + 4
d−2

(resp. ∞) with d ≥ 3 (resp. d = 1, 2).
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In the stochastic case, the authors in [4] (see also [3]) studied the conser-
vative case Reµj = 0, 1 ≤ j ≤ N , i.e. W is a purely imaginary noise. They
proved the local existence and uniqueness with α satisfying

1 < α <∞, if d = 1 or 2;
1 < α < 5, if d = 3;
2 ≤ α < 1 + 4

d−2
, if d = 4, 5;

α < 1 + 2
d−1

, if d ≥ 6;

and then the global well-posedness under the further assumptions that α <
1 + 4

d
or λ = −1. Hence, when d ≥ 6, the global well-posedness is estab-

lished only for the restrictive exponents α < 1 + 2
d−1

. We also refer to [5] for
stochastic nonlinear Schrödinger equation (however, only for one-dimension
noise) with real-valued potentials in the conservative case.

The starting point of this article is our recent work [1], where we obtain
the global well-posedness of (1.1) in L2 space with exponent α ∈ (1, 1 + 4

d
),

i.e. in the same range as in the deterministic case.
The main aim of the present work is to study the global well-posedness of

(1.1) in H1(Rd) with general µj ∈ C as in the physical context [2], including
the non-conservative case. We prove the global well-posedness, including
also the pathwise continuous dependence on initial conditions, with α in the
ranges (1.3) and (1.4) in the defocusing and focusing cases respectively, i.e.
in exactly the same ranges as in the deterministic case. In particular, these
sharper results fill the gap for α in [4] mentioned above.

Moreover, the local well-posedness is also established in Section 2 for the
energy-critical case λ = ±1, α = 1+ 4

d−2
with d ≥ 3 and also for the focusing

mass-(super)critical case λ = 1, 1 + 4
d
≤ α < 1 + 4

(d−2)+
with d ≥ 1. The

local results established in the latter case allow to study the noise effect on
blowup phenomena, which will be contained in forthcoming work.

Before we show the main global well-posedness result, let us first present
the spatial decay assumption on {ej}N

j=1 and the precise definitions of solu-
tions to (1.1).

(H1). ej ∈ C∞
b (Rd) such that

lim
|ξ|→∞

ζ(ξ)|∂γej(ξ)| = 0,
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where γ is a multi-index such that |γ| ≤ 3, 1 ≤ j ≤ N and

ζ(ξ) =

{
1 + |ξ|2, if d 6= 2;
(1 + |ξ|2)(ln(3 + |ξ|2))2, if d = 2.

Definition 1.1 Let x ∈ H1 and let α satisfy 1 < α < ∞ if d = 1, 2 or
1 < α ≤ 1 + 4

d−2
if d ≥ 3. Fix 0 < T <∞.

A strong solution of (1.1) is a pair (X, τ), where τ(≤ T ) is an (Ft)-
stopping time, and X = (X(t))t∈[0,T ] is an H1-valued continuous (Ft)-adapted
process, such that |X|α−1X ∈ L1(0, τ ;H−1), P− a.s, and it satisfies P− a.s

X(t) =x−
∫ t

0

(i∆X(s) + µX(s) + λi|X(s)|α−1X(s))ds

+

∫ t

0

X(s)dW (s), t ∈ [0, τ ], (1.5)

as an equation in H−1.
We say that uniqueness holds for (1.1), if for any two strong solutions

(Xi, τi), i = 1, 2, it holds P-a.s. that X1 = X2 on [0, τ1 ∧ τ2].

We refer to [13] for the general theory of infinite dimensional stochastic
equations. It is easy to check that,

∫ t

0
X(s)dW (s) in Definition 1.1 is an

H1-valued continuous stochastic integral.

The main global well-posedness result in this paper is as follows.

Theorem 1.2 Assume (H1). Let α satisfy (1.3) and (1.4) in the defocusing
and focusing cases respectively. Then for each x ∈ H1 and 0 < T <∞, there
exists a unique strong solution (X,T ) of (1.1) in the sense of Definition 1.1,
such that

X ∈ L2(Ω;C([0, T ];H1)) ∩ Lα+1(Ω;C([0, T ];Lα+1)), (1.6)

and

X ∈ Lγ(0, T ;W 1,ρ), P− a.s., (1.7)

where (ρ, γ) is any Strichartz pair (see Lemma 2.7 below).
Furthermore, for P − a.e ω, the map x → X(·, x, ω) is continuous from

H1 to C([0, T ];H1) ∩ Lγ(0, T ;W 1,ρ).
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The key approach here (as in [1]) is based on the rescaling transformation
that reduces the stochastic equation (1.1) to a random Schrödinger equation
(see (2.5)), to which one can apply the sharp deterministic estimates, e.g. the
Strichartz estimates established in [12] for large perturbations of the Lapla-
cian.

This paper is structured as follows. In Section 2 we establish the local
existence, uniqueness and blowup alternative of solutions to equation (1.1).
Then in Section 3 we derive a priori estimates of the energy from the Hamilto-
nian, which lead to the global well-posedness in the subcritical case in Section
4. An important role in our proofs is played by Itô’s formulae for the Lp- and
H1- norms, which can be heuristically computed very easily. The rigorous
proofs are much harder and are contained in Section 5. Furthermore, some
technical proofs are postponed to the Appendix, i.e. Section 6, for simplicity
of exposition.

Notations. For 1 ≤ p ≤ ∞, Lp = Lp(Rd) is the space of all p-integrable
complex valued functions with the norm | · |Lp . Lq(0, T ;Lp) denotes the
measurable functions u : [0, T ] → Lp such that t → |u(t)|Lp belongs to
Lq(0, T ). C([0, T ];Lp) similarly denotes the continuous Lp-valued functions
with the sup norm in t.

As usual, W 1,p = W 1,p(Rd) is the classical Sobolev space, i.e. W 1,p = {u ∈
Lp : ∇u ∈ Lp} with the norm ‖u‖W 1,p = |u|Lp + |∇u|Lp . Here ∇ = (∂1, ..., ∂d)
with ∂k := ∂

∂xk
, 1 ≤ k ≤ d. Moreover, the spaces Lq(0, T ;W 1,p) and

C([0, T ];W 1,p) are understood similarly as above. We also use the nota-
tion ∂γ = ∂γ1

1 · · · ∂γd

d for any multi-index γ = (γ1, ..., γd) with γj ∈ N. The
order of γ is |γ| = γ1 + · · ·+ γd, and if |γ| = 0, ∂γf = f .

In the special case p = 2, L2 is the Hilbert space endowed with the scalar
product

〈u, v〉 =

∫
Rd

u(ξ)v(ξ)dξ; u, v ∈ L2.

For simplicity, we set | · |2 = | · |L2 . Let H1 = W 1,2 and H−1 be the dual
space of H1. Their norms are denoted by | · |Hk , k = ±1.

C∞
c (Rd) denotes the compactly supported smooth functions on Rd. We

use S and S ′ for the rapidly decreasing functions and the tempered distri-
butions respectively. Then for f ∈ S, f̂ means the Fourier transform, i.e.
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f̂(η) =
∫
f(ξ)e−iξ·ηdξ, and for f ∈ S ′, f∨ denotes the inverse Fourier trans-

form of f , i.e. f∨(ξ) = 1
(2π)d

∫
f(η)eiξ·ηdη.

We use C, C̃ for various constants that may change from line to line.

2 Local results

In this section, we will establish the local existence, uniqueness and blowup
alternative for equation (1.1). The main result is given in Theorem 2.1 below.

Theorem 2.1 Assume (H1). Let α satisfy 1 < α < ∞ if d = 1, 2, or,
1 < α ≤ 1 + 4

d−2
if d ≥ 3. For each x ∈ H1 and 0 < T < ∞, there is a

sequence of strong solutions (Xn, τn) of (1.1), n ∈ N, where τn is a sequence
of incresing stopping times, and uniqueness holds in the sense of Definition
1.1. For every n ≥ 1, it holds P-a.s that

Xn|[0,τn] ∈ C([0, τn];H1) ∩ Lγ(0, τn;W 1,ρ), (2.1)

where (ρ, γ) is any Strichartz pair.
Moreover, defining τ ∗(x) = lim

n→∞
τn and X = lim

n→∞
Xn1[0,τ∗(x)), we have

the blowup alternative, that is, for P-a.e ω, if τn(ω) < τ ∗(x)(ω), ∀n ∈ N,
then

lim
t→τ∗(x)(ω)

|X(t)(ω)|H1 = ∞, if 1 < α < 1 +
4

(d− 2)+

, d ≥ 1, (2.2)

and

‖X(ω)‖
L

2(d+2)
d−2 (0,τ∗(x)(ω);L

2(d+2)
d−2 )

= ∞, if α = 1 +
4

d− 2
, d ≥ 3. (2.3)

Remark 2.2 As seen below in the proof of Proposition 2.5 if the norm in
(2.2) or (2.3) is finite P-a.s., then τ ∗(x) = T , P-a.s.

The key tool to prove Theorem 2.1 is based on the rescaling approach as
used in [1]. Namely, we apply the rescaling transformation

X = eWy (2.4)

6



to reduce the original stochastic equation (1.1) to the random Schrödinger
equation

∂y(t, ξ)

∂t
= A(t)y(t, ξ)− λie(α−1)ReW (t,ξ)|y(t, ξ)|α−1y(t, ξ),

y(0) = x.
(2.5)

Here
A(t)y(t, ξ) := −i(∆ + b(t, ξ) · ∇+ c(t, ξ))y(t, ξ) (2.6)

with b(t, ξ) = 2∇W (t, ξ), c(t, ξ) =
d∑

j=1

(∂jW (t, ξ))2+∆W (t, ξ)−i(µ(ξ)+µ̃(ξ))

and µ̃(ξ) = 1
2

N∑
j=1

µ2
je

2
j(ξ).

Analogously to Definition 1.1, the solutions to (2.5) are defined as follows.

Definition 2.3 Let x ∈ H1, 0 < T < ∞, and α ∈ (1,∞) if d = 1, 2, or
α ∈ (1, 1+ 4

d−2
] for d ≥ 3. The strong solution (y, τ) and uniqueness of (2.5)

are defined similarly as in Definition 1.1, just with the modifications that X
and (1.5) are replaced, respectively, by y and the equation

y(t) = x+

∫ t

0

A(s)y(s)ds−
∫ t

0

λie(α−1)ReW (s)|y(s)|α−1y(s)ds. (2.7)

Remark 2.4 The equivalence between two strong solutions (X, τ) and (y, τ)
of (1.1) and (2.5), respectively, can be proved similarly as in the proof of
Lemma 6.1 in [1]. We also refer to [14] for more details.

Therefore, it is equivalent to prove the local results for the random equa-
tion (2.5). We have the following

Proposition 2.5 Assume the conditions in Theorem 2.1 to hold. For each
x ∈ H1 and 0 < T < ∞, there is a sequence of strong solutions (yn, τn)
of (2.5), n ∈ N, where τn is a sequence of incresing stopping times, and
uniqueness holds in the sense of Definition 2.3. For every n ≥ 1, it holds
P-a.s that

yn|[0,τn] ∈ C([0, τn];H1) ∩ Lγ(0, τn;W 1,ρ), (2.8)

where (ρ, γ) is any Strichartz pair.
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Moreover, defining τ ∗(x) = lim
n→∞

τn and y = lim
n→∞

yn1[0,τ∗(x)), we have the

blowup alternative, namely, for P-a.e ω if τn(ω) < τ ∗(x)(ω), ∀n ∈ N, then

lim
t→τ∗(x)(ω)

|y(t)(ω)|H1 = ∞, if 1 < α < 1 +
4

(d− 2)+

, d ≥ 1,

and

‖y(ω)‖
L

2(d+2)
d−2 (0,τ∗(x)(ω);L

2(d+2)
d−2 )

= ∞, if α = 1 +
4

d− 2
, d ≥ 3.

Inspired by the deterministic case, the local well-posedness of (2.5) de-
pends crucially on the dispersive properties of the linear part in (2.5). Hence,
in order to prove Proposition 2.5, let us first introduce the evolution operators
and Strichartz estimates in Sobolev spaces.

Lemma 2.6 For P−a.e.ω, the operator A(t) defined in (2.6) generates evolu-
tion operators U(t, s) = U(t, s, ω) in the space H1(Rd), 0 ≤ s ≤ t ≤ T . More-
over, for each x ∈ H1(Rd) and s ∈ [0, T ], the process [s, T ] 3 t→ U(t, s)x is
continuous and (Ft)-adapted, hence progressively measurable with respect to
the filtration (Ft)t≥s.

Proof. This lemma is based on [8] and can be proved analogously as
Lemma 3.3 in [1] (see also [14]). �

Lemma 2.7 Assume (H1). Then for any T > 0, u0 ∈ H1 and f ∈
Lq′2(0, T ;W 1,p′2), the solution of

u(t) = U(t, 0)u0 +

∫ t

0

U(t, s)f(s)ds, 0 ≤ t ≤ T, (2.9)

satisfies the estimates

‖u‖Lq1 (0,T ;Lp1 ) ≤ CT (|u0|2 + ‖f‖
Lq′2 (0,T ;Lp′2 )

), (2.10)

and
‖u‖Lq1 (0,T ;W 1,p1 ) ≤ CT (|u0|H1 + ‖f‖

Lq′2 (0,T ;W 1,p′2 )
), (2.11)

where (p1, q1) and (p2, q2) are Strichartz pairs, namely

(pi, qi) ∈ [2,∞]× [2,∞] :
2

qi
=
d

2
− d

pi

, if d 6= 2,
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or

(pi, qi) ∈ [2,∞)× (2,∞] :
2

qi
=
d

2
− d

pi

, if d = 2,

Furthermore, the process Ct, t ≥ 0, can be taken to be (Ft)-progressively
measurable, increasing and continuous.

(See the Appendix for the proof.)

Proof of Proposition 2.5. It is equivalent to solve the weak equation
(2.7) in the mild sense, namely

y = U(t, 0)x− λi

∫ t

0

U(t, s)e(α−1)ReW (s)g(y(s))ds, (2.12)

where g(y) = |y|α−1y. The following fixed point arguments are standard in
the deterministic case (see e.g. [9] and [11]). However, we emphasize that we
have to secure the (Ft)-adaptedness of the solutions, which allows us later
to apply Itô’s formula to obtain a priori estimates (see also [1]).

Let us first consider the case d ≥ 3. Choose the Strichartz pair (p, q) =

(d(α+1)
d+α−1

, 4(α+1)
(d−2)(α−1)

), set X = C([0, T ];L2) ∩ Lq(0, T ;Lp), Y = C([0, T ];H1) ∩
Lq(0, T ;W 1,p), and consider the integral operator

F (y)(t) = U(t, 0)x− λi

∫ t

0

U(t, s)(e(α−1)ReW (s)g(y(s)))ds, t ∈ [0, T ], (2.13)

defined for y ∈ Y .
We claim that

F (Y) ⊆ Y . (2.14)

In fact, by the Strichartz estimates in Lemma 2.7

‖F (y)‖Lq(0,T ;W 1,p) ≤ CT

[
|x|H1 + ‖e(α−1)ReWg(y)‖Lq′ (0,T ;W 1,p′ )

]
. (2.15)

To estimate the right-hand side, we have that

‖e(α−1)ReWg(y)‖Lq′ (0,T ;W 1,p′ )

≤D1(T )
(
‖|y|α−1y‖Lq′ (0,T ;Lp′ ) + ‖|y|α−1|∇y|‖Lq′ (0,T ;Lp′ )

)
, (2.16)
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where in the last inequality we have used |∇g(y)| ≤ α|y|α−1|∇y|, |∇(e(α−1)ReWg(y))| ≤
|e(α−1)W | [(α− 1)|∇W ||g(y)|+ |∇g(y)|] and D1(T ) := α(|∇W |L∞(0,T ;L∞) +
2)e(α−1)|W |L∞(0,T ;L∞) .

With our choice of (p, q), it is easy to verify that ( 1
p′
, α

q
) = (α−1)( 1

(α−1)l
, 1

q
)+

(1
p
, 1

q
), where 1

l
= 1

p′
− 1

p
, satisfying 1

(α−1)l
= 1

p
− 1

d
. Hence, from Hölder’s in-

equality and the Sobolev imbedding |y|L(α−1)l ≤ D|y|W 1,p it follows that

‖|y|α−1y‖Lq′ (0,T ;Lp′ ) ≤T θ‖|y|α−1y‖
L

q
α (0,T ;Lp′ )

≤T θ‖y‖α−1
Lq(0,T ;L(α−1)l)

‖y‖Lq(0,T ;Lp)

≤Dα−1T θ‖y‖α−1
Lq(0,T ;W 1,p)‖y‖Lq(0,T ;Lp), (2.17)

with θ = 1
q′
− α

q
≥ 0, and also

‖|y|α−1|∇y|‖Lq′ (0,T ;Lp′ ) ≤ Dα−1T θ‖y‖α−1
Lq(0,T ;W 1,p)‖∇y‖Lq(0,T ;Lp). (2.18)

Thus, inserting (2.17), (2.18) into (2.16) and (2.15) yields that for y ∈ Y

‖F (y)‖Lq(0,T ;W 1,p) ≤ CT

[
|x|H1 +D2(T )T θ‖y‖α

Lq(0,T ;W 1,p)

]
, (2.19)

with D2(T ) = D1(T )Dα−1. Similarly,

‖F (y)‖L∞(0,T ;H1) ≤ CT

[
|x|H1 +D2(T )T θ‖y‖α

Lq(0,T ;W 1,p)

]
. (2.20)

Hence (2.19) and (2.20) yield (2.14), as claimed.

We now start to construct the strong solutions of (2.5) by similar argu-
ments as in [1].

Step 1. Fix ω ∈ Ω and consider F on the set

Yτ1
M1

={y ∈ C([0, τ1];H
1) ∩ Lq(0, τ1;W

1,p);

sup
0≤t≤τ1

|y(t)− U(t, 0)x|H1 + ‖y‖Lq(0,τ1;W 1,p) ≤M1},

where τ1 = τ1(ω) ∈ (0, T ] and M1 = M1(ω) > 0 are random variables.
For y ∈ Yτ1

M1
by estimates (2.19) and (2.20)

‖F (y)− U(·, 0)x‖L∞(0,τ1;H1) + ‖F (y)‖Lq(0,τ1;W 1,p) ≤ ε1(τ1) + 2Cτ1D2(τ1)τ
θ
1M

α
1 ,
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where ε1(t) := ‖U(·, 0)x‖Lq(0,t;W 1,p) is (Ft)-adapted. By Lemma 2.7, ε1(t) =
‖1(0,t)(·)U(·, 0)x‖Lq(0,T ;W 1,p) ≤ CT |x|H1 < ∞, and 1(0,t)(·)U(·, 0)x → 0, as
t→ 0+. This implies

ε1(t) → 0, as t→ 0+

In order to obtain F (Yτ1
M1

) ⊂ Yτ1
M1

, we shall choose M1 and τ1 in such a
way that

ε1(τ1) + 2Cτ1D2(τ1)τ
θ
1M

α
1 ≤M1.

To this end, we define the real-valued continuous, (Ft)-adapted process

Z
(1)
t = 2αCtD2(t)ε

α−1
1 (t)tθ, t ∈ [0, T ],

choose the (Ft)-stopping time

τ1 = inf

{
t ∈ [0, T ], Z

(1)
t >

1

2

}
∧ T

and set M1 = 2ε1(τ1). Then it follows that Z
(1)
τ1 ≤ 1

2
and F (Yτ1

M1
) ⊂ Yτ1

M1
.

Moreover, the estimates as in the proof of (2.19) show that for y1, y2 ∈ Yτ1
M1

‖F (y1)− F (y2)‖L∞(0,τ1;L2) + ‖F (y1)− F (y2)‖Lq(0,τ1;Lp)

≤2Cτ1‖λe(α−1)ReW (g(y1)− g(y2))‖Lq′ (0,τ1;Lp′ )

≤Cτ1D1(τ1)‖(|y1|α−1 + |y2|α−1)|y1 − y2|‖Lq′ (0,τ1;Lp′ )

≤Cτ1D1(τ1)D
α−1τ θ

1

(
‖y1‖α−1

Lq(0,τ1;W 1,p) + ‖y2‖α−1
Lq(0,τ1;W 1,p)

)
‖y1 − y2‖Lq(0,τ1;Lp)

≤2Cτ1D2(τ1)M
α−1
1 τ θ

1‖y1 − y2‖Lq(0,τ1;Lp)

≤1

2
‖y1 − y2‖Lq(0,τ1;Lp), (2.21)

which implies that F is a contraction in C([0, τ1];L
2) ∩ Lq(0, τ1;L

p).
Since Yτ1

M1
is a complete metric subspace in C([0, τ1];L

2) ∩ Lq(0, τ1;L
p),

Banach’s fixed point theorem yields a unique y ∈ Yτ1
M1

with y = F (y) on
[0, τ1].

Consequently, setting y1(t) := y(t∧ τ1), t ∈ [0, T ], and using similar argu-
ments as in the proof of Step 1 in Lemma 4.2 in [1], we deduce that (y1, τ1)
is a strong solution of (2.5), such that y1(t) = y1(t ∧ τ1), t ∈ [0, T ], and
y1|[0,τ1] ∈ C([0, τ1];H

1) ∩ Lq(0, τ1;W
1,p).
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Step 2. Suppose that at the nth step we have a strong solution (yn, τn)
of (2.5), such that τn ≥ τn−1, yn(t) = yn(t ∧ τn), t ∈ [0, T ], and yn|[0,τn] ∈
C([0, τn];H1) ∩ Lq(0, τn;W 1,p).

Set

Yσn
Mn+1

={z ∈ C([0, σn];H1) ∩ Lq(0, σn;W 1,p);

sup
0≤t≤σn

|z(t)− U(t+ τn, τn)yn(τn)|H1 + ‖z‖Lq(0,σn;W 1,p) ≤Mn+1},

and define the integral operator Fn on Y by

Fn(z)(t) = U(τn + t, τn)yn(τn)− λi

∫ t

0

U(τn + t, τn + s)e(α−1)ReW (τn+s)g(z(s))ds,

t ∈ [0, T ], z ∈ Y . (2.22)

Analogous calculations as in Step 1 show that for z ∈ Yσn
Mn+1

‖Fn(z)− U(·+ τn, τn)yn(τn)‖L∞(0,σn;H1) + ‖Fn(z)‖Lq(0,σn;W 1,p)

≤εn+1(σn) + 2Cτn+σnD2(τn + σn)σθ
nM

α
n+1,

and for z1, z2 ∈ Yσn
Mn+1

‖F (z1)− F (z2)‖L∞(0,σn;L2) + ‖F (z1)− F (z2)‖Lq(0,σn;Lp)

≤2Cτn+σnD2(τn + σn)Mα−1
n+1 σ

θ
n‖z1 − z2‖Lq(0,σn;Lp).

where εn+1(t) := ‖U(τn + ·, τn)yn(τn)‖Lq(0,t;W 1,p) is (Fτn+t)-adapted and

εn+1(t) → 0, as t→ 0.

Similarly, we define the continuous (Fτn+t)-adapted process

Z
(n)
t := 2αCτn+tD2(τn + t)εα−1

n+1(t)t
θ, t ∈ [0, T ],

set

σn = inf

{
t ∈ [0, T − τn] : Z

(n)
t >

1

2

}
∧ (T − τn)

and choose Mn+1 = 2εn+1(σn). It follows that Fn(Yσn
Mn+1

) ⊂ Yσn
Mn+1

and Fn

is a contraction in C([0, σn];L2) ∩ Lq(0, σn;Lp). Hence, because Yσn
Mn+1

is

a complete metric subspace in C([0, σn];L2) ∩ Lq(0, σn;Lp), Banach’s fixed
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point theorem implies that there is a unique zn+1 ∈ Yσn
Mn+1

such that zn+1 =
Fn(zn+1) on [0, σn].

Then, set τn+1 = τn + σn and define

yn+1(t) =

{
yn(t), t ∈ [0, τn];
zn+1((t− τn) ∧ σn), t ∈ (τn, T ].

It follows from the definitions of F and Fn that yn+1 = F (yn+1) on [0, τn+1],
implying yn+1 is a solution to (2.5) on [0, τn+1]. Moreover, using similar ar-
guments as in the proof of Step 2 in Lemma 4.2 and of Lemma 6.2 in [1],
we deduce that τn+1 is an (Ft)-stopping time and yn+1 is adapted to (Ft)
in H1. Hence, (yn+1, τn+1) is a strong solution of (2.5), such that yn+1(t) =
yn+1(t∧τn+1), t ∈ [0, T ], and yn+1|[0,τn+1] ∈ C([0, τn+1];H

1)∩Lq(0, τn+1;W
1,p).

Step 3. Starting from Step 1 and repeating the procedure in Step 2, we
finally construct a sequence of strong solutions (yn, τn), n ∈ N, where τn are
increasing stopping times and yn+1 = yn on [0, τn].

The integrability property y ∈ Lγ(0, τn;W 1,ρ) for any Strichartz pair
(ρ, γ) follows easily from Lemma 2.7 and the estimate (2.19).

To prove the uniqueness, for any two strong solutions (ỹi, σi), i = 1, 2,
define ς = sup{t ∈ [0, σ1 ∧ σ2] : ỹ1 = ỹ2 on [0, t]}. Suppose that P(ς <
σ1 ∧ σ2) > 0. For ω ∈ {ς < σ1 ∧ σ2}, we have ỹ1(ω) = ỹ2(ω) on [0, ς(ω)] by
the continuity in H1, and for t ∈ [0, σ1 ∧ σ2(ω)− ς(ω))

‖ỹ1(ω)− ỹ2(ω)‖Lq(ς(ω),ς(ω)+t;Lp)

≤2Cς(ω)+tD2(ς(ω) + t)M̃(t)tθ‖ỹ1(ω)− ỹ2(ω)‖Lq(ς(ω),ς(ω)+t;Lp),

where M̃(t) := ‖ỹ1(ω)‖α−1
Lq(ς(ω),ς(ω)+t;W 1,p) + ‖ỹ2(ω)‖α−1

Lq(ς(ω),ς(ω)+t;W 1,p) → 0 as

t → 0. Therefore, with t small enough we deduce that ỹ1(ω) = ỹ2(ω) on
[ς(ω), ς(ω) + t], hence ỹ1(ω) = ỹ2(ω) on [0, ς(ω) + t], which contradicts the
definition of ς.

Now, we are left with proving the blowup alternative. Let us consider the
subcritical and critical cases respectively.

13



(i). The subcritical case 1 < α < 1 + 4
d−2

, θ > 0: Suppose that P(M∗ <
∞; τn < τ ∗(x),∀n ∈ N) > 0, where M∗ := sup

t∈[0,τ∗(x))

|y(t)|H1 . Define

Zt := 2α(M∗)α−1Cα
T+tD2(T + t)tθ, t ∈ [0, T ],

and

σ := inf

{
t ∈ [0, T ] : Zt >

1

4

}
∧ T.

For ω ∈ {M∗ < ∞; τn < τ ∗(x),∀n ∈ N}, since τn(ω) < T , ∀n ∈ N, by the
definition of σn in Step 2, we have

σn(ω) = inf

{
t ∈ [0, T − τn(ω)] : Z

(n)
t (ω) >

1

2

}
.

Notice that, for every n ≥ 1, εn+1(t) ≤ Cτn+tM
∗ due to the Strichartz esti-

mate (2.11). Moreover, |y(τn(ω))|H1 ≤M∗, Cτn(ω)+t ≤ CT+t and D2(τn(ω) +

t) ≤ D2(T + t). It follows that Zt(ω) ≥ Z
(n)
t (ω), therefore σn(ω) > σ(ω) > 0.

Hence τn+1(ω) = τn(ω) + σn(ω) > τn(ω) + σ(ω), which implies τn+1(ω) >
τ1(ω)+nσ(ω) for every n ≥ 1, contradicting the fact that τn(ω) ≤ T . There-
fore, we have shown the blow-up alternative in the subcritical case.

(ii). The critical case α = 1 + 4
d−2

with d ≥ 3, θ = 0: We will adapt

the arguments from [7] and [6]. Set q1 = 2(d+2)
d−2

. Besides the Strichartz

pair (p, q) = ( 2d2

d2−2d+4
, 2d

d−2
), let us choose another Strichartz pair (p2, p2) =

(2 + 4
d
, 2 + 4

d
). Then 1

p′2
= α−1

q1
+ 1

p2
.

Suppose that P(‖y‖Lq1 (0,τ∗(x);Lq1 ) < ∞; τn < τ ∗(x),∀n ∈ N) > 0. For
ω ∈ {‖y‖Lq1 (0,τ∗(x);Lq1 ) < ∞; τn < τ ∗(x),∀n ∈ N}, we have σn(ω) = inf{t ∈
[0, T − τn(ω)];Z

(n)
t (ω) > 1

2
} and Z

(n)
σn(ω)(ω) = 1

2
. For convenience, we omit the

dependence on ω below.
From the definition of Fn and the construction of y, one can check that

for every n ≥ 1 and t ∈ [0, τ ∗(x)− τn)

y(τn + t) = U(τn + t, τn)y(τn)− λi

∫ τn+t

τn

U(τn + t, s)e(α−1)ReW (s)g(y(s))ds.

Then by Lemma 2.7 and Höder’s inequality, for every n ≥ 1, t ∈ [τ ∗(x)− τn)

‖y‖Lp2 (τn,τn+t;W 1,p2 ) ≤CT |y(τn)|H1 + CT‖e(α−1)ReW (s)g(y(s))‖
Lp′2 (τn,τn+t;W 1,p′2 )

≤CT |y(τn)|H1 + CTD1(T )‖y‖α−1
Lq1 (τn,τ∗(x);Lq1 )‖y‖Lp2 (τn,τn+t;W 1,p2 ).
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Since ‖y‖Lq1 (0,τ∗(x);Lq1 ) < ∞, we have ‖y‖Lq1 (τn,τ∗(x);Lq1 ) → 0 as n → ∞.
Hence, choosing n large enough, such that CTD1(T )‖y‖α−1

Lq1 (τn,τ∗(x);Lq1 ) <
1
2
,

we have for t ∈ [0, τ ∗(x)− τn), ‖y‖Lp2 (τn,τn+t;W 1,p2 ) ≤ 2CT |y(τn)|H1 , yielding

‖y‖Lp2 (0,τ∗(x);W 1,p2 ) <∞.

Therefore,

‖y‖Lq(0,τ∗(x);W 1,p) ≤CT |x|H1 + CT‖e(α−1)ReW (s)g(y(s))‖
Lp′2 (0,τ∗(x);W 1,p′2 )

≤CT |x|H1 + CTD1(T )‖y‖α−1
Lq1 (0,τ∗(x);Lq1 )‖y‖Lp2 (0,τ∗(x);W 1,p2 ) <∞.

Now, we note that for every n ≥ 1 and t ∈ [0, σn]

εn+1(t) = ‖U(τn + ·, τn)y(τn)‖Lq(0,t;W 1,p) ≤ M̃∗
n + CTD2(T )(M̃∗

n)α,

where

M̃∗
n(ω) := ‖y(ω)‖Lq(τn(ω),τ∗(x)(ω);W 1,p) → 0, as n→∞.

Then we choose n large enough such that

Z̃(n)(ω) := 2αCT (ω)D2(T )(ω)[M̃∗
n(ω) + CT (ω)D2(T )(ω)(M̃∗

n)α(ω)]α−1 <
1

6
.

But this implies 1
6
> Z̃(n)(ω) > Z

(n)
t (ω) for any t ∈ [0, σn(ω)], in particular,

1
6
> Z̃(n)(ω) > Z

(n)
σn(ω)(ω) = 1

2
, yielding a contradiction. Therefore, we have

proved the blowup alternative in the critical case and completed the proof of
Proposition 2.5 for the case d ≥ 3.

For the case d = 1, 2, we modify the Strichartz pair (p, q) by p = α + 1

and q = 4(α+1)
d(α−1)

. Note that ( 1
p′
, 1

q
) = (α − 1)(1

p
, 0) + (1

p
, 1

q
) and 2 < p < ∞.

Hölder’s inequality and Sobolev’s imbedding |y|Lp ≤ D|y|H1 give

‖|y|α−1y‖Lq′ (0,T ;Lp′ ) ≤ Dα−1T θ‖y‖α−1
L∞(0,T ;H1)‖y‖Lq(0,T ;Lp), (2.23)

where θ = 1− 2
q
> 0, and

‖|y|α−1∇y‖Lq′ (0,T ;Lp′ ) ≤ Dα−1T θ‖y‖α−1
L∞(0,T ;H1)‖∇y‖Lq(0,T ;Lp). (2.24)
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Hence the estimates (2.19) and (2.20) are accordingly modified by

‖F (y)‖Lq(0,T ;W 1,p) ≤ CT

[
|x|H1 +D2(T )T θ‖y‖α−1

L∞(0,T ;H1)‖y‖Lq(0,T ;W 1,p)

]
,

(2.25)
and

‖F (y)‖L∞(0,T ;H1) ≤ CT

[
|x|H1 +D2(T )T θ‖y‖α−1

L∞(0,T ;H1)‖y‖Lq(0,T ;W 1,p)

]
.

(2.26)
Similarly to (2.21), we get

‖F (y1)− F (y2)‖L∞(0,T ;L2) + ‖F (y1)− F (y2)‖Lq(0,T ;Lp)

≤CTD2(T )T θ
(
‖y1‖α−1

L∞(0,T ;H1) + ‖y2‖α−1
L∞(0,T ;H1)

)
‖y1 − y2‖Lq(0,T ;Lp). (2.27)

Therefore, similar arguments as those after (2.19) and (2.20) yield the as-
serted results in the case d = 1, 2. This completes the proof of Proposition
2.5. �

From the blowup alternative in Theorem 2.1 and Remark 2.2, we see that
global existence follows from an a priori estimate for the energy, which will
be derived from the Hamiltonian in the next section.

3 A priori estimate of the energy

Define the Hamiltonian H

H(u) =
1

2

∫
|∇u|2dξ − λ

α+ 1

∫
|u|α+1dξ, u ∈ H1, (3.1)

for 1 < α < 1 + 4
(d−2)+

, d ≥ 1. Note that H is well defined by the Sobolev
imbedding theorem.

Let X, τ ∗(x) be as in Theorem 2.1. The evolution formula for H(X) is
given in Theorem 3.1 below.
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Theorem 3.1 Let α satisfy (1.3). Set φj = µjej, j = 1, ..., N . Then P-a.s

H(X(t))

=H(x) +

∫ t

0

Re 〈−∇(µX(s)),∇X(s)〉2 ds+
1

2

N∑
j=1

∫ t

0

|∇(X(s)φj)|22ds

− 1

2
λ(α− 1)

N∑
j=1

∫ t

0

∫
(Reφj)

2|X(s)|α+1dξds

+
N∑

j=1

∫ t

0

Re 〈∇(φjX(s)),∇X(s)〉2 dβj(s)

− λ
N∑

j=1

∫ t

0

∫
Reφj|X(s)|α+1dξdβj(s), 0 ≤ t < τ ∗(x).

Remark 3.2 In the deterministic case µj = 0, 1 ≤ j ≤ N , the Hamiltonian
is conserved, i.e. H(X(t)) = H(x). In the stochastic conservative case
µj = −iµ̃j, µ̃j ∈ R, 1 ≤ j ≤ N , the above evolution formula for H(X(t))
coincides with (4.26) in [4].

Proof. This formula follows heuristically by applying Itô’s formula to
the integrands in H(X(t)) with the variable ξ fixed and then integrating
over Rd. But the spaces L2, Lp consist of equivalent classes of functions,
the delicate problem here is to find a suitable version such that for every ξ
fixed, (X(t, ξ))t∈[0,T ] is a continuous semimartingale, which may not exist.
Therefore, we proceed by approximation to give a rigorous proof.

We introduce the operators Θm, m ∈ N, used in [4] and defined for any
f ∈ S by

Θmf :=

(
θ(
| · |
m

)

)∨

∗ f (= mdθ∨(m·) ∗ f),

where θ ∈ C∞
c is real-valued, nonnegative and θ(x) = 1 for |x| ≤ 1, θ(x) = 0

for |x| > 2.
By Hausdorf-Young’s inequality, since

∫
θ∨dξ = 1, we have for any p ∈

[1,∞)

‖Θm‖Lp→Lp ≤ C, (3.2)
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where C = C(p) is independent of m and

Θmf → f in Lp, as m→∞. (3.3)

Moreover, for any f ∈ Lα+1
α we have

Θmf ∈ Lα+1, (3.4)

Re

∫
if(ξ)Θmf(ξ)dξ = 0. (3.5)

(See the Appendix for the proof.)
Consider the approximating equation

idXm = ∆Xmdt− iµXmdt+ λΘm(g(Xm))dt+ iXmdW, t ∈ (0, T ),

Xm(0) = x,
(3.6)

where g(Xm) = |Xm|α−1Xm. Since the bound in (3.2) is independent of m,
the arguments in the proof of Proposition 2.5 show that there exist unique
strong solutions (Xm,n, τn) of (3.6), n ∈ N, where τn are increasing stopping
times, independent of m. Define

Xm := lim
n→∞

Xm,n1[0,τ∗(x)) (3.7)

with τ ∗(x) = lim
n→∞

τn. Set q = 4(α+1)
d(α−1)

. We have P− a.s.

R(t) := sup
m≥1

(‖Xm‖C([0,t];H1) + ‖Xm‖Lq(0,t;W 1,α+1)) <∞, t < τ ∗(x). (3.8)
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Moreover, it follows from Lemma 5.1 and Lemma 5.2 in Section 5 that

H(Xm(t))

=H(x) +

∫ t

0

Re 〈−∇(µXm),∇(Xm)〉2 dt+
1

2

N∑
j=1

∫ t

0

|∇(Xm(s)φj)|22ds

− 1

2
λ(α− 1)

N∑
j=1

∫ t

0

∫
(Reφj)

2|Xm(s)|α+1dξds

− λ

∫ t

0

Re

∫
i∇[(Θm − 1)g(Xm)]∇Xmdξds (3.9)

+
N∑

j=1

∫ t

0

Re 〈∇(φjXm(s)),∇(Xm(s))〉2 dβj(s)

− λ
N∑

j=1

∫ t

0

∫
Reφj|Xm(s)|α+1dξdβj(s).

In order to pass to the limit in (3.9), we note that P-a.s. for t < τ ∗(x)

Xm → X, in L∞(0, t;H1) ∩ Lq(0, t;W 1,α+1) (3.10)

(see Section 5 for the proof).
Let us consider the fifth term in the right hand side of (3.9) for example.

We will show that P-a.s. for t < τ ∗(x)

λ

∫ t

0

Re

∫
i∇[(Θm − 1)g(Xm)]∇Xmdξds→ 0, as m→∞. (3.11)

Indeed, because of (3.10) it suffices to show that P-a.s.

∇[(Θm − 1)g(Xm)] → 0, in Lq′(0, t;L
α+1

α ) (3.12)

for t < τ ∗(x). We note that by (3.2)

‖∇[(Θm − 1)g(Xm)]‖
Lq′ (0,t;L

α+1
α )

≤‖(Θm − 1)(∇g(Xm)−∇g(X))‖
Lq′ (0,t;L

α+1
α )

+ ‖(Θm − 1)∇g(X)‖
Lq′ (0,t;L

α+1
α )

≤C‖∇g(Xm)−∇g(X)‖
Lq′ (0,t;L

α+1
α )

+ ‖(Θm − 1)∇g(X)‖
Lq′ (0,t;L

α+1
α )
,
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where C is independent of m. Using the arguments after (4.8) below we de-
duce that the first term tends to 0. Moreover, the second term also converges
to 0, due to (3.3) and (3.2). Therefore, we obtain (3.11), as claimed.

One easily verifies that we can also take the limit for the remaining terms
in (3.9) using (3.10). Consequently, we complete the proof. �

We next prove the a priori estimate of the energy in Theorem 3.6 below.
Before that, let us first state and prove some technical lemmas.

Lemma 3.3 Let Y ≥ 0 be a real-valued progressively measurable process.
We have

E
(∫ t

0

Y 2(s)ds

) 1
2

≤ εE sup
s≤t

Y (s) + Cε

∫ t

0

E sup
r≤s

Y (r)ds.

Proof. This lemma follows easily from the fact that
∫ t

0
Y (s)2ds ≤ sup

s≤t
Y (s)

∫ t

0
Y (s)ds

and Cauchy’s inequality. �

Lemma 3.4 For 1 < α < 1 + 4
d
, d ≥ 1, we have

|X|α+1
Lα+1 ≤ Cε|X|p2 + ε|∇X|22, (3.13)

where p > 2.

Proof. From the Gagliardo-Nirenberg inequality it follows that |X|α+1
Lα+1 ≤

C|X|β2 |∇X|
γ
2 , where β = (1 − θ)(α + 1) and γ = θ(α + 1) ∈ (0, 2) with

θ = d(α−1)
2(α+1)

∈ (0, 1). Then, (3.13) follows immediately from Young’s inequal-

ity ab ≤ Cεa
ρ + εbδ, 1

ρ
+ 1

δ
= 1, by choosing γδ = 2. �

Unlike in the conservative case, |X(t)|22 is no longer independent of t, but
a general martingale (see Lemma 4.3 in [1]). After applying Lemma 3.4 to
control |X(t)|α+1

Lα+1 , we also need Lemma 3.5 below to bound the p-power of
|X(t)|2. Its proof is postponed to the Appendix.

Lemma 3.5 Let p ≥ 2. Then there exists C̃(T ) <∞ such that

E sup
t∈[0,τ∗(x))

|X(t)|p2 ≤ C̃(T ) <∞.
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With the above preliminaries, we are now ready to prove the main a priori
estimate for the solution X given by Theorem 2.1.

Theorem 3.6 Under condition (1.3) or (1.4), there exists C̃(T ) <∞, such
that

E

[
sup

t∈[0,τ∗(x))

(
|∇X(t)|22 + |X(t)|α+1

Lα+1

)]
≤ C̃(T ) <∞. (3.14)

Proof. (i) First assume that λ = 1. From the definition of H in (3.1)
and Theorem 3.1, it follows that P-a.s. for every n ≥ 1 and t ∈ [0, T ]

1

2
|∇X(t ∧ τn)|22

=H(x) +
1

α+ 1
|X(t ∧ τn)|α+1

Lα+1

+

∫ t∧τn

0

[
Re 〈−∇(µX(s)),∇X(s)〉2 +

1

2

N∑
j=1

|∇(X(s)φj)|22

]
ds

− 1

2
(α− 1)

N∑
j=1

∫ t∧τn

0

∫
(Reφj)

2|X(s)|α+1dξds (3.15)

+
N∑

j=1

∫ t∧τn

0

Re 〈∇(φjX(s)),∇X(s)〉2 dβj(s)

−
N∑

j=1

∫ t∧τn

0

∫
Reφj|X(s)|α+1dξdβj(s)

=H(x) +
1

α+ 1
|X(t ∧ τn)|α+1

Lα+1 + J1(t ∧ τn) + J2(t ∧ τn) + J3(t ∧ τn) + J4(t ∧ τn),

where τn is as in Theorem 2.1 and φj = µjej, 1 ≤ j ≤ N .
To estimate the second term in the right hand side of (3.15), we note

that, from (3.13) and Lemma 3.5 it follows that

1

α+ 1
E sup

s≤t∧τn

|X(s)|α+1
Lα+1 ≤

1

α+ 1
CεE sup

s≤t∧τn

|X(s)|p2 + ε
1

α+ 1
E sup

s≤t∧τn

|∇X(s)|22

≤ 1

α+ 1
CεC̃T + ε

1

α+ 1
E sup

s≤t∧τn

|∇X(s)|22. (3.16)
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Concerning J1(t ∧ τn), we note that

J1(t) ≤ C

∫ t

0

|∇X(s)|22 + |X(s)|22ds,

where C depends on |φj|∞ and |∇φj|∞, 1 ≤ j ≤ N . Hence by Lemma 3.5

E sup
s≤t∧τn

|J1(s)| ≤ CC̃(T )t+ C

∫ t

0

E sup
r≤s∧τn

|∇X(r)|22ds. (3.17)

Moreover, since

E sup
s≤t∧τn

|J2(s)| ≤ (α− 1)|µ|L∞
∫ t

0

E sup
r≤s∧τn

|X(r)|α+1
Lα+1ds, (3.18)

using the estimate (3.16) we have that

E sup
s≤t∧τn

|J2(s)| ≤(α− 1)|µ|L∞CεC̃(T )t

+ ε(α− 1)|µ|L∞
∫ t

0

E sup
r≤s∧τn

|∇X(r)|22ds. (3.19)

For J3, the Burkholder-Davis-Gundy inequality yields that

E sup
s≤t∧τn

|J3(s)| ≤ CE

[∫ t∧τn

0

N∑
j=1

(
Re 〈∇(φjX(s)),∇X(s)〉2

)2
ds

] 1
2

≤ CE
(∫ t∧τn

0

|X(s)|42ds
) 1

2

+ CE
(∫ t∧τn

0

|∇X(s)|42ds
) 1

2

,

where C depends on |φj|∞, |∇φj|∞, 1 ≤ j ≤ N . It follows from Lemma 3.3
with Y replaced by |X(s)|22 and |∇X(s)|22 respectively and Lemma 3.5 that

E sup
s≤t∧τn

|J3(s)| ≤εCC̃(T ) + CCεC̃(T )t+ εCE sup
s≤t∧τn

|∇X(s)|22

+ CCε

∫ t

0

E sup
r≤s∧τn

|∇X(r)|22ds. (3.20)
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For the remaining term J4, it follows similarly from the Burkholder-Davis-
Gundy inequality and Lemma 3.3 with Y replaced by |X|α+1

Lα+1 that

E sup
s≤t∧τn

|J4(s)| ≤CE

[∫ t∧τn

0

N∑
j=1

(∫
Reφj|X(s)|α+1dξ

)2

ds

] 1
2

≤CE
(∫ t∧τn

0

|X(s)|2(α+1)

Lα+1 ds

) 1
2

(3.21)

≤εCE sup
s≤t∧τn

|X(s)|α+1
Lα+1 + CCε

∫ t

0

E sup
r≤s∧τn

|X(r)|α+1
Lα+1ds.

Then (3.16) implies that

E sup
s≤t∧τn

|J4(s)| ≤CCε(εC̃(T ) + CεC̃(T )t) + ε2CE sup
s≤t∧τn

|∇X(s)|22

+ εCCε

∫ t

0

E sup
r≤s∧τn

|∇X(r)|22ds. (3.22)

Now, taking (3.16)-(3.22) into (3.15) and summing up the respective
terms, we conclude that

1

2
E sup

s≤t∧τn

|∇X(s)|22 ≤C1(T ) + εC2(T )E sup
s≤t∧τn

|∇X(s)|22

+ C3(T )

∫ t

0

E sup
r≤s∧τn

|∇X(r)|22ds,

where the constants Ck(T ), 1 ≤ k ≤ 3, depend on T , H(x), α, |φj|∞, |∇φj|∞,
1 ≤ j ≤ N , and E sup

t∈[0,τ∗(x))

|X(t)|p2 with p ≥ 2. Then, choosing a sufficiently

small ε and using Gronwall’s lemma, we obtain

E sup
t∈[0,τn]

|∇X(t)|22 ≤ C̃(T ) <∞.

Finally, taking n→∞ and appylying Fatou’s lemma, we obtain

E sup
t∈[0,τ∗(x))

|∇X(t)|22 ≤ C̃(T ) <∞,

which implies (3.14) by (3.13) and Lemma 3.5.
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(ii) In the defocusing case λ = −1, the positivity of the Hamiltonian
simplifies many estimates in the previous case (i), without using Lemma 3.4
and Lemma 3.5, and the condition on α is less restrictive.

More precisely, taking (3.17), (3.18), (3.20) and (3.21) into Theorem 3.1
and summing up the respective terms, we derive that

1

2
E sup

s≤t∧τn

|∇X(s)|22 +
1

α+ 1
E sup

s≤t∧τn

|X(s)|α+1
Lα+1

≤C1(T ) + εC2(T ) E sup
s≤t∧τn

(|∇X(s)|22 + |X(s)|α+1
Lα+1)

+ C3(T )

∫ t

0

E sup
r≤s∧τn

(|∇X(r)|22 + |X(r)|α+1
Lα+1)ds,

where the constants Ck(T ), 1 ≤ k ≤ 3, depend on T , H(x), α, |φj|∞, |∇φj|∞,
1 ≤ j ≤ N , and E sup

t∈[0,τ∗(x))

|X(t)|22.

Therefore, similar arguments as at the end of the previous case yield
(3.14). This completes the proof of Theorem 3.6. �

4 Proof of Theorem 1.2.

By Lemma 3.5, Theorem 3.6 and the fact that ‖e−W‖L∞(0,T ;W 1,∞) <∞, P-a.s,
it follows that

sup
0≤t<τ∗(x)

|y(t)|2H1 <∞, a.s. (4.1)

Therefore, τ ∗(x) = T , P-a.s, due to the blowup alternative in Proposition
2.5 (see also Remark 2.2). Modifying the definition of y by y := lim

n→∞
yn, we

deduce that (y, T ) is the unique strong solution of (2.5). Therefore, letting
X = eWy, we conclude that (X,T ) is the desired unique strong solution of
(1.1).

The integrability (1.6) follows from Lemma 3.5 and Theorem 3.6, and
(1.7) follows from (2.8).

It remains to prove the continuous dependence on initial data. Again it
is equivalent to prove this for the random equation (2.5), and by Lemma 2.7

we only need to show it for the Strichartz pair (p, q) = (α+ 1, 4(α+1)
d(α−1)

).

24



Suppose that xm → x in H1. Let (ym, T ) be the unique strong solutions of
(2.5) corresponding to the initial data xm, m ≥ 1. Since |xm|H1 ≤ |x|H1+1 for
m ≥ m1 with m1 large enough, we modify τ1(≤ T ) in the proof of Proposition
2.5 by

τ1 = inf{t ∈ [0, T ] : 2α(|x|H1 + 1)α−1Cα
t D2(t)t

θ >
1

2
} ∧ T,

such that τ1 is independent for m ≥ m1. Hence, the contraction arguments
there and the uniqueness yield that

R̃ := sup
m≥m1

(‖ym‖L∞(0,τ1;H1) + ‖ym‖Lq(0,τ1;W 1,p)) <∞, P− a.s.

Let us first prove the continuous dependence on initial data on the interval
[0, τ1]. Analogous calculations as in (2.21) show that

‖ym − y‖L∞(0,t;L2) + ‖ym − y‖Lq(0,t;Lp)

≤ 2CT |xm − x|2 + 2CTD2(T )R̃α−1tθ‖ym − y‖Lq(0,t;Lp),
(4.2)

where θ = 1− 2
q
> 0. Then taking t small and independent of m(≥ m1), we

have

‖ym − y‖L∞(0,t;L2) + ‖ym − y‖Lq(0,t;Lp) → 0, as m→∞. (4.3)

In particular, it follows that

ym → y, in measure dt× dξ, as m→∞. (4.4)

Next, to obtain that

‖ym − y‖L∞(0,t;H1) + ‖ym − y‖Lq(0,t;W 1,p) → 0, (4.5)

we use equation (6.3) in the Appendix to derive that for m ≥ m1

∇(ym − y) =U(t, 0)∇(xm − x) +

∫ t

0

U(t, s)

{
i(Dj∇b̃j +∇b̃jDj +∇c̃)(ym − y)

− λi∇
[
e(α−1)ReW (s) (g(ym(s))− g(y(s)))

]}
ds, (4.6)

where g(y) = |y|α−1y.
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We note that, by Proposition 2.3(a) in [12] and (6.1) in the Appendix,
using a similar estimate as in (2.23), we obtain

‖i(Dj∇b̃j +∇b̃jDj +∇c̃)(ym − y)‖ eX′
[0,t]

≤κT‖ym − y‖ eX[0,t]

≤κTCT |xm − x|2 + κTCT‖e(α−1)ReW (g(ym)− g(y))‖Lq′ (0,t;Lp′ )

≤C(T )|xm − x|2 + C(T )tθ‖ym − y‖Lq(0,t;Lp), (4.7)

where θ = 1 − 2
q
> 0, X̃[0,t] is the local smoothing space defined in [12] and

C(T ) depends on κT , CT , ‖e(α−1)W‖L∞(0,T ;L∞) and R̃.
Then, applying (6.1) to (4.6), we derive by (4.7) and a similar estimate

as in (2.23) that

‖∇ym −∇y‖L∞(0,t;L2) + ‖∇ym −∇y‖Lq(0,t;Lp)

≤2CT |∇xm −∇x|2 + 2CT‖i(Dj∇b̃j +∇b̃jDj +∇c̃)(ym − y)‖ eX′
[0,t]

+ 2CT‖λi∇[e(α−1)ReW (g(ym)− g(y))]‖Lq′ (0,t;Lp′ )

≤C(T )|xm − x|H1 + C(T )tθ‖ym − y‖Lq(0,t;Lp)

+ C(T )‖∇g(ym)−∇g(y)‖Lq′ (0,t;Lp′ ), (4.8)

where CT depends on κT , CT , ‖e(α−1)W‖L∞(0,T ;W 1,∞) and R̃.
As regards the last term in the right hand side of (4.8), we note that

∇g(y) = F1(y)∇y+F2(y)∇y, where F1(y) = α+1
2
|y|α−1 and F2(y) = α−1

2
|y|α−3y2.

Then

∇g(ym)−∇g(y) =F1(ym)[∇ym −∇y] + [F1(ym)− F1(y)]∇y
+ F2(ym)[∇ym −∇y] + [F2(ym)− F2(y)]∇y

=I1 + I2 + I3 + I4. (4.9)

Since |I1|+ |I3| ≤ α|ym|α−1|∇ym −∇y|, (2.24) yields

‖I1 + I3‖Lq′ (0,t;Lp′ ) ≤ αDα−1R̃α−1tθ‖ym − y‖Lq(0,t;W 1,p). (4.10)

Thus plugging (4.9) and (4.10) into (4.8), together with (4.2), we derive
that

‖ym − y‖L∞(0,t;H1) + ‖ym − y‖Lq(0,t;W 1,p)

≤C(T )|xm − x|H1 + C(T )tθ‖ym − y‖Lq(0,t;W 1,p)

+ C(T )‖I2 + I4‖Lq′ (0,t;Lp′ ). (4.11)
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Therefore, choosing t small and independent of m(≥ m1), we deduce that
(4.5) holds once we prove that

‖I2 + I4‖Lq′ (0,t;Lp′ ) → 0, as m→∞. (4.12)

In order to prove (4.12), by (4.3) we have for dt-a.e. s ∈ [0, t], as m→∞

|F1(ym(s))|
L

p
p−2

→ |F1(y(s))|
L

p
p−2

,

which, by (4.4), implies that for dt-a.e. s ∈ [0, t]

F1(ym(s)) → F1(y(s)), in L
p

p−2 ,

then

[F1(ym(s))− F1(y(s))]∇y(s) → 0, in Lp′ .

Moreover, for dt-a.e. s ∈ [0, t],

|[F1(ym(s))− F1(y(s))]∇y(s)|Lp′

≤α+ 1

2
Dα−1(‖ym‖α−1

L∞(0,t;H1) + ‖y‖α−1
L∞(0,t;H1))‖y(s)‖W 1,p

≤α+ 1

2
Dα−1R̃ ‖y(s)‖W 1,p ∈ Lq′(0, t),

Thus, by Lebesgue’s dominated convergence theorem, we obtain

‖I2‖Lq′ (0,t;Lp′ ) → 0, as m→∞.

The proof for I4 is similar. Therefore, we have proved (4.12) hence also
(4.5) for t small enough and independent of m(≥ m1). Reiterating this
procedure in finite steps we obtain (4.5) on [0, τ1].

Now, since ym(τ1) → y(τ1) in H1, similarly we can extend the above
results to [0, τ2] with τ2 depending on |y(τ1)|H1 and τ1 ≤ τ2 ≤ T . Reiter-
ating this procedure, we then obtain increasing stopping times τn, n ∈ N,
depending on |y(τn−1)|H1 , such that (4.5) holds on every [0, τn]. Finally, as
sup

t∈[0,T ]

|y(t)|2 <∞, P-a.s, using the proof of the blowup alternative in Propo-

sition 2.5, we deduce that for P-a.e. ω there exists n(ω) < ∞ such that
τn(ω)(ω) = T . This implies the continuous dependence on initial data on
[0, T ] and consequently completes the proof of Theorem 1.2. �
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5 Itô-formulae for Lp- and H1- norms

This section contains the Itô-formulae for |Xm(t)|α+1
Lα+1 and |∇Xm(t)|22, as well

as the asymptotic formula (3.10), which are used in the proof of Theorem
3.1 in Section 3.

Let us start with Itô’s formula for |Xm(t)|α+1
Lα+1 . First, we note that Theo-

rem 2.1 in [10] is not applicable here, as we do not haveX ∈ Lα+1(0, t;W 1,α+1)
and |X|α−1X ∈ Lα+1(0, t;Lα+1) from Theorem 2.1. However, for the non-
linearity in the approximating equation (3.6), by (3.4) and (3.5) we have
Θm(g(Xm)) ∈ Lα+1 and Re

∫
ig(Xm)Θm(g(Xm))dξ = 0, which allow to use

the technique from [10] to obtain the Itô formula.

Let us adapt the same notation from [10]. Set hε = h ∗ ψε for any locally
integrable function h mollified by ψε, where ψε = ε−dψ(x

ε
) and ψ ∈ C∞

c (Rd)
is a real-valued nonnegative function with unit integral. Recall that |hε|Lp ≤
|h|Lp and if h ∈ Lp, then hε → h in Lp as ε → 0, p > 1, which will be used
in the later estimates.

Lemma 5.1 Let Xm be as in (3.7). Set p = α + 1 with 1 < α < 1 + 4
(d−2)+

,
d ≥ 1. We have P-a.s.

|Xm(t)|pLp =|x|pLp − p

∫ t

0

Re

∫
i∇g(Xm)(s)∇Xm(s)dξds

+
1

2
p(p− 2)

N∑
j=1

∫ t

0

∫
(Reφj)

2|Xm(s)|pdξds (5.1)

+ p

N∑
j=1

∫ t

0

∫
Reφj|Xm(s)|pdξdβj(s), 0 ≤ t < τ ∗(x).

Here g(Xm) = |Xm|p−2Xm and φj = µjej, 1 ≤ j ≤ N .

Proof. By (3.6) we have P-a.s. that

Xm(t) =x(t) +

∫ t

0

[−i∆Xm(s)− µXm(s)− λigm(s)] ds

+

∫ t

0

Xm(s)φjdβj(s), t < τ ∗(x), (5.2)
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where gm(s) = Θm(g(Xm(s))), (5.2) is considered as an Itô equation in H−1

and we used the summation convention over repeated indices for simplicity.
Taking convolution of both sides of (5.2) with the mollifiers ψε, we have

for every ξ ∈ Rd that

(Xm(t))ε(ξ) = xε(ξ) +

∫ t

0

[−i∆(Xm(s))ε(ξ)− (µXm(s))ε(ξ)− λi(gm(s))ε(ξ)] ds

+

∫ t

0

(Xm(s)φj)
ε(ξ)dβj(s), t < τ ∗(x), (5.3)

which holds on a set Ωξ ∈ F with P(Ωξ) = 1.

In order to find Ω̃ ∈ F with P(Ω̃) = 1 such that (5.3) holds on Ω̃ for all
ξ ∈ Rd, we need the continuity in ξ of all terms in (5.3). Let us check this for
the stochastic integral term in (5.3). Set σn,l = inf{s ∈ [0, τn] : |Xm(s)|H1 >
l} ∧ τn. Since the function ξ → (Xm(s)φj)

ε(ξ) is continuous and

E
∣∣∣∣ N∑

j=1

∫ t∧σn,l

0

(Xm(s)φj)
ε(ξ)dβj(s)

∣∣∣∣2 ≤ (
N∑

j=1

|φj|2L∞)|ψε|22 l2t <∞,

it follows that ξ →
∫ t

0
(Xm(s)φj)

ε(ξ)dβj(s) is continuous on {t ≤ σn,l}. But
since sup

t∈[0,τn]

|Xm(t)|H1 <∞, P-a.s, for P-a.e ω ∈ Ω there exists l(ω) ∈ N such

that σn,l(ω) = τn(ω) for all l ≥ l(ω). Therefore,⋃
l∈N

{t ≤ σn,l} = {t ≤ τn}, (5.4)

implying that ξ →
∫ t

0
(Xm(s)φj)

ε(ξ)dβj(s) is continuous on {t ≤ τn} hence
on {t < τ ∗(x)}. One can also check the continuity in ξ for the drift terms in
(5.3).

Therefore, we conclude that (5.3) holds on a full probability set Ω̃ ∈ F

and Ω̃ is independent of ξ ∈ Rd.
Now, we set for simplicity Xε

m(t) = (Xm(t))ε(ξ) and correspondingly for
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the respective other terms. Then by Itô’s formula we have P-a.s.

|Xε
m(t)|p =|xε|p − p

∫ t

0

Re(ig(Xε
m)(s)∆Xε

m(s))ds− p

∫ t

0

Re(g(Xε
m)(s)(µXm)ε(s))ds

− λp

∫ t

0

Re(ig(Xε
m)(s)gε

m(s))ds+
p

2

∫ t

0

|Xε
m(s)|p−2|(Xmφj)

ε(s)|2ds

+
1

2
p(p− 2)

∫ t

0

|Xε
m(s)|p−4[Re(Xε

m(s)(Xmφj)
ε(s))]2ds

+ p

∫ t

0

Re(g(Xε
m)(s)(Xmφj)

ε(s))dβj(s), t < τ ∗(x). (5.5)

We next integrate (5.5) over Rd, and it is not difficult to justify the
interchange of integrals by the deterministic and stochastic Fubini theorem.
We refer to [14] for more details. Therefore, we obtain that

|Xε
m(t)|pLp =|xε|pLp − p

∫ t

0

Re

∫
i∇g(Xε

m)(s)∇Xε
m(s)dξds

− p

∫ t

0

Re

∫
(µXm)ε(s)g(Xε

m)(s)dξds

− λp

∫ t

0

Re

∫
ig(Xε

m)(s)gε
m(s)dξds

+
p

2

∫ t

0

∫
|Xε

m(s)|p−2|(Xmφj)
ε(s)|2dξds

+
1

2
p(p− 2)

∫ t

0

∫
|Xε

m(s)|p−4[Re(Xε
m(s)(Xmφj)

ε(s))]2dξds

+ p

∫ t

0

Re

∫
g(Xε

m)(s)(Xmφj)
ε(s)dξdβj(s)

=|xε|pLp +K1 +K2 +K3 +K4 +K5 +K6. (5.6)

Now, we can take the limit ε→ 0 in (5.6). Below we only do that for K1,
K3 and K6. The other terms can be treated similarly.

First, note that as ε→ 0+

Xε
m → Xm, in Lq(0, t;W 1,p), (5.7)

in particularly,

Xε
m → Xm, ∇Xε

m → ∇Xm in measure dt× dξ. (5.8)
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In order to take the limit for K1, it suffices to show that

‖∇g(Xε
m)−∇g(Xm)‖Lq′ (0,t;Lp′ ) → 0. (5.9)

To this end, direct calculations show that

∇g(Xε
m) =

p− 2

2
|Xε

m|p−4(Xε
m)2∇Xε

m +
p

2
|Xε

m|p−2∇Xε
m. (5.10)

To treat the first term in the right hand side above, observe that for dt −
a.e s ∈ [0, t] as ε→ 0

||Xε
m|p−4(s)(Xε

m)2(s)|
L

p
p−2

= ||Xε
m|p−2(s)|

L
p

p−2
= |Xε

m(s)|p−2
Lp

→|Xm(s)|p−2
Lp = ||Xm|p−4(s)(Xm)2(s)|

L
p

p−2
,

and |∇Xε
m(s)|Lp → |∇Xm(s)|Lp , which yields by (5.8) that, as ε→ 0

p− 2

2
|Xε

m|p−4(s)(Xε
m)2(s)∇Xε

m(s) → p− 2

2
|Xm|p−4(s)(Xm)2(s)∇Xm(s), in Lp′ .

Similar results hold also for the second term in the right hand side of (5.10).
Thus for dt− a.e s ∈ [0, t] as ε→ 0

∇g(Xε
m)(s) → ∇g(Xm)(s), in Lp′ . (5.11)

Moreover,

|∇g(Xε
m)(s)−∇g(Xm)(s)|Lp′

≤2(p− 1)|Xm(s)|p−2
Lp |∇Xm(s)|Lp ∈ Lq′(0, t), (5.12)

which implies (5.9) by Lebesgue’s dominated convergence theorem. Hence

lim
ε→0

K1 = −p
∫ t

0

Re

∫
i∇g(Xm)(s)∇Xm(s)dξds.

Concerning the term K3 with gε
m in (5.6), first observe that

|g(Xε
m)(s)− g(Xm)(s)|Lp′ → 0, |gε

m(s)− gm(s)|Lp → 0, s ∈ [0, t],

thus as ε→ 0

Re

∫
ig(Xε

m)(s)gε
m(s)dξ → Re

∫
ig(Xm)(s)gm(s)dξ.
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Moreover, by Hölder’s inequality, (3.4) and Sobolev’s imbedding theorem we
have ∣∣Re ∫

ig(Xε
m)(s)gε

m(s)dξ
∣∣ ≤|g(Xε

m)(s)|Lp′ |gε
m(s)|Lp

≤C|Xm(s)|2(p−1)
Lp

≤C sup
s∈[0,t]

|Xm(s)|2(p−1)

H1 <∞, (5.13)

which, by Lebesgue’s dominated convergence theorem and (3.5), implies that

lim
ε→0

K3 = −λp
∫ t

0

Re

∫
ig(Xm)(s)gm(s)dξds = 0.

Finally, as regards the last stochastic term K6 in (5.6), we first prove that
for σn,l defined above, as ε→ 0

E
∫ t∧σn,l

0

Re

[∫
g(Xε

m)(s)(Xmφj)
ε(s)dξ −

∫
g(Xm)(s)(Xmφj)(s)dξ

]2

ds→ 0.

(5.14)
In fact, using similar arguments as above, we have for s ∈ [0, t ∧ σn,l]

Re

∫
g(Xε

m)(s)(Xmφj)
ε(s)dξ −Re

∫
g(Xm)(s)(Xmφj)(s)dξ → 0. (5.15)

Furthermore, as in estimate (5.13), for s ∈ [0, t ∧ σn,l]∣∣ ∫
g(Xε

m)(s)(Xmφj)
ε(s)dξ

∣∣2 ≤ C sup
s∈[0,t∧σn,l]

|Xm(s)|2p
H1 < Cl2p, (5.16)

which yields (5.14) by Lebesgue’s dominated convergence theorem. Hence

K6 → p

∫ t

0

∫
Reφj|Xm(s)|pdξdβj(s) (5.17)

in P-measure on {t ≤ σn,l} as ε→ 0, which implies by (5.4) that (5.17) holds
on {t ≤ τn}. Therefore, as τn → τ ∗(x) P-a.s, we conclude that (5.17) holds
P-a.s. for t < τ ∗(x).

Therefore, we can pass to the limit ε → 0 in (5.6). As K2 and K4 are
canceled after taking the limit, we finally obtain the desired formula (5.1) . �

Next, we prove the Itô formula for |∇Xm|22.
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Lemma 5.2 Assume the conditions in Lemma 5.1 to hold. We have P-a.s.
for t < τ ∗(x)

|∇Xm(t)|22 =|∇x|22 + 2

∫ t

0

Re 〈−∇(µXm)(s),∇Xm(s)〉2 ds

+
N∑

j=1

∫ t

0

|∇(Xm(s)φj)|22ds− 2λ

∫ t

0

Re

∫
i∇gm(s)∇Xm(s)dξds

+ 2
N∑

j=1

∫ t

0

Re 〈∇(φjXm(s)),∇Xm(s)〉2 dβj(s). (5.18)

Proof. We follow the ideas from the proof of (4.14) in [1] to derive (5.18).
Let {fk|k ∈ N} ⊂ H2 be an orthonormal basis of L2, set Jε = (I − ε∆)−1

and hε := Jε(h) ∈ H1 for any h ∈ H−1. Then we have from equation (3.6)
that P-a.s. for t ∈ (0, τ ∗(x))

idXm,ε = ∆Xm,εdt− i(µXm)εdt+ λgm,εdt+ i(Xmφj)εdβj,

Xm,ε(0) = xε,
(5.19)

where gm,ε = [Θm(g(Xm))]ε and we used the summation convention.
Since ∂lfk ∈ H1 for each fk, 1 ≤ l ≤ d, k ∈ N, it follows from (5.19) and

Fubini’s theorem that P-a.s. for t ∈ (0, τ ∗(x))

〈Xm,ε(t), ∂lfk〉2

= 〈xε, ∂lfk〉2 +

∫ t

0

〈−i∆Xm,ε(s), ∂lfk〉2 ds+

∫ t

0

〈−(µXm)ε(s), ∂lfk〉2 ds

+

∫ t

0

〈−λigm,ε(s), ∂lfk〉2 ds+

∫ t

0

〈(Xm(s)φj)ε, ∂lfk〉2 dβj.
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Applying Itô’s product rule and integrating by parts, we deduce that

| 〈Xm,ε(t), ∂lfk〉2 |
2

=| 〈∂lxε, fk〉2 |
2 + 2Re

∫ t

0

〈∂lXm,ε(s), fk〉2 〈−i∂l∆Xm,ε(s), fk〉2 ds

+ 2Re

∫ t

0

〈∂lXm,ε(s), fk〉2 〈−∂l(µXm)ε(s), fk〉2 ds

+ 2Re

∫ t

0

〈∂lXm,ε(s), fk〉2 〈−λi∂lgm,ε(s), fk〉2 ds

+ 2Re

∫ t

0

〈∂lXm,ε(s), fk〉2 〈∂l(Xm(s)φj)ε, fk〉2 dβj(s)

+

∫ t

0

| 〈∂l(Xm(s)φj)ε, fk〉2 |
2ds, t < τ ∗(x), P− a.s.

We note that ∆Xm,ε and gm,ε are in H1, thus the above integrals make sense.
This is the reason why we have introduced the operator Jε.

Now summing over k ∈ N and interchanging infinite sum and integrals
(which can be justified easily), we obtain P-a.s. for all t ∈ (0, τ ∗(x))

|∂lXm,ε(t)|22

=
∞∑

k=1

| 〈Xm,ε(t), ∂lfk〉2 |
2

=|∂lxε|22 + 2

∫ t

0

Re
〈
i∆Xm,ε(s), ∂

2
l Xm,ε(s)

〉
2
ds

+ 2

∫ t

0

Re 〈−∂l(µXm)ε(s), ∂lXm,ε(s)〉2 ds+

∫ t

0

|∂l(Xm(s)φj)ε|22ds

− 2λ

∫ t

0

Re 〈i∂lgm,ε(s), ∂lXm,ε(s)〉2 ds+ 2

∫ t

0

Re 〈∂l(Xm(s)φj)ε, ∂lXm,ε(s)〉2 dβj(s).

Finally, summing over l : 1 ≤ l ≤ d and using the fact that fε → f in Hk

and |fε|Hk ≤ |f |Hk for k = −1, 0, 1, we can pass to the limit ε → 0 in the
above equality and then obtain the evolution formula (5.18). �

We conclude this section with the proof of the asymptotic formula (3.10).

Proof of (3.10). This proof is analogous to that of continuous depen-
dence on initial data in Theorem 1.2, hence we only give a sketch of it. Set
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q = 4(α+1)
d(α−1)

. By the rescaling transformation Xm = eWym, it suffices to prove
that P-a.s.

ym → y, in L∞(0, t;H1) ∩ Lq(0, t;W 1,α+1), t < τ ∗(x).

Notice that, (3.6) implies that

ym = U(t, 0)x− λi

∫ t

0

U(t, s)e−W (s)Θm(g(eW (s)ym(s)))ds. (5.20)

By (3.8), (2.8) and since ‖W‖L∞(0,T ;W 1,∞) < ∞, we have P-a.s. for t <
τ ∗(x)

R̃(t) := sup
m≥1

(‖ym‖C([0,t];H1) + ‖ym‖Lq(0,t;W 1,α+1))

+ (‖y‖C([0,t];H1) + ‖y‖Lq(0,t;W 1,α+1)) <∞. (5.21)

Moreover, combining (2.12) and (5.20), we have

ym − y = −λi
∫ t

0

U(t, s)e−W (s)
[
Θm(g(eW (s)ym(s)))− g(eW (s)y(s))

]
ds.

(5.22)

Now, we first claim that there exists t small enough and independent of
m, such that

‖ym − y‖L∞(0,t;L2) + ‖ym − y‖Lq(0,t;Lα+1) → 0, as m→∞, (5.23)

in particularly,

ym → y in measure dt× dξ. (5.24)

Indeed, applying Strichartz estimate (2.10) to (5.22) we have

‖ym − y‖L∞(0,t;L2) + ‖ym − y‖Lq(0,t;Lα+1)

≤2CT‖e−W‖L∞(0,T ;L∞)‖Θm(g(eWym))− g(eWy)‖
Lq′ (0,t;L

α+1
α )

≤C(T )‖Θm[g(eWym)− g(eWy)]‖
Lq′ (0,t;L

α+1
α )

+ C(T )‖(Θm − 1)g(eWy)‖
Lq′ (0,t;L

α+1
α )

≤C(T )tθ‖ym − y‖Lq(0,t;Lα+1) + C(T )‖(Θm − 1)g(eWy)‖
Lq′ (0,t;L

α+1
α )
, (5.25)
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where we used (3.2) and estimates as in (2.23) in the last inequality. Here

θ = 1 − 2
q
> 0, C(T ) depends on CT , ‖W‖L∞(0,T ;L∞) and R̃(t∗) with any

fixed t∗ ∈ (t, τ ∗(x)). Choosing t small enough and then using (3.3), we con-
sequently obtain (5.23), as claimed.

Next, we prove that for t sufficiently small and independent of m

‖ym − y‖L∞(0,t;H1) + ‖ym − y‖Lq(0,t;W 1,α+1) → 0, as m→∞. (5.26)

Indeed, from (6.3) in the Appendix it follows that

∇(ym − y) =

∫ t

0

U(t, s)

{
i(Dj∇b̃j +∇b̃jDj +∇c̃)(ym − y)

− λi∇
[
e−W

(
Θm(g(eWym))− g(eWy)

)] }
ds. (5.27)

Using estimate as in (4.7), together with (5.25), we have that

‖i(Dj∇b̃j +∇b̃jDj +∇c̃)(ym − y)‖ eX′
[0,t]

≤C(T )tθ‖ym − y‖Lq(0,t;Lα+1) + C(T )‖(Θm − 1)g(eWy)‖
Lq′ (0,t;L

α+1
α )
, (5.28)

where θ = 1 − 2
q
> 0, and C(T ) depends on κT , CT , ‖W‖L∞(0,T ;L∞) and

R̃(t∗) <∞, P-a.s.
Then, similarly to (4.8), we have for m ≥ 1

‖∇ym −∇y‖L∞(0,t;L2) + ‖∇ym −∇y‖Lq(0,t;Lα+1)

≤C(T )tθ‖ym − y‖Lq(0,t;Lα+1) + C(T )‖∇g(eWym)−∇g(eWy)‖
Lq′ (0,t;L

α+1
α )

+ C(T )‖(Θm − 1)g(eWy)‖
Lq′ (0,t;W 1, α+1

α )
, (5.29)

where C(T ) is independent of t and m.
Therefore, applying analogous arguments as those after (4.8) to control

the second term, and then using (3.3) to take the limit in the last term, we
deduce that (5.26) holds for t small enough and independent of m. Reit-
erating this procedure with estimates as above we conclude (3.10) for any
t < τ ∗(x). �
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6 Appendix

Proof of Lemma 2.7. Estimate (2.10) is already proved in Lemma 4.1 in
[1]. We can use the same arguments there to derive that

‖u‖Lq1 (0,T ;Lp1 )∩ eX[0,T ]
≤ CT (|u0|2 + ‖f‖

Lq′2 (0,T ;Lp′2 )+ eX′
[0,T ]

), (6.1)

where X̃[0,T ] is the local smoothing space introduced in [12] up to time T and
(qi, pi), i = 1, 2, are Strichartz pairs.

Next, we prove the estimate (2.11). Since the proof relies on Theorem
1.13 and Proposition 2.3 (a) in [12], we adapt the notations there Dt := −i∂t,
Dj := −i∂j, 1 ≤ j ≤ d, to rewrite (2.9) in the form

Dtu = (Dja
jkDk +Dj b̃

j + b̃jDj + c̃)u− if

with ajk = δjk, b̃
j = −i∂jWt and c̃ = −

d∑
j=1

(∂jW )2 + (µ+ µ̃)i, 1 ≤ j, k ≤ d.

Direct computations show

Dt∇u =(−∆ +Dj b̃
j + b̃jDj + c̃)∇u

+ (Dj∇b̃j +∇b̃jDj +∇c̃)u− i∇f. (6.2)

We regard (6.3) as the equation for the unknown ∇u and treat the lower

order term (Dj∇b̃j +∇b̃jDj +∇c̃)u as equal terms with ∇f . This leads to

∇u(t) = U(t, 0)∇u0 +

∫ t

0

U(t, s)

[
i(Dj∇b̃j(s) +∇b̃j(s)Dj +∇c̃(s))u(s) +∇f(s)

]
ds.

(6.3)

Hence applying (6.1) to (6.3) and then using Proposition 2.3 (a) in [12] to
control the lower order term, we derive that

‖∇u‖Lq1 (0,T ;Lp1 )∩ eX[0,T ]

≤CT

[
|∇u0|2 + ‖i(Dj∇b̃j +∇b̃jDj +∇c̃)u‖ eX′

[0,T ]
+ ‖∇f‖

Lq′2 (0,T ;Lp′2 )

]
≤CT

[
|∇u0|2 + κT‖u‖ eX[0,T ]

+ ‖∇f‖
Lq′2 (0,T ;Lp′2 )

]
(6.4)

≤CT

[
|∇u0|2 + CTκT (|u0|2 + ‖f‖

Lq′2 (0,T ;Lp′2 )
) + ‖∇f‖

Lq′2 (0,T ;Lp′2 )

]
=CT (CTκT + 1)

[
|u0|H1 + ‖f‖

Lq′2 (0,T ;W 1,p′2 )

]
,
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where we also used (2.10) to estimate ‖u‖ eX[0,T ]
in the last two inequalities.

This together with (2.10) yields the estimate (2.11).

Now, set

Ct = sup{‖U(·, 0)u0‖Lq1 (0,t;W 1,p1 ); |u0|H1 ≤ 1}

+ sup

{∥∥∥∥∫ ·

0

U(·, s)f(s)ds

∥∥∥∥
Lq1 (0,t;W 1,p1 )

; ‖f‖
Lq′2 (0,t;W 1,p′2 )

= 1

}
. (6.5)

Then the asserted properties of Ct, t ≥ 0, follow analogously as in the proof
of Lemma 4.1 in [1] (see also [14]). This completes the proof of Lemma 2.7. �

Proof of (3.4). Hausdorf-Young’s inequality shows that

|Θmf |Lα+1 =|(θ( | · |
m

))∨ ∗ f |Lα+1 ≤ |(θ( | · |
m

))∨|
L

α+1
2
|f |

L
α+1

α
.

As θ( |·|
m

) ∈ C∞
c ⊂ S, (θ( |·|

m
))∨ ∈ S ⊂ L

α+1
2 , which implies |Θmf |Lα+1 <∞. �

Proof of (3.5). For f ∈ Lα+1
α ∩L1, (3.5) follows from Fourier’s inversion

formula and Fubini’s theorem. The general case f ∈ L
α+1

α follows from a
standard approximating procedure. �

Proof of Lemma 3.5. As in the proof of Lemma 4.3 in [1], we have

|X(t)|22 = |x|22 + 2
N∑

j=1

∫ t

0

Reµj < X(s), X(s)ej >2 dβj(s), t < τ ∗(x), P− a.s.,

(6.6)

where τ ∗(x) is as in Theorem 2.1. Then, Itô’s formula implies

|X(t)|p2 =|x|p2 + p

∫ t

0

|X(s)|p−2
2

N∑
j=1

Reµj 〈X(s), X(s)ej〉2 dβj(s)

+
1

2
p(p− 2)

∫ t

0

|X(s)|p−4
2

N∑
j=1

(Reµj)
2 〈X(s), X(s)ej〉22 ds, t < τ ∗(x).
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Hence, by the Burkholder-Davis-Gundy inequality and Lemma 3.3 with
Y replaced by |X|2p

2 , we derive that for every n ∈ N

E sup
s∈[0,t∧τn]

|X(s)|p2

≤|x|p2 +
√

2|µ|∞pCE
[∫ t∧τn

0

|X(s)|2p
2 ds

] 1
2

+ 2p(p− 2)|µ|∞E
∫ t∧τn

0

|X(s)|p2ds

≤|x|p2 + ε
√

2|µ|∞pCE sup
s∈[0,t∧τn]

|X(s)|p2 + Cε

√
2|µ|∞pC

∫ t

0

E sup
r∈[0,s∧τn]

|X(r)|p2ds

+ 2p(p− 2)|µ|∞
∫ t

0

E sup
r∈[0,s∧τn]

|X(r)|p2ds.

Therefore, similar arguments as at the end of the proof of Theorem 3.6
yield Lemma 3.5. �
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