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#### Abstract

We estimate the total variation and Kantorovich distances between transition probabilities of two diffusions with different diffusion matrices and drifts via a natural quadratic distance between the drifts and diffusion matrices. Applications to nonlinear Fokker-Planck-Kolmogorov equations are given.
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## 1. Introduction

The goal of this paper is to give upper bounds for the total variation, entropy and Kantorovich distances between two probability solutions $\varrho_{1}(x, t)$ and $\varrho_{2}(x, t)$ to Fokker-Planck-Kolmogorov equations

$$
\begin{equation*}
\partial_{t} \varrho_{k}(x, t)=\partial_{x_{i}} \partial_{x_{j}}\left(a_{k}^{i j}(x, t) \varrho_{k}(x, t)\right)-\partial_{x_{i}}\left(b_{k}^{i}(x, t) \varrho_{k}(x, t)\right), \quad k=1,2, \tag{1.1}
\end{equation*}
$$

with different diffusion matrices and drifts on $\mathbb{R}^{d} \times[0, T]$ with fixed $T>0$. In case of equal initial distributions and identity diffusion matrices, for the entropy of $\varrho_{2}$ with respect to $\varrho_{1}$ we obtain the estimate

$$
\int_{\mathbb{R}^{d}} \log \frac{\varrho_{2}(x, t)}{\varrho_{1}(x, t)} \varrho_{2}(x, t) d x \leq \frac{1}{2} \int_{\mathbb{R}^{d}}\left|b_{1}(x, t)-b_{2}(x, t)\right|^{2} \varrho_{2}(x, t) d x,
$$

and for the total variation norm we obtain the estimate

$$
\left\|\varrho_{1}(\cdot, t)-\varrho_{2}(\cdot, t)\right\|_{T V}^{2} \leq \int_{0}^{t} \int_{\mathbb{R}^{d}}\left|b_{1}(x, s)-b_{2}(x, s)\right|^{2} \varrho_{2}(x, s) d x d s .
$$

In the general case we obtain quite comparable estimates under rather broad assumptions about our coefficients: the diffusion matrices are locally uniformly elliptic and locally Lipschitzian in space, the drifts are locally bounded, and either some mild integrability conditions are imposed or a certain Lyapunov function exists (an advantage of the latter condition is that it is expressed entirely in terms of the coefficients). In examples we give a number of effectively verified conditions. The principal novelty concerns the case of different diffusion matrices (see comments in Remark 1.5), but also the simpler case of the same diffusion matrix seems to be new. The main result is applied to nonlinear Fokker-Planck-Kolmogorov equations. Let us explain precisely our framework.

Let us consider a time-dependent second order elliptic operator

$$
L_{A, b} u=\sum_{i, j=1}^{d} a^{i j} \partial_{x_{i}} \partial_{x_{j}} u+\sum_{i=1}^{d} b^{i} \partial_{x_{i}} u,
$$

where $A(x, t)=\left(a^{i j}(x, t)\right)_{i, j \leq d}$ is a positive symmetric matrix (called the diffusion matrix) with Borel measurable entries and $b(x, t)=\left(b^{i}(x, t)\right)_{i=1}^{d}: \mathbb{R}^{d} \times[0, T] \rightarrow \mathbb{R}^{d}$ is a Borel measurable mapping (called the drift coefficient). Suppose that $b$ is locally bounded and $A$ is locally Lipschitzian in $x$ and locally strictly positive, i.e.,

[^0](H) for every ball $U \subset \mathbb{R}^{d}$, there exist numbers $\lambda=\lambda(U) \geq 0, \alpha=\alpha(U)>0$ and $m=m(U)>0$ such that
$$
\left|a^{i j}(x, t)-a^{i j}(y, t)\right| \leq \lambda|x-y|, \quad \alpha \cdot \mathrm{I} \leq A(x, t) \leq m \cdot \mathrm{I}
$$
for all $x, y \in U$ and $t \in[0, T]$.
We study solutions to the Cauchy problem
\[

$$
\begin{equation*}
\partial_{t} \mu=L_{A, b}^{*} \mu,\left.\quad \mu\right|_{t=0}=\nu, \tag{1.2}
\end{equation*}
$$

\]

where $\nu$ is a Borel probability measure on $\mathbb{R}^{d}$. A model example is given by the transition probabilities of a diffusion process, although we do not assume the existence of the associated diffusion.

We shall consider measures $\mu(d x d t)=\mu_{t}(d x) d t$ on $\mathbb{R}^{d} \times[0, T]$ given by a family of probability measures $\left(\mu_{t}\right)_{t \in[0, T]}$ (or with $t \in(0, T)$, which does not matter for our purposes) on $\mathbb{R}^{d}$, i.e., $t \mapsto \mu_{t}(B)$ is measurable for every Borel set $B \subset \mathbb{R}^{d}$ and

$$
\int_{\mathbb{R}^{d} \times[0, T]} f(x, t) \mu(d x d t)=\int_{0}^{T} \int_{\mathbb{R}^{d}} f(x, t) \mu_{t}(d x) d t
$$

for every bounded Borel function $f$ on $\mathbb{R}^{d} \times[0, T]$. Such a measure is called a solution to the Cauchy problem (1.2) if, for every function $\varphi \in C_{0}^{\infty}\left(\mathbb{R}^{d}\right)$, the equality

$$
\begin{equation*}
\int_{\mathbb{R}^{d}} \varphi d \mu_{t}=\int_{\mathbb{R}^{d}} \varphi d \nu+\int_{0}^{t} \int_{\mathbb{R}^{d}} L_{A, b} \varphi d \mu_{s} d s \tag{1.3}
\end{equation*}
$$

holds for almost all $t \in(0, T)$.
It is known (see [7] or [8]) that the measure $\mu$ possesses a continuous positive density $\varrho$ on $\mathbb{R}^{d} \times(0, T)$ with respect to Lebesgue measure, moreover, for each ball $U$ in $\mathbb{R}^{d}$, for almost every $t \in(0, T)$ one has $\varrho(\cdot, t) \in W^{p, 1}(U)$ for all $p \in[1,+\infty)$ and the function $\|\varrho(\cdot, t)\|_{L^{p}(U)}^{p}+$ $\|\nabla \varrho(\cdot, t)\|_{L^{p}(U)}^{p}$ is integrable on every compact interval in $(0, T)$. Recall that $W^{p, 1}(U)$ consists of all functions that belong to $L^{p}(U)$ along with their first order Sobolev derivatives. We shall deal with this version of $\varrho$ (in this case $\varrho(\cdot, t)$ is a probability density for almost every $t$ and is integrable for all $t \in(0, T)$ ). Such a version satisfies the classical equation (1.1) understood in the weak sense.

Suppose now that $\mu=\left(\mu_{t}\right)_{t \in(0, T)}$ and $\sigma=\left(\sigma_{t}\right)_{t \in(0, T)}$ are two solutions to the Cauchy problem (1.2) with coefficients $A_{\mu}, b_{\mu}$ and $A_{\sigma}, b_{\sigma}$, respectively, and the same initial condition $\nu$ (the case of different initial conditions is addressed in Remark 1.3 just to simplify the obtained estimates). The corresponding operators will be denoted by $L_{\mu}$ and $L_{\sigma}$ for brevity.
Suppose throughout that
$A_{\mu}$ and $A_{\sigma}$ satisfy Condition $(\mathrm{H})$ and $b_{\mu}$ and $b_{\sigma}$ are locally bounded Borel measurable.
Let $\mu=\varrho_{\mu}(x, t) d x d t$ and $\sigma=\varrho_{\sigma}(x, t) d x d t$. Set

$$
v(x, t)=\frac{\varrho_{\sigma}(x, t)}{\varrho_{\mu}(x, t)} \text {, i.e., } \sigma=v \cdot \mu
$$

Let us introduce vector mappings

$$
\begin{gathered}
h_{\mu}=\left(h_{\mu}^{i}\right)_{i=1}^{d}, \quad h_{\sigma}=\left(h_{\sigma}^{i}\right)_{i=1}^{d}, \quad h_{\mu}^{i}=b_{\mu}^{i}-\sum_{j=1}^{d} \partial_{x_{j}} a_{\mu}^{i j}, \quad h_{\sigma}^{i}=b_{\sigma}^{i}-\sum_{j=1}^{d} \partial_{x_{j}} a_{\sigma}^{i j} \\
\Phi=\frac{\left(A_{\mu}-A_{\sigma}\right) \nabla \varrho_{\sigma}}{\varrho_{\sigma}}+\left(h_{\mu}-h_{\sigma}\right) .
\end{gathered}
$$

The latter mapping is crucial: the distances between $\mu_{t}$ and $\sigma_{t}$ will be estimated through the $L^{2}(\sigma)$-norm of $A_{\mu}^{-1 / 2} \Phi$. Observe that in case of equal diffusion matrices we obtain just the difference of the drifts: $\Phi=b_{\mu}-b_{\sigma}$. In case of equal drifts and constant diffusion matrices, only the first term of this mapping appears.

Let $\|\cdot\|_{T V}$ denote the total variation norm on bounded measures. Recall that, given two probability measures $\mu_{1}$ and $\mu_{2}$ on $\mathbb{R}^{d}$ such that $\mu_{1}=w \cdot \mu_{2}$, the entropy $H\left(\mu_{1} \mid \mu_{2}\right)$ is defined by the formula

$$
H\left(\mu_{1} \mid \mu_{2}\right)=\int w \log w d \mu_{2}
$$

provided that $w \log w \in L^{1}\left(\mu_{2}\right)$. If $\mu_{1}$ and $\mu_{2}$ are given by positive densities $\varrho_{1}$ and $\varrho_{2}$ such that $\varrho_{1} \log \left(\varrho_{1} / \varrho_{2}\right) \in L^{1}\left(\mathbb{R}^{d}\right)$, then $H\left(\mu_{1} \mid \mu_{2}\right)$ is the integral of $\varrho_{1} \log \left(\varrho_{1} / \varrho_{2}\right)$.

Let us formulate our main result.
Theorem 1.1. Let $\left|A_{\mu}^{-1 / 2} \Phi\right| \in L^{2}\left(\mathbb{R}^{d} \times[0, T], \sigma\right)$. Suppose also that at least one of the following two conditions is fulfilled:
(a) $(1+|x|)^{-2}\left|a_{\mu}^{i j}\right|,(1+|x|)^{-1}\left|b_{\mu}\right| \in L^{1}\left(\mathbb{R}^{d} \times[0, T], \mu\right)$, $(1+|x|)^{-1}|\Phi| \in L^{1}\left(\mathbb{R}^{d} \times[0, T], \sigma\right)$.
(b) there exist a nonnegative function $V \in C^{2}\left(\mathbb{R}^{d}\right)$ and a number $M \geq 0$ such that

$$
\lim _{|x| \rightarrow \infty} V(x)=+\infty, \quad L_{A_{\mu}, b_{\mu}} V \leq M V, \quad \frac{\langle\Phi, \nabla V\rangle}{1+V} \in L^{1}\left(\mathbb{R}^{d} \times[0, T], \sigma\right)
$$

Then

$$
\begin{equation*}
H\left(\sigma_{t} \mid \mu_{t}\right)=\int_{\mathbb{R}^{d}} v \log v d \mu_{t} \leq \frac{1}{2} \int_{0}^{t} \int_{\mathbb{R}^{d}}\left|A_{\mu}^{-1 / 2} \Phi\right|^{2} d \sigma_{s} d s \tag{1.4}
\end{equation*}
$$

Corollary 1.2. Under the assumptions of the theorem, for every nonnegative measurable function $\varphi$ on $\mathbb{R}^{d} \times[0, T]$, we have

$$
\begin{equation*}
\left\|\varphi\left(\mu_{t}-\sigma_{t}\right)\right\|_{T V}^{2} \leq(1+\log \alpha(t)) \int_{0}^{t} \int_{\mathbb{R}^{d}}\left|\frac{A_{\mu}^{-1 / 2}\left(A_{\mu}-A_{\sigma}\right) \nabla \varrho_{\sigma}}{\varrho_{\sigma}}+A_{\mu}^{-1 / 2}\left(h_{\mu}-h_{\sigma}\right)\right|^{2} d \sigma_{s} d s \tag{1.5}
\end{equation*}
$$

where

$$
\alpha(t):=\int_{\mathbb{R}^{d}} e^{\varphi^{2}(x, t)} \mu_{t}(d x)
$$

In particular, if $A_{\mu}=A_{\sigma}=A$, then

$$
\left\|\varphi\left(\mu_{t}-\sigma_{t}\right)\right\|_{T V}^{2} \leq(1+\log \alpha(t)) \int_{0}^{t} \int_{\mathbb{R}^{d}}\left|A^{-1 / 2}\left(b_{\mu}-b_{\sigma}\right)\right|^{2} d \sigma_{s} d s
$$

and if $A_{\mu}=A_{\sigma}=\mathrm{I}$, then

$$
\left\|\varphi\left(\mu_{t}-\sigma_{t}\right)\right\|_{T V}^{2} \leq(1+\log \alpha(t)) \int_{0}^{t} \int_{\mathbb{R}^{d}}\left|b_{\mu}-b_{\sigma}\right|^{2} d \sigma_{s} d s
$$

If $b_{\mu}=b_{\sigma}=b$ and $A_{\mu}, A_{\sigma}$ do not depend on $x$, then

$$
\left\|\varphi\left(\mu_{t}-\sigma_{t}\right)\right\|_{T V}^{2} \leq(1+\log \alpha(t)) \int_{0}^{t} \int_{\mathbb{R}^{d}} \frac{\left|\left(A_{\mu}^{1 / 2} A_{\sigma}^{-1 / 2}-A_{\mu}^{-1 / 2} A_{\sigma}^{1 / 2}\right) A_{\sigma}^{1 / 2} \nabla \varrho_{\sigma}\right|^{2}}{\varrho_{\sigma}} d x d s
$$

Remark 1.3. In the case of different initial conditions $\nu_{\mu}$ and $\nu_{\sigma}$ the same reasoning applies (which will be noted in the proof below) and gives a bit longer estimates. In place of (1.4) we obtain

$$
\begin{equation*}
\int_{\mathbb{R}^{d}} v \log v d \mu_{t} \leq \frac{1}{2} \int_{0}^{t} \int_{\mathbb{R}^{d}}\left|A_{\mu}^{-1 / 2} \Phi\right|^{2} d \sigma_{s} d s+H\left(\nu_{\sigma} \mid \nu_{\mu}\right) \tag{1.6}
\end{equation*}
$$

The extra term with $H\left(\nu_{\sigma} \mid \nu_{\mu}\right)$ will be added also to the integral in the right-hand side of (1.5).
The Kantorovich distance $W_{p}\left(\mu_{1}, \mu_{2}\right)$ of order $p \in[1,+\infty)$ is defined as the infimum of

$$
\left(\iint|x-y|^{p} \pi(d x d y)\right)^{1 / p}
$$

over all probability measures $\pi$ on $\mathbb{R}^{d} \times \mathbb{R}^{d}$ with projections $\mu_{1}$ and $\mu_{2}$ on the factors. For $p=1$ this gives the classical Kantorovich distance (sometimes mistakenly called the Wasserstein distance); see [6] or [37].

It is known that a bound on the entropy yields many other bounds, see, e.g., [24], [37], and [38], where many additional references can be found. In the case $\varphi=1$ we obtain the usual
total variation distance, hence the classical Pinsker-Csiszár-Kullback inequality (see, e.g., [3, Theorem 2.12.24])

$$
\|\mu-\sigma\|_{T V}^{2} \leq 2 H(\sigma \mid \mu)
$$

can be applied. The estimate in the theorem can be combined with the estimate

$$
W_{p}\left(\mu_{1}, \mu_{2}\right) \leq C\left[H\left(\mu_{1} \mid \mu_{2}\right)^{1 / p}+2^{-1 /(2 p)} H\left(\mu_{1} \mid \mu_{2}\right)^{1 /(2 p)}\right]
$$

established in [19], where $C$ is a number that depends on the integral of $\exp \left(\kappa|x|^{p}\right)$ against $\mu_{2}$ for any fixed number $\kappa$ (so that if we fix $\kappa$ and consider only measures $\mu_{2}$ such that the integral of $\exp \left(\kappa|x|^{p}\right)$ against $\mu_{2}$ does not exceed a fixed number $M$, then $C$ depends only on $\kappa$ and $\left.M\right)$.

Remark 1.4. The theorem and the corollary involve (through $\Phi$ ) the logarithmic gradient $\nabla \varrho_{\sigma} / \varrho_{\sigma}$ of the measure $\mu_{\sigma}$ (in the case where $A_{\mu}$ and $A_{\sigma}$ are different). If the norms of $A_{\mu}-A_{\sigma}$ and $A_{\mu}^{-1}$ are uniformly bounded, then, up to a constant factor, the right-hand side of (1.4) is estimated by the $L^{2}(\sigma)$-norms of $\left|b_{\mu}-b_{\sigma}\right|,\left|\nabla a_{\mu}^{i j}-\nabla a_{\sigma}^{i j}\right|$, and $\left|\nabla \varrho_{\sigma}\right| / \varrho_{\sigma}$. Let us recall some estimates of the $L^{2}(\sigma)$-norm of $\nabla \varrho_{\sigma} / \varrho_{\sigma}$ obtained in [10] (see also [9, Chapter 7]). Suppose that $\lambda$ and $\alpha$ in (H1) can be chosen independent of $U$ and that $\left|b_{\sigma}\right| \in L^{2}(\sigma)$. Assume also that the function $\Lambda(x):=\log \max (|x|, 1)$ belongs to $L^{2}(\sigma)$ (which is true if, for example, $\left\langle b_{\sigma}(x, t), x\right\rangle \leq$ $C_{1}|x|^{2} \Lambda(x)+C_{2}$ with some constants $C_{1}$ and $C_{2}$ and $\left.\Lambda \in L^{2}(\nu)\right)$. If the initial distribution $\nu$ has finite entropy, i.e., possesses a density $\varrho_{\nu}$ such that $\log \varrho_{\nu} \in L^{1}(\nu)$, then for every $\tau<T$ we have

$$
\int_{0}^{\tau} \int_{\mathbb{R}^{d}} \frac{\left|\nabla \varrho_{\sigma}(x, t)\right|^{2}}{\varrho_{\sigma}(x, t)} d x d t \leq K<\infty
$$

where $K$ is a number that depends on the $L^{2}(\sigma)$-norm of $\left|b_{\sigma}\right|$, the entropy of $\nu$, and the bounds on the integrals of $\Lambda$ against $\sigma_{t}$ (see estimate (2.12) in [10] or (7.4.13) in [9, Chapter 7]). More precisely,

$$
\begin{align*}
& \int_{0}^{\tau} \int_{\mathbb{R}^{d}} \frac{\left|\nabla \varrho_{\sigma}\right|^{2}}{\varrho_{\sigma}} d x d t \leq \alpha^{-2}\left(\left\|b_{\sigma}\right\|_{L^{2}(\sigma)}+\sqrt{3} \lambda d^{5 / 2}\right)^{2} \\
& \quad+2 \log 2 \alpha^{-1}+2 \alpha^{-1} \int_{\mathbb{R}^{d}} \varrho_{\nu}(x) \log \varrho_{\nu}(x) d x+2 \alpha^{-1}(d+1) \int_{\mathbb{R}^{d}} \varrho_{\sigma}(x, \tau) \Lambda(x) d x \tag{1.7}
\end{align*}
$$

If the integrals of $\Lambda(x)$ against $\sigma_{t}$ over $\mathbb{R}^{d}$ remain bounded as $t \rightarrow T$ (which holds, for example, if $\left\langle b_{\sigma}(x, t), x\right\rangle \leq C_{1}|x|^{2}+C_{2}$ with some constants $C_{1}$ and $C_{2}$ and $\Lambda \in L^{1}(\nu)$ ), then (1.7) is true with $\tau=T$.Therefore, there are efficient conditions in terms of the coefficients to verify that the right-hand side of our estimate is finite. Thus, in the previous situation we arrive at the following bound:

$$
\begin{align*}
& \left\|\varphi\left(\mu_{t}-\sigma_{t}\right)\right\|_{T V}  \tag{1.8}\\
\leq & C(t) \sup _{x, t, i, j}\left[\left|b_{\mu}(x, t)-b_{\sigma}(x, t)\right|+\left|a_{\mu}^{i j}(x, t)-a_{\sigma}^{i j}(x, t)\right|+\left|\nabla a_{\mu}^{i j}(x, t)-\nabla a_{\sigma}^{i j}(x, t)\right|\right]
\end{align*}
$$

where $C(t)$ depends also on $d, \lambda, \alpha,\left\|b_{\sigma}\right\|_{L^{2}(\sigma)},\|\Lambda\|_{L^{1}(\sigma)}$, and $\left\|\log \varrho_{\nu}\right\|_{L^{1}(\nu)}$.
A modification of (1.7) is given by (2.13) in [10]: for almost all $\tau \in[0, T]$ one has

$$
\begin{aligned}
& \int_{0}^{\tau} \int_{\mathbb{R}^{d}}\left|\frac{A_{\sigma}^{1 / 2} \nabla \varrho_{\sigma}}{\varrho_{\sigma}}\right|^{2} d \sigma \\
& \leq \int_{0}^{\tau} \int_{\mathbb{R}^{d}}\left|A^{-1 / 2} h_{\sigma}\right|^{2} d \sigma+2 \int_{\mathbb{R}^{d}}\left[\varrho_{\nu}(x) \log \varrho_{\nu}(x)-\varrho_{\sigma}(x, \tau) \log \varrho_{\sigma}(x, \tau)\right] d x
\end{aligned}
$$

Remark 1.5. Let us observe that if $d=1, A=1, \varphi=1$, and there exist diffusion processes $\xi_{1}$ and $\xi_{2}$ with drifts $b_{1}$ and $b_{2}$ and initial distribution $\nu$ (which is the case, e.g., for bounded drifts), our estimates agree with the estimates obtained in [25], [26], [27], and [28] for the total variation distance between the distributions of $\xi_{1}$ and $\xi_{2}$ in the space $C[0, T]$. Assuming for simplicity that the drifts $b_{1}$ and $b_{2}$ are bounded and do not depend on $t$, we obtain by the

Girsanov theorem, that for any fixed $t$ the distributions in $C[0, t]$ of the diffusions governed by the stochastic equations

$$
d \xi_{1}(t)=\sqrt{2} d w_{t}-b_{1}\left(\xi_{1}(t)\right) d t, \quad d \xi_{2}(t)=\sqrt{2} d w_{t}-b_{2}\left(\xi_{2}(t)\right) d t
$$

with $\xi_{1}(0)$ and $\xi_{2}(0)$ having distribution $\eta$ are equivalent to the Wiener measure $P$ and the corresponding Radon-Nikodym densities are given by

$$
\varrho_{i}(w)=\exp \left(\left.\int_{0}^{t} b_{i}(w(s)) d w_{s}-\frac{1}{2} \int_{0}^{t} \right\rvert\, b_{i}\left(\left.w(s)\right|^{2} d s\right)\right.
$$

This enables one to estimate the $L^{1}(P)$-norm of the function $\varrho_{1}(w)-\varrho_{2}(w)$, which yields an estimate on the total variation norm of the measure $\mu_{t}^{1}-\mu_{t}^{2}$, where $\mu_{t}^{i}$ is the distribution of $\xi_{i}(t)$. However, in spite of this explicit expression, the derivation of the desired estimate is not trivial, and the Hellinger distance and the associated Hellinger processes are employed in the cited papers. Apparently, this method extends to multidimensional diffusions, but in this way it is impossible to deal with the case where the diffusion processes have different diffusions matrices, because in such a case their distributions in the functional space are typically mutually singular, as happens, e.g., if $A_{1}=\mathrm{I}$ and $A_{2}=2 \mathrm{I}$ (in the one-dimensional case with different analytic $A_{1}$ and $A_{2}$, they are always mutually singular, see [4, Section 4.4]).

Remark 1.6. It should be also noted that if we are interested only in $W_{p}$-estimates, then a simpler approach is possible. Let $\mu_{t} d t$ and $\sigma_{t} d t$ be solutions on $[0, T] \times \mathbb{R}^{d}$ to the continuity equations

$$
\partial_{t} \mu_{t}+\operatorname{div}\left(b \mu_{t}\right)=0, \quad \partial_{t} \sigma_{t}+\operatorname{div}\left(h \sigma_{t}\right)=0
$$

with initial distribution $\nu$. Suppose that $b$ and $h$ are Lipschitzian on $\mathbb{R}^{d}$ with constant $\lambda$. Then $\mu_{t}=\nu \circ x_{t}^{-1}$ and $\sigma_{t}=\nu \circ y_{t}^{-1}$, where

$$
\dot{x}_{t}(z)=b\left(x_{t}(z)\right), \quad x_{0}(z)=z, \quad \dot{y}_{t}(z)=h\left(y_{t}(z)\right), \quad y_{0}(z)=z .
$$

We observe that

$$
\begin{aligned}
\frac{d}{d t} \frac{\left|x_{t}-y_{t}\right|^{p}}{p} & \leq\left|b\left(x_{t}\right)-b\left(y_{t}\right)\right|\left|x_{t}-y_{t}\right|^{p-1}+\left|b\left(y_{t}\right)-h\left(y_{t}\right)\right|\left|x_{t}-y_{t}\right|^{p-1} \\
& \leq\left(\lambda+\frac{p-1}{p}\right)\left|x_{t}-y_{t}\right|^{p}+\frac{1}{p}\left|b\left(y_{t}\right)-h\left(y_{t}\right)\right|^{p} .
\end{aligned}
$$

Therefore,

$$
\left|x_{t}-y_{t}\right|^{p} \leq \int_{0}^{t} e^{c_{p}(t-s)}\left|b\left(y_{s}\right)-h\left(y_{s}\right)\right|^{p} d s, \quad c_{p}=p \lambda+p-1 .
$$

From the definition of the metric $W_{p}$ we find that

$$
W_{p}^{p}\left(\mu_{t}, \sigma_{t}\right) \leq \int\left|x_{t}-y_{t}\right|^{p} d \nu \leq \int_{0}^{t} e^{c_{p}(t-s)} \int\left|b\left(y_{s}\right)-h\left(y_{s}\right)\right|^{p} d \nu d s
$$

Since $\sigma_{t}=\nu \circ y_{t}^{-1}$, we arrive at the inequality

$$
W_{p}\left(\mu_{t}, \sigma_{t}\right) \leq C(\lambda, T)\left(\int_{0}^{t} \int|b(y)-h(y)|^{p} d \sigma d s\right)^{1 / p}
$$

where $C(\lambda, T)=e^{c_{p} T / p}$.
In a similar manner one can obtain upper bounds for solutions $\mu_{t} d t$ and $\sigma_{t} d t$ to the Fokker-Planck-Kolmogorov equation

$$
\partial_{t} \mu_{t}=\Delta \mu_{t}-\operatorname{div}\left(b(x) \mu_{t}\right), \quad \partial_{t} \sigma_{t}=\Delta \sigma_{t}-\operatorname{div}\left(h(x) \sigma_{t}\right)
$$

with initial distribution $\nu$. Suppose again that $b$ and $h$ are Lipschitzian with constant $\lambda$. Consider the solutions $x_{t}$ and $y_{t}$ to the stochastic equations

$$
d x_{t}=\sqrt{2} d w_{t}+b\left(x_{t}\right) d t, \quad d y_{t}=\sqrt{2} d w_{t}+h\left(y_{t}\right) d t
$$

with the same initial distribution $\nu$. We observe that $d\left(x_{t}-y_{t}\right)=\left(b\left(x_{t}\right)-h\left(y_{t}\right)\right) d t$. Repeating the previous reasoning we obtain

$$
W_{p}^{p}\left(\mu_{t}, \sigma_{t}\right) \leq \mathbb{E}\left|x_{t}-y_{t}\right|^{p} \leq C(\lambda, T) \int_{0}^{t} \int|b(y)-h(y)|^{p} d \sigma_{t}
$$

Various estimates for transition probabilities of diffusions involving the total variation distance or Kantorovich-type distances have become popular in the last decade. There are many works on this topic, see, e.g., [1], [2], [16], [17], [18], [20], [21], [23], [30], and [33]. The principal novelty of our estimates is that they compare diffusions with different drifts or even different diffusion matrices, not with different initial distributions.

The proof of the main theorem is given in Section 2; Section 3 contains some additional corollaries and examples. In Section 4 some applications to nonlinear Fokker-Planck-Kolmogorov equations are considered. Also an application to differentiability of solutions with respect to a parameter is given.

## 2. Proof of the main result

Informally, our proof is this: we multiply the equation by $f=v \log v-v$, integrate by parts, apply the Cauchy inequality and discard certain terms in the obtained inequality. However, a rigorous justification involves some technicalities.

The proof of Theorem 1.1 is based on the lemma below; the corollary then follows from the next estimate established in [19]: given two probability measures $\mu$ and $\sigma=v \cdot \mu$ on $\mathbb{R}^{d}$ and a Borel function $\varphi \geq 0$, we have

$$
\begin{equation*}
\|\varphi(\mu-\sigma)\|_{T V}^{2} \leq 2\left(1+\log \left(\int_{\mathbb{R}^{d}} e^{\varphi^{2}} d \mu\right)\right) \int_{\mathbb{R}^{d}} v \log v d \mu \tag{2.1}
\end{equation*}
$$

It should be noted that a bit less compact, but stronger estimate is proved in [19]:

$$
\begin{equation*}
\|\varphi(\mu-\sigma)\|_{T V} \leq\left(\frac{3}{2}+\log \int_{\mathbb{R}^{d}} e^{2 \varphi} d \mu\right)\left(H(\sigma, \mu)^{1 / 2}+\frac{1}{2} H(\sigma, \mu)\right) \tag{2.2}
\end{equation*}
$$

This estimate can be used in place of (2.1) in the proof of Corollary 1.2 , which will result in longer expressions in the corresponding estimates, but the function $\alpha$ involved in those estimates will involve $2 \varphi$ in place of $\varphi^{2}$. Note that for $\varphi=1$ the bound from [19] gives the extra factor 2 on the right as compared to the Pinsker-Csiszár-Kullback inequality.
Lemma 2.1. (i) Let $f \in C_{b}^{2}(0,+\infty)$. Then, for any function $\psi \in C_{0}^{\infty}\left(\mathbb{R}^{d}\right)$ and any compact interval $[\tau, t] \subset(0, T)$, we have

$$
\begin{align*}
\int_{\mathbb{R}^{d}} f(v(x, t)) \psi(x) \varrho_{\mu}(x, t) d x+ & \int_{\tau}^{t} \int_{\mathbb{R}^{d}}\left|A_{\mu}^{1 / 2} \nabla v\right|^{2} f^{\prime \prime}(v) \psi \varrho_{\mu} d x \\
= & \int_{\mathbb{R}^{d}} f(v(x, \tau)) \psi(x) \varrho_{\mu}(x, \tau) d x+\int_{\tau}^{t} \int_{\mathbb{R}^{d}} f(v) L_{A_{\mu}, b_{\mu}} \psi \varrho_{\mu} d x d s \\
& +\int_{\tau}^{t} \int_{\mathbb{R}^{d}}\left[\langle\Phi, \nabla v\rangle f^{\prime \prime}(v) \psi+\langle\Phi, \nabla \psi\rangle f^{\prime}(v)\right] v \varrho_{\mu} d x d s . \tag{2.3}
\end{align*}
$$

(ii) If $f^{\prime \prime} \geq 0$ and $\psi \geq 0$, then

$$
\begin{align*}
\int_{\mathbb{R}^{d}} f(v(x, t)) \psi(x) \varrho_{\mu}(x, t) d x+\frac{1}{2} \int_{0}^{t} \int_{\mathbb{R}^{d}}\left|A_{\mu}^{1 / 2} \nabla v\right|^{2} f^{\prime \prime}(v) \psi \varrho_{\mu} d x \\
\leq f(1) \int_{\mathbb{R}^{d}} \psi d \nu+\int_{0}^{t} \int_{\mathbb{R}^{d}} f(v) L_{A_{\mu}, b_{\mu}} \psi \varrho_{\mu} d x d s \\
+\frac{1}{2} \int_{0}^{t} \int_{\mathbb{R}^{d}}\left|A_{\mu}^{-1 / 2} \Phi\right|^{2} f^{\prime \prime}(v) \psi v \varrho_{\mu} d x d s+\int_{0}^{t} \int_{\mathbb{R}^{d}}\langle\Phi, \nabla \psi\rangle f^{\prime}(v) v \varrho_{\mu} d x d s . \tag{2.4}
\end{align*}
$$

In particular,

$$
\begin{align*}
& \int_{\mathbb{R}^{d}} f(v(x, t)) \psi(x) \varrho_{\mu}(x, t) d x \leq f(1) \int_{\mathbb{R}^{d}} \psi d \nu+\int_{0}^{t} \int_{\mathbb{R}^{d}} f(v) L_{A_{\mu}, b_{\mu}} \psi \varrho_{\mu} d x d s \\
&+\frac{1}{2} \int_{0}^{t} \int_{\mathbb{R}^{d}}\left|A_{\mu}^{-1 / 2} \Phi\right|^{2} f^{\prime \prime}(v) \psi v \varrho_{\mu} d x d s+\int_{0}^{t} \int_{\mathbb{R}^{d}}\langle\Phi, \nabla \psi\rangle f^{\prime}(v) v \varrho_{\mu} d x d s . \tag{2.5}
\end{align*}
$$

In case of different initial conditions $\nu_{\mu}$ and $\nu_{\sigma}$ such that $\nu_{\sigma} \ll \nu_{\mu}$ the first terms in the right-hand sides of the last two relations will be replaced by $\int_{\mathbb{R}^{d}} \psi f\left(\frac{d \nu_{\sigma}}{d \nu_{\mu}}\right) d \nu_{\mu}$.

Proof. (i) Suppose first that $a_{\mu}^{i j}, a_{\sigma}^{i j}, b_{\mu}^{i}, b_{\sigma}^{i}$ are infinitely differentiable in $x$ on $\mathbb{R}^{d} \times(0, T), A_{\mu}$ and $A_{\sigma}$ are nondegenerate (but no uniform Lipschitzness and uniform ellipticity up to $t=0$ is assumed at this stage). The assumption that we deal with smooth coefficients is employed in the calculations below and ensures the existence of the regarded integrals. Recall that both densities $\varrho_{\mu}$ and $\varrho_{\nu}$ are continuous and positive on the sets of the form $\{x:|x| \leq R\} \times(0, T)$, so that $v$ is also continuous on these sets. Hence $v$ is bounded on $\operatorname{supp} \psi \times[\tau, t]$. Note that

$$
\partial_{t} \varrho_{\mu}=L_{A_{\mu}, b_{\mu}}^{*} \varrho_{\mu} \quad \text { and } \quad \partial_{t} \varrho_{\sigma}=L_{A_{\mu}, b_{\mu}}^{*} \varrho_{\sigma}-\operatorname{div}\left(\Phi \varrho_{\sigma}\right)
$$

Our assumptions about the coefficients enable us to write $L_{A_{\mu}, b_{\mu}}^{*} \xi$ directly just as a usual operator $\partial_{x_{i}} \partial_{x_{j}}\left(a_{\mu}^{i j} \xi\right)-\partial_{x_{i}}\left(b_{\mu}^{i} \xi\right)$ with summation over repeated indices. With respect to $t$ both densities are absolutely continuous.

For any $\xi, \eta \in C^{\infty}\left(\mathbb{R}^{d} \times(0, T)\right)$ and $\varphi \in C^{\infty}(\mathbb{R})$ we have by direct calculations

$$
\begin{gathered}
L_{A_{\mu}, b_{\mu}}^{*}(\varphi(\xi))=\varphi^{\prime}(\xi) L_{A_{\mu}, b_{\mu}}^{*} \xi+\varphi^{\prime \prime}(\xi)\left\langle A_{\mu} \nabla \xi, \nabla \xi\right\rangle+\left(\xi \varphi^{\prime}(\xi)-\varphi(\xi)\right) \operatorname{div} h_{\mu}, \\
L_{A_{\mu}, b_{\mu}}^{*}(\xi \cdot \eta)=\eta L_{A_{\mu}, b_{\mu}}^{*} \xi+\xi L_{A_{\mu}, b_{\mu}}^{*} \eta+2\left\langle A_{\mu} \nabla \xi, \nabla \eta\right\rangle+\xi \eta \operatorname{div} h_{\mu}
\end{gathered}
$$

Multiplying the equation $\partial_{t} \varrho_{\mu}=L_{A_{\mu}, b_{\mu}}^{*} \varrho_{\mu}$ by $v$ and subtracting the obtained relation from the equation $\partial_{t} \varrho_{\sigma}=L_{A_{\mu}, b_{\mu}}^{*} \varrho_{\sigma}-\operatorname{div}\left(\Phi \varrho_{\sigma}\right)$, we arrive at the equation

$$
\varrho_{\mu} \partial_{t} v=\varrho_{\mu} L_{A_{\mu}, b_{\mu}}^{*} v+2\left\langle A_{\mu} \nabla \varrho_{\mu}, \nabla v\right\rangle+\varrho_{\mu} v \operatorname{div} h_{\mu}-\operatorname{div}\left(\Phi \varrho_{\sigma}\right)
$$

Multiplying this by $f^{\prime}(v)$ and taking into account the equalities

$$
\partial_{t} f(v)=f^{\prime}(v) \partial_{t} v, \quad \nabla f(v)=f^{\prime}(v) \nabla v
$$

we obtain that

$$
\varrho_{\mu} \partial_{t}(f(v))=\varrho_{\mu} f^{\prime}(v) L_{A_{\mu}, b_{\mu}}^{*} v+2\left\langle A_{\mu} \nabla \varrho_{\mu}, \nabla f(v)\right\rangle+\varrho_{\mu} v f^{\prime}(v) \operatorname{div} h_{\mu}-f^{\prime}(v) \operatorname{div}\left(\Phi \varrho_{\sigma}\right)
$$

Since

$$
f^{\prime}(v) L_{A_{\mu}, b_{\mu}}^{*} v=L_{A_{\mu}, b_{\mu}}^{*} f(v)-f^{\prime \prime}(v)\left\langle A_{\mu} \nabla v, \nabla v\right\rangle-\left(v f^{\prime}(v)-f(v)\right) \operatorname{div} h_{\mu}
$$

we have

$$
\begin{aligned}
& \varrho_{\mu} \partial_{t}(f(v))=\varrho_{\mu} L_{A_{\mu}, b_{\mu}}^{*} f(v)+2\left\langle A_{\mu} \nabla \varrho_{\mu}, \nabla f(v)\right\rangle \\
&+\varrho_{\mu} f(v) \operatorname{div} h_{\mu}-\varrho_{\mu} f^{\prime \prime}(v)\left\langle A_{\mu} \nabla v, \nabla v\right\rangle-f^{\prime}(v) \operatorname{div}\left(\Phi \varrho_{\sigma}\right)
\end{aligned}
$$

Summing up the last equation and $f(v) \partial_{t} \varrho_{\mu}=f(v) L_{A_{\mu}, b_{\mu}}^{*} \varrho$, we find that

$$
\partial_{t}\left(\varrho_{\mu} f(v)\right)=L_{A_{\mu}, b_{\mu}}^{*}\left(\varrho_{\mu} f(v)\right)-\varrho_{\mu} f^{\prime \prime}(v)\left\langle A_{\mu} \nabla v, \nabla v\right\rangle-f^{\prime}(v) \operatorname{div}\left(\Phi \varrho_{\sigma}\right) .
$$

Multiplying this equation by the function $\psi$ and integrating, we arrive at the equality

$$
\begin{aligned}
\int_{\tau}^{t} \int_{\mathbb{R}^{d}} \partial_{t}\left(f(v) \varrho_{\mu}\right) \psi d x d t+ & \int_{\tau}^{t} \int_{\mathbb{R}^{d}} \varrho_{\mu}\left\langle A_{\mu} \nabla v, \nabla v\right\rangle f^{\prime \prime}(v) \psi d x d \tau \\
& =\int_{\tau}^{t} \int_{\mathbb{R}^{d}} \psi L_{A_{\mu}, b_{\mu}}^{*}\left(\varrho_{\mu} f(v)\right) d x d s-\int_{\tau}^{t} \int_{\mathbb{R}^{d}} \psi f^{\prime}(v) \operatorname{div}\left(\Phi \varrho_{\sigma}\right) d x d s
\end{aligned}
$$

Applying the Newton-Leibniz formula, we obtain

$$
\begin{aligned}
& \int_{\tau}^{t} \int_{\mathbb{R}^{d}} \partial_{t}\left(f(v) \varrho_{\mu}\right) \psi d x d t= \\
& \int_{\mathbb{R}^{d}} f(v(x, t)) \varrho_{\mu}(x, t) \psi(x) d x-\int_{\mathbb{R}^{d}} f(v(x, \tau)) \psi(x) \varrho_{\mu}(x, \tau) d x
\end{aligned}
$$

Since $L_{A_{\mu}, b_{\mu}}^{*}$ is the adjoint to $L_{A_{\mu}, b_{\mu}}$, one has

$$
\int_{\tau}^{t} \int_{\mathbb{R}^{d}} \psi L_{A_{\mu}, b_{\mu}}^{*}\left(\varrho_{\mu} f(v)\right) d x d s=\int_{\tau}^{t} \int_{\mathbb{R}^{d}} \varrho_{\mu} f(v) L_{A_{\mu}, b_{\mu}} \psi d x d s
$$

In addition, one has

$$
-\int_{\tau}^{t} \int_{\mathbb{R}^{d}} \psi f^{\prime}(v) \operatorname{div}\left(\Phi \varrho_{\sigma}\right) d x d s=\int_{\tau}^{t} \int_{\mathbb{R}^{d}}\left[\langle\Phi, \nabla v\rangle f^{\prime \prime}(v) \varrho_{\sigma}+f^{\prime}(v)\langle\Phi, \nabla \psi\rangle \varrho_{\sigma}\right] d x d s
$$

Therefore, we obtain the following equality:

$$
\begin{aligned}
& \int_{\mathbb{R}^{d}} f(v(x, t)) \varrho_{\mu}(x, t) \psi(x) d x+\int_{\tau}^{t} \int_{\mathbb{R}^{d}} \varrho_{\mu}\left\langle A_{\mu} \nabla v, \nabla v\right\rangle f^{\prime \prime}(v) \psi d x d \tau \\
&=\int_{\mathbb{R}^{d}} f(v(x, \tau)) \psi(x) \varrho_{\mu}(x, \tau) d x+\int_{\tau}^{t} \int_{\mathbb{R}^{d}} \varrho_{\mu} f(v) L_{A_{\mu}, b_{\mu}} \psi d x d s \\
&+\int_{\tau}^{t} \int_{\mathbb{R}^{d}}\left[\langle\Phi, \nabla v\rangle f^{\prime \prime}(v) \varrho_{\sigma}+f^{\prime}(v)\langle\Phi, \nabla \psi\rangle \varrho_{\sigma}\right] d x d s
\end{aligned}
$$

which is the desired identity. As noted above, in case of different initial conditions the integral against $\nu$ must be replaced by the indicated expression. The general case, where the coefficients are not smooth, will be justified below.
(ii) We first show (2.4) in the situation of smooth coefficients considered so far in assertion (i) and assuming, in addition, that $\left\|\varrho_{\mu}(\cdot, \tau)-\varrho_{\sigma}(\cdot, \tau)\right\|_{L^{1}\left(\mathbb{R}^{d}\right)} \rightarrow 0$ as $\tau \rightarrow 0$. Applying in (i) the inequality

$$
|\langle\Phi, \nabla v\rangle| \leq \frac{1}{2}\left|A_{\mu}^{-1 / 2} \Phi\right|^{2}+\frac{1}{2}\left|A_{\mu}^{1 / 2} \nabla v\right|^{2}
$$

and taking into account that $f^{\prime \prime} \geq 0$ and $\psi \geq 0$, we obtain the inequality similar to (2.4), but with the integrals over $[\tau, t]$ in place of $[0, t]$ and with the integral of $f(v(x, \tau)) \psi(x) \varrho_{\mu}(x, \tau)$ in place of the integral of $f(1) \psi$ against $\nu$. Obviously, the integrals over $[\tau, t]$ converge to the respective integrals over $[0, t]$ if we let $\tau \rightarrow 0$. So we have to show that

$$
\begin{equation*}
\lim _{\tau \rightarrow 0} \int_{\mathbb{R}^{d}} f(v(x, \tau)) \psi(x) \varrho_{\mu}(x, \tau) d x=f(1) \int_{\mathbb{R}^{d}} \psi(x) \nu(d x) \tag{2.6}
\end{equation*}
$$

It follows from (1.3) that

$$
\lim _{\tau \rightarrow 0} \int_{\mathbb{R}^{d}} \psi(x) \varrho_{\mu}(x, \tau) d x=\int_{\mathbb{R}^{d}} \psi(x) \nu(d x)
$$

We have $|f(v)-f(1)| \leq C|v-1|$, since $f^{\prime}$ is bounded. Hence

$$
\int_{\mathbb{R}^{d}}|f(v(x, \tau))-f(1)| \varrho_{\mu}(x, \tau) d x \leq C \int_{\mathbb{R}^{d}}\left|\varrho_{\sigma}(x, \tau)-\varrho_{\mu}(x, \tau)\right| d x \rightarrow 0 \quad \text { as } \tau \rightarrow 0
$$

which yields (2.6).
In the general case it suffices to show that our solutions can be obtained as limits of solutions to the Cauchy problems with coefficients and data of the respective classes in such a way that the right-sides of (2.4) for these approximations will converge to the right-side of (2.4) for the original solution.

To this end, let us take an even probability density $\omega \in C_{0}^{\infty}\left(\mathbb{R}^{d}\right)$ with support in the unit ball such that $|\nabla \omega|^{2} / \omega \in L^{1}\left(\mathbb{R}^{d}\right)$, set $\omega_{\varepsilon}(x)=\varepsilon^{-d} \omega(x / \varepsilon), \varepsilon \in(0,1)$, and for any locally integrable function $g$ on $\mathbb{R}^{d}$ set $(g)_{\varepsilon}:=g * \omega_{\varepsilon}$. It is readily verified that the measures with densities $\left(\varrho_{\mu}\right)_{\varepsilon}$
and $\left(\varrho_{\sigma}\right)_{\varepsilon}$, where the convolution is taken with respect to $x$, are solutions to the Cauchy problems corresponding to the operators with smooth coefficients

$$
A_{\mu}^{\varepsilon}=\frac{\left(A_{\mu} \varrho_{\mu}\right)_{\varepsilon}}{\left(\varrho_{\mu}\right)_{\varepsilon}}, \quad b_{\mu}^{\varepsilon}=\frac{\left(b_{\mu} \varrho_{\mu}\right)_{\varepsilon}}{\left(\varrho_{\mu}\right)_{\varepsilon}}
$$

and initial condition $\nu * \omega_{\varepsilon}$. Indeed, let $\varphi \in C_{0}^{\infty}\left(\mathbb{R}^{d}\right)$. For every fixed $y$, by (1.3) we have

$$
\begin{aligned}
\int_{\mathbb{R}^{d}} \varphi(y+x) \varrho_{\mu}(x, t) d x & =\int_{\mathbb{R}^{d}} \varphi(y+x) \nu(d x) \\
& +\int_{0}^{t} \int_{\mathbb{R}^{d}}\left(a_{\mu}^{i j}(x, s) \partial_{x_{i}} \partial_{x_{j}} \varphi(y+x)+b_{\mu}^{i}(x, s) \partial_{x_{i}} \varphi(y+x)\right) \varrho_{\mu}(x, s) d x d s
\end{aligned}
$$

Changing variables $z=x+y$ and integrating in $y$ with respect to $\omega_{\varepsilon}(y) d y$, we arrive at (1.3) for $\left(\varrho_{\mu}\right)_{\varepsilon}$ and the new operator with $A_{\mu}^{\varepsilon}$ and $b_{\mu}^{\varepsilon}$, because $A_{\mu}^{\varepsilon}\left(\varrho_{\mu}\right)_{\varepsilon}=\left(A_{\mu} \varrho_{\mu}\right)_{\varepsilon}$ and $b_{\mu}^{\varepsilon}\left(\varrho_{\mu}\right)_{\varepsilon}=\left(b_{\mu} \varrho_{\mu}\right)_{\varepsilon}$.

Since the original coefficients are locally bounded, these new coefficients are bounded uniformly in $\varepsilon$ on every set $U \times[0, T]$, where $U$ is a ball in $\mathbb{R}^{d}$. In addition, for every fixed $\varepsilon>0$, we have $\left(\varrho_{\mu}\right)_{\varepsilon}(x, t) \rightarrow \omega_{\varepsilon} * \nu(x)$ and $\left(\varrho_{\sigma}\right)_{\varepsilon}(x, t) \rightarrow \omega_{\varepsilon} * \nu(x)$ as $t \rightarrow 0$. Since these functions are probability densities, we obtain convergence in $L^{1}\left(\mathbb{R}^{d}\right)$, which yields that

$$
\lim _{t \rightarrow 0} \int_{\mathbb{R}^{d}}\left|\left(\varrho_{\sigma}\right)_{\varepsilon}(x, t)-\left(\varrho_{\mu}\right)_{\varepsilon}(x, t)\right| d x \rightarrow 0
$$

Thus, our approximations satisfy the condition under which (2.4) has been verified above in the case of smooth coefficients. Since identity (2.3) holds for these approximations, it remains valid for the original solutions, because, as $\varepsilon \rightarrow 0$, we have $\left(\varrho_{\mu}\right)_{\varepsilon} \rightarrow \varrho_{\mu}, \partial_{x_{i}}\left(\varrho_{\mu}\right)_{\varepsilon} \rightarrow \partial_{x_{i}} \varrho_{\mu}$ in $L^{2}(U \times[\tau, t])$ and the same for $\sigma$. Thus, (2.3) is proved completely. In addition, this shows convergence of the second terms in the right-hand side of (2.4). Convergence of the first terms is trivial, the only problem is to show convergence of the third terms involving $\Phi$. Let us show that

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \int_{0}^{T} \int_{U} \frac{\left|\left(A_{\mu}^{\varepsilon}-A_{\sigma}^{\varepsilon}\right) \nabla\left(\varrho_{\sigma}\right)_{\varepsilon}\right|^{2}}{\left(\varrho_{\sigma}\right)_{\varepsilon}} d x=\int_{0}^{T} \int_{U} \frac{\left|\left(A_{\mu}-A_{\sigma}\right) \nabla \varrho_{\sigma}\right|^{2}}{\varrho_{\sigma}} d x \tag{2.7}
\end{equation*}
$$

For almost every fixed $t \in(0, T)$, we have $\left(\varrho_{\mu}\right)_{\varepsilon}(x, t) \rightarrow \varrho_{\mu}(x, t)$ in $W^{2,1}(U)$, since we have $\varrho_{\mu}(x, t) \in W^{2,1}(U)$. Therefore, we have convergence of the inner integrals in (2.7) for almost all $t \in(0, T)$. Let us show that the integrals over $U$ admit a majorant integrable on $[0, T]$.

Writing

$$
\left|\omega_{\varepsilon} *\left(\left(A_{\mu}-A_{\sigma}\right) \nabla \varrho_{\sigma}\right)\right|=\left|\omega_{\varepsilon} *\left(\frac{\left(A_{\mu}-A_{\sigma}\right) \nabla \varrho_{\sigma}}{\sqrt{\varrho_{\sigma}}} \sqrt{\varrho_{\sigma}}\right)\right|
$$

and using the Cauchy inequality in the convolution we obtain

$$
\frac{\left|\omega_{\varepsilon} *\left(\left(A_{\mu}-A_{\sigma}\right) \nabla \varrho_{\sigma}\right)\right|^{2}}{\left(\varrho_{\sigma}\right)_{\varepsilon}} \leq \omega_{\varepsilon} *\left(\frac{\left|\left(A_{\mu}-A_{\sigma}\right) \nabla \varrho_{\sigma}\right|^{2}}{\varrho_{\sigma}}\right)
$$

Therefore,

$$
\int_{U} \frac{\left|\omega_{\varepsilon} *\left(\left(A_{\mu}-A_{\sigma}\right) \nabla \varrho_{\sigma}\right)(x, t)\right|^{2}}{\left(\varrho_{\sigma}\right)_{\varepsilon}(x, t)} d x \leq \int_{U^{\prime}} \frac{\left|\left(A_{\mu}-A_{\sigma}\right) \nabla \varrho_{\sigma}(x, t)\right|^{2}}{\varrho_{\sigma}(x, t)} d x
$$

where $U^{\prime}$ is the ball with the same center as $U$ and radius increased by 1 . On $U$ we have

$$
\frac{\left|\left(A_{\mu}^{\varepsilon}-A_{\sigma}^{\varepsilon}\right) \nabla\left(\varrho_{\sigma}\right)_{\varepsilon}\right|^{2}}{\left(\varrho_{\sigma}\right)_{\varepsilon}} \leq 2 I+2 J+2 K+2 \omega_{\varepsilon} *\left(\frac{\left|\left(A_{\mu}-A_{\sigma}\right) \nabla \varrho_{\sigma}\right|^{2}}{\varrho_{\sigma}}\right)
$$

where

$$
\begin{gathered}
I=\frac{\left|\left(A_{\mu}^{\varepsilon}-A_{\mu}\right) \nabla\left(\varrho_{\sigma}\right)_{\varepsilon}\right|^{2}}{\left(\varrho_{\sigma}\right)_{\varepsilon}}, \quad J=\frac{\left|\left(A_{\sigma}^{\varepsilon}-A_{\sigma}\right) \nabla\left(\varrho_{\sigma}\right)_{\varepsilon}\right|^{2}}{\left(\varrho_{\sigma}\right)_{\varepsilon}} \\
K(x, t)=\frac{\left|\omega_{\varepsilon} *\left(\left(A_{\mu}(x, t)-A_{\mu}(\cdot, t)-A_{\sigma}(x, t)+A_{\sigma}(\cdot, t)\right) \nabla \varrho_{\sigma}\right)(x, t)\right|^{2}}{\left(\varrho_{\sigma}\right)_{\varepsilon}(x, t)}
\end{gathered}
$$

Since $\left\|A_{\mu}(x+y, t)-A_{\mu}(x, t)\right\| \leq C|y|$ for all $x \in U$ and $y$ with $|y| \leq 1$, the terms $I$ and $J$ are dominated by $C^{2} \eta^{\varepsilon} * \varrho_{\sigma}$, where

$$
\eta^{\varepsilon}(x)=\varepsilon^{-d} \eta(x / \varepsilon), \quad \eta=\frac{|\nabla \omega|^{2}}{\omega} .
$$

Indeed, for all $x \in U$ we have

$$
\left\|A_{\mu}^{\varepsilon}(x, t)-A_{\mu}(x, t)\right\| \leq C \varepsilon,
$$

and the Cauchy inequality yields

$$
\begin{aligned}
\left|\nabla\left(\varrho_{\sigma}\right)_{\varepsilon}(x, t)\right|^{2}=\left|\nabla \omega_{\varepsilon} * \varrho_{\sigma}(x, t)\right|^{2} & \leq \varepsilon^{-2}\left(\int_{\mathbb{R}^{d}}|\nabla \omega(z)| \varrho_{\sigma}(x-\varepsilon z, t) d z\right)^{2} \\
& \leq \varepsilon^{-2}\left(\varrho_{\sigma}\right)_{\varepsilon}(x, t) \int_{\mathbb{R}^{d}} \frac{|\nabla \omega(z)|^{2}}{\omega(z)} \varrho_{\sigma}(x-\varepsilon z, t) d z .
\end{aligned}
$$

The same is true for $J$. The term $K$ is similarly estimated by $4 d^{2} C^{2} \eta_{\varepsilon} * \varrho_{\sigma}+4 d^{2} C^{2}$, because

$$
\begin{aligned}
& \int_{\mathbb{R}^{d}}\left(a_{\mu}^{i j}(x, t)-a_{\mu}^{i j}(x+y, t)\right) \partial_{x_{j}} \varrho_{\sigma}(x+y, t) \omega_{\varepsilon}(y) d y \\
&=\int_{\mathbb{R}^{d}} \partial_{y_{j}} a_{\mu}^{i j}(x+y, t) \varrho_{\sigma}(x+y, t) \omega_{\varepsilon}(y) d y \\
& \quad-\int_{\mathbb{R}^{d}}\left(a_{\mu}^{i j}(x, t)-a_{\mu}^{i j}(x+y, t)\right) \varrho_{\sigma}(x+y, t) \partial_{y_{j}} \omega_{\varepsilon}(y) d y
\end{aligned}
$$

where the square of the first integral does not exceed $C^{2}\left(\varrho_{\sigma}\right)_{\varepsilon}$ and the square of the second integral does not exceed $C^{2} \varrho_{\sigma} * \eta^{\varepsilon}$. Indeed, $\left|a_{\mu}^{i j}(x, t)-a_{\mu}^{i j}(x+y, t)\right| \leq C \varepsilon$ if $x \in U,|y| \leq 1$, $\partial_{y_{j}} \omega_{\varepsilon}(y)=\varepsilon^{-1} \partial_{y_{j}} \omega(y / \varepsilon)$, and the square of the integral of $\varrho_{\sigma}(x+y, t)|\nabla \omega(y / \varepsilon)|$ with respect to $y$ is estimated as above.

Therefore, we arrive at the estimate

$$
\int_{U} \frac{\left|\left(A_{\mu}^{\varepsilon}-A_{\sigma}^{\varepsilon}\right) \nabla\left(\varrho_{\sigma}\right)_{\varepsilon}(x, t)\right|^{2}}{\left(\varrho_{\sigma}\right)_{\varepsilon}(x, t)} d x \leq \widetilde{C} \int_{\mathbb{R}^{d}} \frac{|\nabla \omega(z)|^{2}}{\omega(z)} d z+2 \int_{U^{\prime}} \frac{\left|\left(A_{\mu}-A_{\sigma}\right) \nabla \varrho_{\sigma}(x, t)\right|^{2}}{\varrho_{\sigma}(x, t)} d x,
$$

where $\widetilde{C}$ is a constant and the right-hand side is integrable over $[0, T]$. Now the Lebesgue dominated convergence theorem yields (2.7). Moreover, this also yields convergence of the third terms in (2.4), because there is no problem with the component in $\Phi$ corresponding to $h_{\mu}-h_{\sigma}$. Convergence of the last terms on the right in (2.4) follows from what we have just proved.

Proof of Theorem 1.1. We would like to apply the second assertion of the lemma to

$$
f(v)=v \log v-v
$$

and $\psi_{N}$ such that $\psi_{N} \rightarrow 1$ and $L_{A_{\mu, b_{\mu}}} \psi_{N} \rightarrow 0$. Then, letting $N \rightarrow \infty$ and using (2.5) and the equality $f^{\prime \prime}(v)=1 / v$, we arrive at the desired estimate. However, this function $f$ is not of class $C_{b}^{\infty}$ and some additional justification is needed.
Let $m, k>1$ and

$$
f_{m, k}(t)= \begin{cases}-t \log k & \text { if } t \leq k^{-1}, \\ t \log t-t+k^{-1} & \text { if } k^{-1}<t<m, \\ t \log m-m+k^{-1} & \text { if } t \geq m\end{cases}
$$

We observe that $f_{m, k}^{\prime}(t)=\log \left(\left(k^{-1} \vee t\right) \wedge m\right)$ and $f_{m, k}^{\prime \prime}(t)=t^{-1} I_{\left\{k^{-1}<t<m\right\}}$, where $I_{\left\{k^{-1}<t<m\right\}}$ is the indicator function of the set $\left\{k^{-1}<t<m\right\}$. In addition,

$$
f_{m, k}(1)=-1+k^{-1} \quad \text { and } \quad\left|f_{m, k}(t)\right| \leq C(m, k) t
$$

for fixed $m, k$.
Let us now consider separately cases (a) and (b). Suppose first that (a) is fulfilled. Set $\psi_{N}(x)=\psi(x / N)$, where $\psi \in C_{0}^{\infty}\left(\mathbb{R}^{d}\right), \psi \geq 0$ and $\psi(x)=1$ whenever $|x|<1$. Let us substitute
in (2.5) the functions $f_{m, k}$ and $\psi_{N}$ for $f$ and $\psi$, respectively, and let first $N \rightarrow \infty$ and then $m, k \rightarrow \infty$. We observe that $\left|f_{m}(v)\right| \leq C(m, k) v$ and

$$
\left|\int_{0}^{t} \int_{\mathbb{R}^{d}} \varrho_{\mu} f_{m, k}(v) L_{A_{\mu}, b_{\mu}} \psi_{N} d x d s\right| \leq C(m, k) \int_{0}^{t} \int_{\mathbb{R}^{d}}\left|L_{A_{\mu}, b_{\mu}} \psi_{N}\right| d \mu_{s} d s
$$

Since $\left|L_{A_{\mu}, b_{\mu}} \psi\right| \leq N^{-2}\left|a_{\mu}^{i j}\right|\left|\partial_{x_{i} x_{j}}^{2} \psi\right|+N^{-1}\left|b_{\mu}\right||\nabla \psi|$, we have

$$
\lim _{N \rightarrow \infty} \int_{0}^{t} \int_{\mathbb{R}^{d}} \varrho_{\mu} f_{m, k}(v) L_{A_{\mu}, b_{\mu}} \psi_{N} d x d s=0
$$

In addition,

$$
\begin{aligned}
\int_{0}^{t} \int_{\mathbb{R}^{d}}\left\langle\Phi, \nabla \psi_{N}\right\rangle \log \left(\left(k^{-1} \vee v\right) \wedge m\right) & d \sigma_{s} d s \\
& \leq(\log k+\log m) \max |\nabla \psi| \int_{0}^{t} \int_{\mathbb{R}^{d}}(1+|x|)^{-1}|\Phi| d \sigma_{s} d s
\end{aligned}
$$

Finally, note that

$$
\int_{\mathbb{R}^{d}} f_{m, k}(v) \varrho_{\mu} d x \geq-\log k \int_{v<k^{-1}} v \varrho d x+\int_{k^{-1}<v<m} v \log v \varrho d x-\int_{k^{-1}<v<m} v \varrho_{\mu} d x .
$$

It is clear that the first term on the right tends to zero as $k \rightarrow \infty$, since it is dominated by $k^{-1} \log k$ in absolute value. The second term converges to the integral of $I_{\{v<m\}} v \log v \varrho$, because the function $v \log v$ is bounded on the set $\{v<m\}$. The last term tends to -1 if $k, m \rightarrow \infty$. Recall that $f_{m, k}(1)=-1+k^{-1}$. Thus, passing to the limit in $N, m$ and $k$ in (2.5) we obtain the estimate

$$
\int_{\mathbb{R}^{d}} v(x, t) \log v(x, t) \varrho_{\mu}(x, t) d x \leq \frac{1}{2} \int_{0}^{t} \int_{\mathbb{R}^{d}}\left|A_{\mu}^{-1 / 2} \Phi\right|^{2} d \sigma_{s} d s
$$

Let us now consider case (b). Set $\psi_{N}(x)=\zeta(V(x) / N)$, where $\zeta \in C^{\infty}\left(\mathbb{R}^{1}\right), \zeta^{\prime} \leq 0, \zeta^{\prime \prime} \geq 0$, $\zeta(0)=1$ and $\zeta(t)=0$ if $t>1$. We observe that

$$
L_{A_{\mu}, b_{\mu}} \psi_{N}=N^{-1} \zeta^{\prime}(V / N) L_{A_{\mu}, b_{\mu}} V+N^{-2} \zeta^{\prime \prime}(V / N)\left|A_{\mu}^{-1 / 2} \nabla V\right|^{2}
$$

Let us substitute in (2.5) the functions $f_{m}$ and $\psi_{N}$ for $f$ and $\psi$, respectively, and let first $N \rightarrow \infty$ and then $m, k \rightarrow \infty$.

Note that since $\varrho_{\mu}$ and $v \varrho_{\mu}=\varrho_{\sigma}$ are solutions to the respective Cauchy problems, for any numbers $\alpha$ and $\beta$ one has

$$
\begin{align*}
& \int_{0}^{t} \int_{\mathbb{R}^{d}} \varrho_{\mu}(f(v)-\alpha v-\beta) L_{A_{\mu}, b_{\mu}} \psi d x d s \\
&=\int_{0}^{t} \int_{\mathbb{R}^{d}} \varrho_{\mu} f(v) L_{A_{\mu}, b_{\mu}} \psi d x d s-\alpha \int_{0}^{t} \int_{\mathbb{R}^{d}}\langle\Phi, \nabla \psi\rangle \varrho_{\sigma} d x d s \\
&+\beta \int_{\mathbb{R}^{d}} \psi(x) \varrho_{\mu}(x, t) d x-\beta \int_{\mathbb{R}^{d}} \psi d \nu \\
&+\alpha \int_{\mathbb{R}^{d}} \psi(x) v(x, t) \varrho_{\mu}(x, t) d x-\alpha \int_{\mathbb{R}^{d}} \psi d \nu \tag{2.8}
\end{align*}
$$

Applying (2.8) with $\alpha=\log m$ and $\beta=k^{-1}$ we have

$$
\begin{aligned}
& \varlimsup_{N \rightarrow \infty} \int_{0}^{t} \int_{\mathbb{R}^{d}} \varrho_{\mu} f_{m, k}(v) L_{A_{\mu}, b_{\mu}} \psi_{N} d x d s \\
& \leq \varlimsup_{N \rightarrow \infty} \int_{0}^{t} \int_{\mathbb{R}^{d}} \varrho_{\mu}\left(f_{m, k}(v)\right.\left.-v \log m-k^{-1}\right) L_{A_{\mu}, b_{\mu}} \psi_{N} d x d s \\
&+\varlimsup_{N \rightarrow \infty} \int_{0}^{t} \int_{\mathbb{R}^{d}}\left\langle\Phi, \nabla \psi_{N}\right\rangle \log \left(\left(k^{-1} \vee v\right) \wedge m\right) d \sigma_{s} d s
\end{aligned}
$$

It is readily seen that

$$
f_{m, k}(v)-v \log m-k^{-1} \leq 0, \quad\left|f_{m, k}(v)-v \log m-k^{-1}\right| \leq C(m, k)(1+v)
$$

and

$$
\varrho_{\mu}\left(f_{m, k}(v)-\left(v+k^{-1}\right) \log \left(m+k^{-1}\right)\right) L_{A_{\mu}, b_{\mu}} \psi_{N} \leq C(\zeta, m, k) M N^{-1}\left(\varrho_{\mu}+v \varrho_{\mu}\right) V .
$$

For every $\delta \in(0,1)$ we have

$$
N^{-1} \int_{0}^{t} \int_{V<N} V d(\mu+\sigma) \leq \delta \int_{0}^{t} \int_{V<\delta N} 1 d\left(\mu_{s}+\sigma_{s}\right) d s+\int_{0}^{t} \int_{\delta N<V<N} 1 d\left(\mu_{s}+\sigma_{s}\right) d s
$$

Therefore,

$$
\varlimsup_{N \rightarrow \infty} N^{-1} \int_{0}^{t} \int_{V<N} V d\left(\mu_{s}+\sigma_{s}\right) d s \leq 2 t \delta .
$$

Since $\delta$ was arbitrary, we obtain that

$$
\lim _{N \rightarrow \infty} N^{-1} \int_{0}^{t} \int_{V<N} V d\left(\mu_{s}+\sigma_{s}\right) d s=0
$$

and

$$
\varlimsup_{N \rightarrow \infty} \int_{0}^{t} \int_{\mathbb{R}^{d}} \varrho_{\mu}\left(f_{m, k}(v)-v \log m-k^{-1}\right) L_{A_{\mu}, b_{\mu}} \psi_{N} d x d t \leq 0 .
$$

Finally, note that $\left\langle\Phi, \nabla \psi_{N}\right\rangle=N^{-1} \zeta^{\prime}(V / N)\langle\Phi, \nabla V\rangle$ and for every $\delta \in(0,1)$

$$
\begin{aligned}
N^{-1} \int_{0}^{t} \int_{V<N}|\langle\Phi, \nabla V\rangle| d \sigma_{s} d s \leq\left(N^{-1}\right. & +\delta) \int_{0}^{t} \int_{V<\delta N}|\langle\Phi, \nabla V\rangle|(1+V)^{-1} d \sigma_{s} d s \\
& +\left(N^{-1}+1\right) \int_{0}^{t} \int_{\delta N<V<N}|\langle\Phi, \nabla V\rangle|(1+V)^{-1} d \sigma_{s} d s .
\end{aligned}
$$

As above, we conclude that

$$
\varlimsup_{N \rightarrow \infty} \int_{0}^{t} \int_{\mathbb{R}^{d}}\left\langle\Phi, \nabla \psi_{N}\right\rangle \log \left(\left(k^{-1} \vee v\right) \wedge m\right) d \sigma_{s} d s \leq 0
$$

Thus, passing to the limit in $N, m$ and $k$ we obtain the desired bound.

## 3. Corollaries and examples

Let us give effective conditions to verify our assumptions (a) or (b).
Corollary 3.1. Let $A_{\mu}=A_{\sigma}=A$ be uniformly bounded (and satisfy (H)). Suppose that for some numbers $\gamma_{1}>0$ and $\gamma_{2}>0$ we have

$$
\left\langle b_{\mu}(x, t), x\right\rangle \leq \gamma_{1}+\gamma_{2}|x|^{2} .
$$

Then

$$
\left\|\mu_{t}-\sigma_{t}\right\|_{T V}^{2} \leq 2 \int_{0}^{t} \int_{\mathbb{R}^{d}}\left|A^{-1 / 2}\left(b_{\mu}-b_{\sigma}\right)\right|^{2} d \sigma_{s} d s
$$

Moreover, for any $p \geq 1$ and $K>0$ the following estimate holds:

$$
\begin{aligned}
& \left\|\left(1+|x|^{p}\right)\left(\mu_{t}-\sigma_{t}\right)\right\|_{T V}^{2} \\
& \leq
\end{aligned} \quad 2 K^{-1}\left(1+\log \left(\int_{\mathbb{R}^{d}} e^{K\left(1+|x|^{p}\right)^{2}} \mu_{t}(d x)\right)\right) \int_{0}^{t} \int_{\mathbb{R}^{d}}\left|A^{-1 / 2}\left(b_{\mu}-b_{\sigma}\right)\right|^{2} d \sigma_{s} d s . . ~ .
$$

Proof. Condition (b) in Theorem 1.1 is fulfilled with $V(x)=|x|^{2}$, so we apply Corollary 1.2 with $\varphi=1$ to obtain the first estimate. The second one is similar, we take $V(x)=1+|x|^{2}$ and $\varphi(x)=\sqrt{K}\left(1+|x|^{p}\right)$.
Example 3.2. In case $A_{\mu}=A_{\sigma}$ is uniformly bounded, condition (a) is fulfilled if $\left|b_{\mu}(x)\right| \leq$ $C+C|x|$ or if $\left|b_{\mu}(x)\right| \leq C+C|x|^{m}$ and $|x|^{m-1}$ is integrable with respect to $\mu$ and $\sigma$. The latter can be verified by using Lyapunov functions (see, e.g., [5], [8], and [14]). Also the assumption that $\left|b_{\mu}-b_{\sigma}\right|^{2}$ is $\sigma$-integrable can be verified in these terms. Certainly, the case of bounded $b_{\mu}$ and $b_{\sigma}$ is covered by both conditions.

Example 3.3. Let $L_{\mu}$ be the Ornstein-Uhlenbeck operator $\Delta u(x)-\langle x, \nabla u(x)\rangle$ and let $L_{\sigma}$ be its perturbation by a first order term generated by a bounded Borel vector field $b_{0}$ on $\mathbb{R}^{d}$. Then

$$
\left\|\varphi\left(\mu_{t}-\sigma_{t}\right)\right\|_{T V}^{2} \leq(1+\log \alpha(t)) \int_{0}^{t} \int_{\mathbb{R}^{d}}\left|b_{0}\right|^{2} d \sigma_{s} d s
$$

In particular, for $\varphi=1$ we obtain that

$$
\left\|\mu_{t}-\sigma_{t}\right\|_{T V}^{2} \leq 2 \int_{0}^{t} \int_{\mathbb{R}^{d}}\left|b_{0}\right|^{2} d \sigma_{s} d s
$$

This estimate extends to the infinite-dimensional case, which will be considered in a separate paper along with some generalizations to locally unbounded drifts.
Remark 3.4. If $A_{\mu}$ is uniformly bounded and for some $p \geq 1, K>0, \gamma_{1}>0$ and $\gamma_{2}>2 p K$ we have

$$
\left\langle b_{\mu}(x, t), x\right\rangle \leq \gamma_{1}-\gamma_{2}|x|^{2 p},
$$

then for some $C>0$ and all $t \in[0, T]$ one has by Gronwall's inequality (see, e.g., [35])

$$
\int_{\mathbb{R}^{d}} e^{K|x|^{2 p}} \mu_{t}(d x) \leq e^{C t}+e^{C t} \int_{\mathbb{R}^{d}} e^{K|x|^{2 p}} \nu(d x)
$$

Corollary 3.5. Let $A_{\mu}$ and $A_{\sigma}$ satisfy (H). Suppose that there are numbers $\lambda_{1}, \lambda_{2}>0$ such that

$$
\lambda_{1} \cdot \mathrm{I} \leq A_{\mu}(x, t) \leq \lambda_{2} \cdot \mathrm{I}, \quad \lambda_{1} \cdot \mathrm{I} \leq A_{\sigma}(x, t) \leq \lambda_{2} \cdot \mathrm{I} \quad \text { for all }(x, t) .
$$

Assume also that $|x|^{m} \in L^{1}(\nu), \nu=\varrho_{0} d x, \varrho_{0} \ln \varrho_{0} \in L^{1}\left(\mathbb{R}^{d}\right)$ and

$$
\left\langle b_{\mu}(x, t), x\right\rangle \leq \gamma_{1}+\gamma_{2}|x|^{2}, \quad\left|b_{\sigma}(x, t)\right| \leq \gamma_{3}+\gamma_{4}|x|^{m}
$$

for some numbers $m, \gamma_{i} \geq 0$. Then

$$
\left\|\mu_{t}-\sigma_{t}\right\|_{T V}^{2} \leq C(T) \sup _{x, t}\left\|A_{\mu}-A_{\sigma}\right\|^{2}+C(T) \int_{0}^{t} \int_{\mathbb{R}^{d}}\left|A_{\mu}^{-1 / 2}\left(h_{\mu}-h_{\sigma}\right)\right|^{2} d \sigma_{s} d s
$$

where $h_{\mu}^{i}-h_{\sigma}^{i}=b_{\mu}^{i}-b_{\sigma}^{i}-\partial_{x_{j}}\left(a_{\mu}^{i j}-a_{\sigma}^{i j}\right)$ and the number $C(T)$ on the right depends on $T, m, \lambda_{i}, \gamma_{i}, \int|x|^{2 m} d \nu$, and $\left\|\varrho_{0} \ln \varrho_{0}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)}$.
Proof. This follows easily from Corollary 3.1 combined with estimate (1.7) and Gronwall's inequality.
Remark 3.6. We observe that passing from (2.4) to (2.5) we have merely discarded the nonnegative term with $\left|A_{\mu}^{1 / 2} \nabla v\right|^{2}$. Keeping this term, we obtain the integrability of the function $\left|A_{\mu}^{1 / 2} \nabla v\right|^{2} / v$ with respect to $\mu$ (actually, already known from [10]), which means membership of $v$ in the corresponding weighted Sobolev class.

## 4. Applications

Suppose now that for every measure $\mu$ on $\mathbb{R}^{d} \times(0, T)$ given by a family $\left(\mu_{t}\right)_{t \in(0, T)}$ of probability measures on $\mathbb{R}^{d}$ we are given a locally bounded Borel measurable mapping

$$
b(\mu, \cdot, \cdot): \mathbb{R}^{d} \times[0, T] \rightarrow \mathbb{R}^{d}
$$

Then we can consider the Cauchy problem for the nonlinear Fokker-Planck-Kolmogorov equation

$$
\begin{equation*}
\partial_{t} \mu=\Delta \mu-\operatorname{div}(b(\mu, x, t) \mu),\left.\quad \mu\right|_{t=0}=\nu . \tag{4.1}
\end{equation*}
$$

By a solution we mean a measure $\mu$ given by a family of probability measures $\left(\mu_{t}\right)_{t \in[0, T]}$ such that the integral identity (1.3) is fulfilled. The linear case considered above corresponds to a drift independent of measures. The previous notation $b_{\mu}$ indicated only that $\mu$ was a solution for a given drift, but now the drift may depend on the unknown solution, which makes our equation nonlinear. For example, if in the one-dimensional case $b(\mu, x, t)=\mu$, then we obtain the equation $\partial_{t} \mu=\mu^{\prime \prime}-\left(\mu^{2}\right)^{\prime}$ with a quadratic nonlinearity. One can also think that a solution is a measure satisfying a linear equation, but its drift has been preassigned to this measure. This opens a way of solving the nonlinear equation by means of a fixed point principle: for
each drift $b_{\sigma}$, we solve the linear equation with this drift and obtain its solution $\mu(\sigma)$, which, of course, in general differs from $\sigma$. But in case of coincidence we obtain a solution to the nonlinear equation. Certainly, nonlinear equations with nonconstant second order coefficients $a^{i j}(\mu, x, t)$ can be considered similarly. The deal with $A=\mathrm{I}$ just for simplicity.

Below we use the notation $L_{\mu} u=\Delta u+\langle b(\mu), \nabla u\rangle$.
Let $C^{+}[0, T]$ denote the set of nonnegative continuous functions on $[0, T]$. Suppose that $V \in C^{2}\left(\mathbb{R}^{d}\right)$ and $V \geq 1$. For $\alpha \in C^{+}\left[0, \tau_{0}\right]$ and $\tau \in(0, T]$ we set

$$
\mathcal{M}_{\tau, \alpha}(V)=\left\{\mu(d x d t)=\mu_{t}(d x) d t: \quad \mu_{t} \geq 0, \mu_{t}\left(\mathbb{R}^{d}\right)=1\right.
$$

$$
\left.\int_{\mathbb{R}^{d}} V(x) \mu_{t}(d x) \leq \alpha(t), t \in[0, \tau]\right\}
$$

If $V(x)=e^{K|x|^{2 p}}$, then the corresponding set $\mathcal{M}_{\tau, \alpha}(V)$ will be denoted by $\mathcal{M}_{\tau, \alpha}^{K, p}$.
Let $\|\mu\|_{p, \tau}$ be the norm defined by

$$
\|\mu\|_{p, \tau}:=\sqrt{\int_{0}^{\tau}\left\|\left(1+|x|^{p}\right) \mu_{s}\right\|_{T V}^{2} d s}
$$

on the linear space of signed measures for which it is finite (to see that it is a norm, one can use the triangle inequality for the total variation norm and the Cauchy inequality or apply the fact that here we deal with the $L^{2}$-norm of a mapping with values in a normed space). Note that $\mathcal{M}_{\tau, \alpha}^{K, p}$ is a complete metric space with respect to the metric generated by this norm, which follows by the completeness of the space $L^{2}([0, \tau], X)$ of $L^{2}$-mappings with values in a Banach space $X$.

For shortening notation, we shall write occasionally $b(\mu)$ in place of $b(\mu, x, t)$.
Corollary 4.1. Let $p \geq 1, K>0$ and suppose that for every function $\alpha \in C^{+}[0, T]$ there exist numbers $\gamma_{1}(\alpha)>0$ and $\gamma_{2}(\alpha)>2 p K$ such that for every $\tau \in(0, T]$ and $\mu \in \mathcal{M}_{\tau, \alpha}^{K, p}$ one has

$$
\langle b(\mu, x, t), x\rangle \leq \gamma_{1}(\alpha)-\gamma_{2}(\alpha)|x|^{2 p} \quad \forall(x, t) \in \mathbb{R}^{d} \times[0, \tau]
$$

Suppose also that

$$
|b(\mu, x, t)-b(\sigma, x, t)| \leq C e^{K|x|^{2 p}}\left\|\left(1+|x|^{p}\right)\left(\mu_{t}-\sigma_{t}\right)\right\|_{T V}
$$

Then, for every probability measure $\nu$ on $\mathbb{R}^{d}$ such that $e^{K|x|^{2 p}} \in L^{1}(\nu)$, there exist $\tau \in(0, T]$ and $\alpha \in C^{+}[0, T]$ such that a solution to the Cauchy problem (4.1) in the class of measures $\mathcal{M}_{\tau, \alpha}^{K, p}$ exists and is unique.

Proof. Let us define a mapping $F: \mathcal{M}_{\tau, \alpha}^{K, p} \rightarrow \mathcal{M}_{\tau, \alpha}^{K, p}$ by

$$
\mu=F(\sigma) \Longleftrightarrow \partial_{t} \mu=\Delta \mu-\operatorname{div}(b(\sigma) \mu),\left.\mu\right|_{t=0}=\nu
$$

We have to find $\tau$ and $\alpha$ such that $F$ will take values in $\mathcal{M}_{\tau, \alpha}^{K, p}$. Let

$$
\alpha(t)=e\left(1+\int_{\mathbb{R}^{d}} e^{K|x|^{2 p}} \nu(d x)\right)
$$

According to Remark 3.4 we have

$$
\int_{\mathbb{R}^{d}} e^{K|x|^{2 p}} \mu_{t}(d x) \leq e^{q t}+e^{q t} \int_{\mathbb{R}^{d}} e^{K|x|^{2 p}} \nu(d x)
$$

where $q>0$ depends only on $\gamma_{1}(\alpha), \gamma_{2}(\alpha), p$ and $K$. Let $\tau<1 / q$. Then

$$
\int_{\mathbb{R}^{d}} e^{K|x|^{2 p}} \mu_{t}(d x) \leq \alpha(t) \quad \forall t \in[0, \tau]
$$

and $F$ takes values in $\mathcal{M}_{\tau, \alpha}^{K, p}$.
Applying Corollary 1.2 and Remark 3.4 we obtain that

$$
\left\|\left(1+|x|^{p}\right)\left(\mu_{t}^{1}-\mu_{t}^{2}\right)\right\|_{T V}^{2} \leq \widetilde{C} \int_{0}^{t} \int_{\mathbb{R}^{d}}\left|b\left(\sigma^{1}\right)-b\left(\sigma^{2}\right)\right|^{2} d \sigma \leq \widehat{C}\left\|\sigma^{1}-\sigma^{2}\right\|_{p, \tau}^{2}
$$

where $\widehat{C}$ does not depend on $\tau$, but only on $T$. Integrating in $t$ over $[0, \tau]$, we find that

$$
\left\|F\left(\sigma^{1}\right)-F\left(\sigma^{2}\right)\right\|_{p, \tau}^{2} \leq \tau \widehat{C}\left\|\sigma^{1}-\sigma^{2}\right\|_{p, \tau}^{2} .
$$

For $\tau<1 / \widehat{C}$ the mapping $F$ is contracting, therefore, in $\mathcal{M}_{\tau, \alpha}^{K, p}$ there exists a unique solution.
Note that under different assumptions a solution to a nonlinear Vlasov equation was constructed in [22] by employing the contraction mapping theorem for the Kantorovich norm. The existence of not necessarily unique solutions has been proved in [12] and [29] by using the Schauder fixed point theorem.

Example 4.2. Let

$$
b(\mu, x, t)=\beta(x, t)+\int_{\mathbb{R}^{d}} K(x, y) \mu_{t}(d y),
$$

where $\beta: \mathbb{R}^{d} \times[0, T] \rightarrow \mathbb{R}^{d}$ and $K: \mathbb{R}^{d} \times \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ are Borel measurable locally bounded mappings such that there exist numbers $C>0,2 p>q>0, \gamma_{1}>0, \gamma_{2}>2 p K$ for which

$$
|K(x, y)| \leq C\left(1+|x|^{q}\right)\left(1+|y|^{p}\right), \quad\langle\beta(x, t), x\rangle \leq \gamma_{1}-\gamma_{2}|x|^{2 p} .
$$

Then all conditions of the above corollary are fulfilled.
Corollary 4.3. Suppose that there exists a Lyapunov function $V \in C^{2}\left(\mathbb{R}^{d}\right)$ such that

$$
\lim _{|x| \rightarrow \infty} V(x)=+\infty
$$

and for every $\tau \in(0, T]$ and $\alpha \in C^{+}[0, T]$ the following conditions are fulfilled:
(i) for every $\mu \in \mathcal{M}_{\tau, \alpha}(V)$ there exists a number $M(\alpha)$ such that $L_{\mu} V \leq M(\alpha) V$;
(ii) for every $\mu$ and $\sigma$ in $\mathcal{M}_{\tau, \alpha}(V)$ one has $b(\mu) \in L^{2}(\sigma)$ and, in addition, for every ball $U \subset \mathbb{R}^{d}$ there exists a number $C(U, \alpha, \tau)>0$ such that

$$
\sup _{\mu \in \mathcal{M}_{\tau, \alpha}(V)}\|b(\mu)\|_{L^{\infty}(U \times[0, \tau])} \leq C(U, \tau, \alpha)
$$

(iii) if a sequence of measures $\left\{\mu^{n}\right\}$ and a measure $\mu$ in $\mathcal{M}_{\tau, \alpha}(V)$ are such that

$$
\lim _{n \rightarrow \infty} \int_{0}^{\tau}\left\|\mu_{t}^{n}-\mu_{t}\right\|_{T V}^{2} d t=0
$$

then the mappings $b\left(\mu_{n}\right)$ converge to $b(\mu)$ in $L^{2}\left(\mu, \mathbb{R}^{d}\right)$.
Then there exists a number $\tau \in\left(0, \tau_{0}\right]$ such that on the interval $[0, \tau]$ the Cauchy problem (4.1) has a solution.

Proof. Let us consider the mapping $F$ from the proof of the previous corollary and choose as above $\tau$ and $\alpha$ such that $F: \mathcal{M}_{\tau, \alpha}(V) \rightarrow \mathcal{M}_{\tau, \alpha}(V)$. By assumption, the drift $b(\sigma)$ is bounded on each set of the form $U \times[0, T]$ (where $U$ is a ball) uniformly in $\sigma \in \mathcal{M}_{\tau, \alpha}(V)$. Therefore (see $[7]$ ), for every ball $U$ and every compact interval $\left[\tau_{1}, \tau_{2}\right] \subset(0, \tau)$, there exists a number $\widetilde{C}\left(U, \alpha, \tau, \tau_{1}, \tau_{2}\right)$ bounding the Hölder norm (in both variables) of the density of the solution $\mu=F(\sigma)$ on $U \times\left[\tau_{1}, \tau_{2}\right]$.

Let us consider the subset $\mathcal{L}_{\tau, \alpha}(V)$ of the set $\mathcal{M}_{\tau, \alpha}(V)$ consisting of measures given by Hölder continuous densities $\varrho$ such that on every set of the form $U \times\left[\tau_{1}, \tau_{2}\right]$ the Hölder norm is bounded by the number $\widetilde{C}\left(U, \alpha, \tau, \tau_{1}, \tau_{2}\right)$. We observe that the set $\mathcal{L}_{\tau, \alpha}(V)$ is convex and compact in the normed space of finite measures $\mu(d x d t)=\mu_{t}(d x) d t$ on $\mathbb{R}^{d} \times[0, T]$ with

$$
\|\mu\|=\sqrt{\int_{0}^{\tau}\left\|\mu_{t}\right\|_{T V}^{2} d t}<\infty .
$$

Indeed, each sequence in this set contains a subsequence uniformly convergent on the sets of the form $U \times\left[\tau_{1}, \tau_{2}\right]$, where $U$ is a ball in $\mathbb{R}^{d}$ and $\left[\tau_{1}, \tau_{2}\right] \subset(0, T)$, because this sequence has uniformly bounded Hölder norms on such sets. Hence this subsequence converges in the indicated norm. It remains to note that $F$ maps $\mathcal{L}_{\tau, \alpha}(V)$ into itself and by Corollary 1.2 is continuous. Therefore, by the Schauder fixed point theorem $F$ has a fixed point, i.e., a solution to the Cauchy problem.

Let $\mathcal{M}_{T}(V)$ denote the set of nonnegative measures $\mu(d x d t)=\mu_{t}(d x) d t$ such that

$$
\sup _{t \in[0, T]} \int_{\mathbb{R}^{d}} V d \mu_{t}<\infty .
$$

Corollary 4.4. Let $V>1$ and $W=\sqrt{\log V}$. Suppose that for every measure $\mu$ in $\mathcal{M}_{T}(V)$ there exist a positive function $\Psi_{\mu} \in C^{2}\left(\mathbb{R}^{d}\right)$ and a number $\beta(\mu)$ such that $\lim _{|x| \rightarrow \infty} \Psi_{\mu}(x)=+\infty$, $\left|\nabla \Psi_{\mu}\right| \Psi_{\mu}^{-1} V^{-1}$ is bounded and $L_{\mu} \Psi_{\mu} \leq \beta(\mu) \Psi_{\mu}$. Suppose also that there exists an increasing continuous function $G$ on $[0,+\infty)$ such that $G(0)=0$ and

$$
|b(\mu, x, t)-b(\sigma, x, t)| \leq \sqrt{V(x)} G\left(\left\|W\left(\mu_{t}-\sigma_{t}\right)\right\|_{T V}\right), \quad \forall \mu, \sigma, x, t .
$$

If we have

$$
\int_{0+} \frac{d u}{G^{2}(\sqrt{u})}=+\infty
$$

then the Cauchy problem (4.1) has at most one solution in the class $\mathcal{M}_{T}(V)$.
Proof. According to Theorem 1.1, for any two solutions $\mu$ and $\sigma$ one has

$$
\left\|W\left(\mu_{t}-\sigma_{t}\right)\right\|_{T V}^{2} \leq C \int_{0}^{t} G^{2}\left(\left\|W\left(\mu_{s}-\sigma_{s}\right)\right\|_{T V}\right) d s
$$

Hence by Gronwall's inequality $\left\|W\left(\mu_{t}-\sigma_{t}\right)\right\|_{T V}=0$.
The estimate from Theorem 1.1 can also be used for proving the differentiability of solutions to the Cauchy problem for linear Fokker-Planck-Kolmogorov equations with respect to a parameter. For a different approach to this, see [32], [36] and the recent paper [15].
Corollary 4.5. Suppose that for every $\alpha \in[0,1]$ there exists a mapping

$$
b(\alpha, \cdot, \cdot): \mathbb{R}^{d} \times[0, T] \rightarrow \mathbb{R}^{d}
$$

such that $b$ is continuously differentiable in $\alpha$ and for every ball $U$ there exists a number $C(U)$ such that

$$
\|b(\alpha, \cdot, \cdot)\|_{L^{\infty}(U \times[0, T])}+\left\|\partial_{\alpha} b(\alpha, \cdot, \cdot)\right\|_{L^{\infty}(U \times[0, T])} \leq C(U) .
$$

Suppose that for every $\alpha \in[0,1]$ there exist numbers $\gamma_{1}(\alpha)$ and $\gamma_{2}(\alpha)$ such that

$$
|b(\alpha, x, t)| \leq \gamma_{1}(\alpha)+\gamma_{2}(\alpha)|x| \log (1+|x|) .
$$

Let $\mu^{\alpha}$ be a probability solution to the Cauchy problem (1.2) with $b(\alpha, x, t)$ and $A=$ I. Suppose that for every $\alpha_{0} \in[0,1]$

$$
\lim _{r \rightarrow 0} \int_{0}^{T} \int_{\mathbb{R}^{d}}\left|\frac{b\left(\alpha_{0}+r, x, t\right)-b\left(\alpha_{0}, x, t\right)}{r}-\partial_{\alpha} b\left(\alpha_{0}, x, t\right)\right|^{2} d \mu_{t}^{\alpha_{0}} d t=0 .
$$

Then the density $\varrho(\alpha, x, t)$ of the measure $\mu^{\alpha}$ is differentiable in $\alpha$.
Proof. Let us fix $\alpha_{0}$. For notational simplicity we write $b(\alpha)$ in place of $b(\alpha, x, t)$. Set

$$
\delta_{r} \varrho(x, t)=\frac{\varrho\left(\alpha_{0}+r, x, t\right)-\varrho\left(\alpha_{0}, x, t\right)}{r} .
$$

Similarly we define $\delta_{r} b$. By Theorem 1.1 we have

$$
\left\|\delta_{r} \varrho(\cdot, t)\right\|_{L^{1}\left(\mathbb{R}^{d}\right)}^{2} \leq 2 \int_{0}^{t} \int_{\mathbb{R}^{d}}\left|\delta_{r} b\right|^{2} d \mu_{s}^{\alpha_{0}} d s
$$

Therefore, the quantity $\sup _{t \in[0, T]}\left\|\delta_{r} \varrho(\cdot, t)\right\|_{L^{1}\left(\mathbb{R}^{d}\right)}$ is uniformly bounded as $r \rightarrow 0$. We observe that $\delta_{r} \varrho$ satisfies the equation

$$
\partial_{t} \delta_{r} \varrho=\Delta \delta_{r} \varrho-\operatorname{div}\left(b\left(\alpha_{0}+r\right) \delta_{r} \varrho\right)-\operatorname{div}\left(\delta_{r} b \varrho_{\alpha_{0}}\right) .
$$

Since the coefficients $b\left(\alpha_{0}+r\right)$ and $\delta_{r} b \varrho_{\alpha_{0}}$ are bounded on every set $U \times[0, T]$ uniformly in $r>0$, according to the estimates from [7], the functions $\delta_{r} \varrho$ have uniformly bounded Hölder norms. Hence there exists a sequence $r_{k} \rightarrow 0$ for which $\delta_{r_{k}} \varrho$ converges to some function $w$. This function satisfies the Cauchy problem

$$
\partial_{t} w=\Delta w-\operatorname{div}(b w)-\operatorname{div}\left(\varrho \partial_{\alpha_{0}} b\right),\left.\quad w\right|_{t=0}=0 .
$$

Moreover, $w \in L^{\infty}\left([0, T], L^{1}\left(\mathbb{R}^{d}\right)\right)$. It remains to show that a solution with such properties is unique. The difference of two solutions satisfies the homogeneous equation

$$
\partial_{t} w=\Delta w-\operatorname{div}(b w)
$$

According to [13], a solution to this equation in the considered class is unique.
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