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Abstract
Existence of a strong solution in H−1(Rd) is proved for the stochastic
nonlinear Fokker–Planck equation

dX − div(DX)dt−∆β(X)dt = X dW in (0, T )× Rd, X(0) = x,

respectively, for a corresponding random differential equation. Here
d ≥ 1, W is a Wiener process in H−1(Rd), D ∈ C1(Rd,Rd) and
β is a continuous monotonically increasing function satisfying some
appropriate sublinear growth conditions which are compatible with the
physical models arising in statistical mechanics. The solution exists
for x ∈ L1 ∩ L∞ and preserves positivity. If β is locally Lipschitz,
the solution is unique, pathwise Lipschitz continuous with respect to
initial data in H−1(Rd). Stochastic Fokker-Planck equations with non-
linear drift of the form dX−div(a(X))dt−∆β(X)dt = X dW are also
considered for Lipschitzian continuous functions a : R→ Rd.
MSC: 60H15, 47H05, 47J05.
Keywords: Wiener process, Fokker–Planck equation, random diffe-
rential equation, m-accretive operator.

1 Introduction

We first consider the stochastic partial differential equation

dX − div(DX)dt−∆β(X)dt = X dW in (0, T )× Rd, T > 0,
X(0, ξ) = x(ξ), ξ ∈ Rd, 1 ≤ d <∞, (1.1)
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where W is a Wiener process in H−1 := H−1(Rd) over a stochastic basis
(Ω,F , (Ft)t≥0,P) with normal filtration (Ft)t≥0 of the form

W =
N∑
j=1

µjejβj. (1.2)

Here {e1, ..., eN} is an orthonormal system in H−1(Rd) belonging to C2
b (Rd)∩

W 2,1(Rd), µj ∈ R and {βj}∞j=1 are independent (Ft)-Brownian motions on
(Ω,F ,P). As regards the functions D : Rd → Rd and β : R→ R, we assume
that

(i) D ∈ C1
b (Rd;Rd); |D| ∈ L1(Rd), divD ∈ L2(Rd).

(ii) β ∈ C(R)∩C2(R \ {0}) is monotonically nondecreasing, β(0) = 0, and
there are m ∈ [0, 1], ai ∈ (0,∞), i = 1, 2, 3, such that

|β(r)| ≤ a1|r|m, ∀r ∈ R, (1.3)

|β′′(r)r2|+ β′(r)|r| ≤ a2|β(r)|, ∀r ∈ R \ {0}, (1.4)

β′(r) 6= 0 and sign r β′′(r) ≤ 0, ∀r ∈ R \ {0}. (1.5)

(iii) There exists a decreasing function ϕ : (0, 1]→ (0,∞) such that

β′(λr) ≤ ϕ(λ)β′(r), ∀r ∈ R \ {0}, λ ∈ (0, 1]. (1.6)

We note here that since, by (1.5), β′ is decreasing on (0,∞) and increasing
on (−∞, 0), we also have

β′(r) ≤ β′(λr), ∀r ∈ R \ {0}, λ ∈ (0, 1]. (1.7)

A typical example is β(r) ≡ a1r|r|m−1, where a1 > 0.
It should be said that e±W is a linear multiplier in the spaces Lp and H1

and this fact will be frequently used in the sequel.
Equation (1.1), which in the linear, deterministic case (that is, for

β(r) ≡ ar, W = 0) reduces to the classical Fokker–Planck equation, describes
the particle transport dynamics in disordered media driven by highly irre-
gular or stochastic field forces. This is the so called anomalous diffusion
dynamics (see, e.g., [15], [16]) in contrast to the normal diffusion processes
governed by the linear Fokker–Planck equation.
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The stochastic version (1.1) considered here can be viewed as a Fokker-
Planck equation in a random environment or a generalized mean field Fokker-
Planck equation ([10], [11], [12]).

The case considered here, that is hypothesis (1.3) with 0 ≤ m ≤ 1 is
that of a fast diffusion (see, e.g., [4]) which, for D ≡ 0 is relevant in plasma
physics and the kinetic theory of gas. It should be said that in statistical
physics, the deterministic Fokker–Planck equation (1.1) is related to the so-
called correspondence principle (see, e.g., [16], [21]) in statistical mechanics
which associates this equation to the entropy function

S(u) =

∫
R

Φ(u)dξ,

where the function Φ ∈ C(R) ∩ C2(R \ {0}) satisfies

Φ′′ < 0, Φ′ ≥ 0, Φ′(0) = +∞, (1.8)

and β is defined by

β(r) = Φ(r)− rΦ′(r), ∀r ≥ 0. (1.9)

For instance, if β(r) ≡ a sign (r) log(1 + |r|), a > 0, and Φ(u) = −u log u+
(1 + u) log(1 + u), then (1.1) is the classical boson equation in the Bose–
Einstein statistics (see, e.g., [16]), while for β(r) ≡ a|r|m−1r, one gets the
so-called Plastino and Plastino model [21] in statistical mechanics.

We note that in both cases β satisfies (ii) and (iii) above, and in the first
case β is locally Lipschitz.

Assumption (ii) leaves out the low diffusion case m > 1 which is relevant
in porous media dynamics of low diffusion processes. (See, e.g., [4].) However,
for the examples in statistical mechanics mentioned above, the case m > 1
is not relevant. In fact, the entropy function corresponding to β(u) = um is
by (1.9) formally given in 1−D by

S(u) =
1

1−m

∫
R
(um − u)dξ, Φ(u) =

1

1−m
(um − u),

for which the entropic conditions (1.8) are not satisfied if m > 1.
For vanishing drift D, equation (1.1) reduces to the fast diffusion stochas-

tic porous media equation studied in [8] (see, also, [4]).
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By the transformation

X(t) = eW (t)y(t), t ≥ 0, (1.10)

equation (1.1) reduces, via Itô’s formula, to the random differential equation
(see, e.g., [5], [6], [7])

∂y

∂t
− e−Wdiv(eWDy)− e−W∆β(eWy) +

1

2
µy = 0 in (0, T )× Rd,

y(0, ξ) = x(ξ), ξ ∈ Rd,

(1.11)

where

µ =
N∑
j=1

µ2
je

2
j . (1.12)

Here, without loss of generality, we assume that t 7→ W (t)(ω) ∈ H−1 is
continuous for all ω ∈ Ω.

The purpose of this work is to show that, under hypotheses (i)-(iii), for ev-
ery ω ∈ Ω, 1 ≤ d <∞, and x in a suitable space, the Cauchy problem (1.11)
has at least one strong solution which is unique if, in addition, β is locally
Lipschitz on R. By a strong solution to (1.11) we mean an absolutely con-
tinuous function y : [0, T ] → H−1(Rd) such that div(eWDy)(t) ∈ H−1, a.e.
t ∈ (0, T ), and (1.11) holds on (0, T ). Of course, if y is (Ft)t≥0-adapted (which
we shall show), then X = eWy is a strong solution to (1.1). A nice feature
of the random differential equation (1.11) and its version with a nonlinear
function in its divergence part (see equation (4.2) below) is that, though it
is not of accretive type in any of the spaces H−1(Rd) or L1(Rd), which are
naturally associated with nonlinear parabolic equations of this type, it turns
out to be accessible by the theory of nonlinear semigroups of contractions in
L1(Rd), by a modification of the Crandall-Liggett discretization scheme for
perturbed nonlinear accretive equations (see Appendix).

However, the general existence theory for the nonlinear accretive Cauchy
problem in a Banach space is not directly applicable to equation (1.1) because
W is not smooth. So, the first step was to approximate W by a family of
smooth random functions {Wε(t)}ε>0 and so equation (1.11) too by a family
of nonlinear evolution equation with smooth time-dependent coefficients (see
equation (3.2) below). Afterward, one passes to the limit ε → 0 in the cor-
responding equation by combining sharp H−1-energetic and L1-techniques.
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This approach which will lead to existence of a strong solution y to (1.11) is
one of the main novelty of this work.

In [5], the authors studied equation (1.11) for m ∈ (1, 5) and 1 ≤ d ≤ 3,
on a bounded domain in the special case of a vanishing drift termD. It should
be said, however, that the treatment in Rd developed here is quite different
and requires specific techniques to be made precise below. (Under related
hypotheses on β, the existence for the stochastic equation (1.1) with D ≡ 0
was also studied in [8].)

In [17], the following parabolic-hyperbolic quasilinear stochastic equation
was recently studied on T d in the framework of kinetic solutions

dX − div(B(X))dt− div(A(X)∇X)dt = Φ(X)dW, (1.13)

where B ∈ C2(R,Rd×d) and A ∈ C1(R;Rd×d). (Along these lines, see also
[18].) It should be said, however, that there is no overlap with our work as far
as conditions (i) on the nonlinear diffusion term β is concerned for which one
assumes here different conditions to cover fast diffusions. In fact, the results
of [18], though obtained in a more general context, apply to low diffusion
equations (that is, β(r) ≈ arm, m ≥ 2, a(r) ≈ rk, k > 1). In addition, the
rescaling technique used here is different from that used in [18] and its main
advantage is that it leads to sharper regularity results for solutions by fully
exploiting the parabolic nature of the resulting random differential equation.

2 Notation and the main results

We shall denote the norm of the space Rd by | · | and by 〈 , 〉 the Euclidean
inner product. Let Lp(Rd) = Lp, 1 ≤ p ≤ ∞, denote the standard real Lp

space on Rd with Lebesgue measure. The scalar product of L2 is denoted
by (·, ·)2. The norm of Lp will be denoted by | · |p. H1(Rd), briefly denoted

H1, is the Sobolev space
{
u ∈ L2; ∂u

∂ξi
∈ L2, i=1, 2, ..., d

}
with the standard

norm ‖u‖H1 =
(∫

Rd(u2 + |∇u|2)dξ
) 1

2 . The dual space of H1 will be denoted
by H−1 and its norm by | · |−1. Likewise, W r,p = W r,p(Rd), r ∈ N, p ∈ [1,∞],
denote the usual Sobolev spaces. Denote by ∆ the Laplace operator on
Rd. By W 1,p([0, T ];H−1) we denote the space of all absolutely continuous
u : [0, T ] → H−1 such that u, du

dt
∈ Lp(0, T ;H−1). Given a Banach space X,

let Lp(0, T ;X) denote the space of X-valued Bochner Lp-integrable functions
on (0, T ). By C([0, T ];X), we denote the space of continuous functions u :
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[0, T ] → X and by C1([0, T ];X) the corresponding space of continuously
differentiable functions.

We set

D0 = {x ∈ L1 ∩ L∞ ∩H1; β(x) ∈ H1, ∆x ∈ L1, ∆β(x) ∈ L1}.

Lemma 2.1. Let p ∈ [1,∞) and x ∈ L1 ∩ L∞. Then there exist un ∈ D0,
n ∈ N, such that un → x in Lp and {xn; n ∈ N} is bounded in L1 ∩ L∞. In
particular,

D
Lp

0 = Lp, D
H−1

0 = H−1,

where the left hand sides denote the closures of D0 in the respective spaces.

Proof. Because L2 is dense in H−1, it suffices to prove

L1 ∩ L∞ ⊂ D
Lp

0 .

So, let x ∈ L1 ∩ L∞ and define

u(ξ) = ϕ(ξ)e−δ|ξ|
2

, ξ ∈ Rd, (2.1)

where ϕ ∈ C2
b (Rd), |ϕ| ≥ ε, ε, δ ∈ (0, 1). Then, by (1.3), β(u) ∈ L1 ∩L∞ and

∇β(u) =
1

ϕ
β′(u)u(∇ϕ− 2δϕξ),

which is in L1 ∩ L∞ by (1.3), (1.4). So, β(u) ∈ H1. Furthermore, obviously,
∆u ∈ L1 ∩ L∞, and

∆β(u) =
1

ϕ
β′(u)u[∆ϕ− (2dδ − 4δ2|ξ|2)ϕ− 4δξ · ∇ϕ]

+
1

ϕ2
β′′(u)u|∇ϕ− 2δϕξ|2.

Since |ϕ| ≥ ε, it follows by (1.3) and (1.4) that ∆β(u) ∈ L1 ∩ L∞. We have

x = lim
δ→0

lim
ε→∞

(x+ ∨ ε− x− ∧ (−ε))e−δ|ξ|2 ,

where both limits are in Lp and, obviously, each function on the right under
the limits for fixed ε, δ ∈ (0, 1) can be approximated by functors of type (2.1)
in Lp.

Theorem 2.2 is the main result.
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Theorem 2.2. Under Hypotheses (i)–(iii), for each x ∈ D0, equation (1.11)
has, for each ω ∈ Ω, at least one strong solution

y ∈ W 1,2([0, T ];H−1) ∩ L∞((0, T )× Rd) ∩ L∞(0, T ;L1), (2.2)

y ∈ L2(0, T ;H1), (2.3)

β(eWy) ∈ L2(0, T ;H1). (2.4)

Moreover, if x ≥ 0, a.e. on Rd, then y ≥ 0, a.e. on (0, T )× Rd.
If β is locally Lipschitz on R and assumptions (i)–(iii) hold, then there

is a unique strong solution y to (1.11). This solution is (Ft)–adapted, the
map D0 3 x → y(t, x) is Lipschitz from H−1 to C([0, T ];H−1) on balls in
L1 ∩ L∞ and y extends by density to a strong solution to (1.11), satisfying
(2.2), (2.4), for all x ∈ L1 ∩ L∞.

Now, coming back to equation (1.1), we recall (see, e.g., [4], [5], [8]) that a
continuous (Ft)t≥0-adapted process X : [0, T ]→ H−1 is called strong solution
to (1.1) if the following conditions hold:

X ∈ L2([0, T ];L2), P-a.s., (2.5)

β(X) ∈ L2(0, T ;H1), P-a.s., (2.6)

X(t)−
∫ t

0

div(DX(s))ds−
∫ t

0

∆β(X(s))ds = x+

∫ t

0

X(s)dW (s),

∀t ∈ [0, T ], P-a.s.

(2.7)

We note here that, by (2.5) and (3.6) below,

div(DX) ∈ L2(0, T,H−1), P-a.s.

The stochastic (Itô-) integral in (2.6) is the standard one (see [14], [19], [22]).
In fact, in the terminology of these references, W is a Q-Wiener process
WQ on H−1, where Q : H−1 → H−1 is the symmetric trace class operator
defined by

Qh :=
N∑
k=1

µk(ek, h)−1ek, h ∈ H−1.

Theorem 2.3. If β is locally Lipschitz on R and assumptions (i)–(iii) hold,
then, for every x ∈ D0, equation (1.1) has a unique strong solution X = eWy,
which satisfies

Xe−W ∈ W 1,2([0, T ];H−1), P-a.s., (2.8)
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and X ≥ 0, a.e. on (0, T )×Rd×Ω if x ≥ 0, a.e. on Rd. Moreover, the map
x 7→ X(t, x) is H−1-Lipschitz from balls in L1 ∩ L∞ to C([0, T ];H−1).

The argument used to show that X is a strong solution to (1.1) is standard
up to a stopping time argument and very similar to that from the works [6],
[7] and so it will be omitted.

It should be said that assumptions of Theorem 2.3 (that is, (i)-(iii) and
β locally Lipschitz) hold for the boson equation

dX − div(DX)dt−∆(log(1 + |X|))dt = X dW

and for other significant models in statistical mechanics. However, it leaves
out the Plastino & Plastino model [13] for which all we can prove is the exis-
tence of a strong solution to the corresponding random differential equation
(1.11).

A result as Theorem 2.3 was previously proved in [8] for equation (1.1)
in the special case of vanishing drift D by a direct approximation approach
to the stochastic equation (1.1). The approach used here, based on the ran-
dom differential equation (1.11), is completely different and leads to sharper
results. Indeed, by (2.2), it follows that besides (2.5) the solution X to (1.1)
satisfies also (2.8), which is, of course, a new result.

It should be emphasized that the random differential equation (1.11) has
an interest in itself as a model for particles dynamics driven by random trans-
port and diffusion coefficients (see, e.g., [10]). In particular, the convergence
of this solution to a stationary state or, more generally, the existence of a
random attractor is a problem of utmost importance for its physical signifi-
cance related to the so-called Boltzmann H-theorem (see [16], [23]). We note
here that, if our solution is unique for every fixed ω, which is proved in this
paper if β is locally Lipschitz, then, since it solves a deterministic PDE with
random coefficients, it satisfies the strict cocycle property, so gives rise to a
random dynamical system. This is the first and a fundamental ingredient
to prove the existence of a random attractor. However, the uniqueness of
solutions y to (1.11) under assumptions (i)-(iii) remains an open problem.

3 Proof of Theorem 2.2

Below we fix ω ∈ Ω, but do not express it in the notation.
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Let βεj ⊂ C1([0, T ];R), 1 ≤ j ≤ N , be defined by βεj (t) = (1[0,∞)βj ∗ρε)(t),
where ρε(t) ≡ 1

ε
ρ
(
t
ε

)
is a standard mollifier with ρ ∈ C∞0 (R), ρ ≥ 0. We set

Wε(t, ξ) =
N∑
j=1

µjej(ξ)β
ε
j (t), t ≥ 0, ξ ∈ Rd.

Then we have for its time derivative

(Wε)t ∈ C([0, T ]× Rd)

and
Wε(t, ξ)→ W (t, ξ) uniformly in (t, x) ∈ [0, T ]× Rd

as ε→ 0.
For each ε ∈ (0, 1], consider the approximating equation of (1.11)

∂yε
∂t
− e−Wεdiv(eWεDyε)− e−Wε∆(β(eWεyε) + εeWεyε)

+εe−Wεβ(eWεyε) +
1

2
µyε = 0 in (0, T )× Rd,

yε(0, ξ) = x(ξ), ξ ∈ Rd.

(3.1)

Setting zε = eWεyε, we get the equation

∂zε
∂t
−∆(β(zε) + εzε)− div(Dzε) + εβ(zε)

+

(
1

2
µ− (Wε)t

)
zε = 0 in (0, T )× Rd,

zε(0, ξ) = x(ξ), ξ ∈ Rd.

(3.2)

We have

Lemma 3.1. Assume that x ∈ H1 such that β(x) ∈ H1. Then, for each
ε ∈ (0, 1], equation (3.1) considered on H−1 has a unique strong solution yε
(see the Appendix) satisfying

yε ∈ W 1,∞([0, T ];H−1) ∩ L∞(0, T ;H1). (3.3)

Moreover, if x ∈ D(A1) with D(A1) defined as in the claim following (3.14)
below, then yε ∈ C([0, T ];L1) and zε = eWεyε, obtained as the limit of the
finite difference scheme (5.11), is a mild solution to (3.2) in the space L1.
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Proof. It suffices to prove that equation (3.2) has a unique solution

zε ∈ W 1,∞([0, T ];H−1) ∩ L∞(0, T ;H1), (3.4)

and β(zε) : [0, T ]→ H1 is right continuous.
Let us first prove existence and uniqueness of a solution to (3.2) considered

as an equation on H−1. Define the operator A : D(A)→ H−1 by

Az = −∆(β(z) + εz) + εβ(z)− div(Dz) +
µ

2
z, (3.5)

with the domain D(A) = {z ∈ H1 : β(z) ∈ H1}. We endow the space H−1

with the scalar product

〈y, z〉−1,ε = H1

〈
(εI −∆)−1y, z

〉
H−1 y, z ∈ H−1,

and with the corresponding norm ‖y‖−1,ε = (〈y, y〉−1,ε)
1
2 . Taking into account

that

‖div(Dz)‖−1,ε ≤
1√
ε
|D|∞|z|2, ∀z ∈ L2, (3.6)

we see that, for all z, z̄ ∈ D(A),

〈(A+ αI)z − (A+ αI)z̄, z − z̄〉−1,ε ≥ 0,

if

αε =
1

ε
(|D|∞ +

1

2
|µ|∞). (3.7)

This means that (A + αI) is accretive in H−1. Moreover, A is quasi-m-
accretive, that is, R(λ+αε)I+A) = H−1 for all λ > 0. Indeed, for f ∈ H−1,
the equation

(αε + λ)z −∆(β(z) + εz) + εβ(z)− div(Dz) +
µ

2
z = f, (3.8)

or, equivalently,

(αε+λ)(εI−∆)−1z+β(z)+εz−(εI−∆)−1
(

div(Dz) + ε2z − µ

2
z
)

= (εI −∆)−1f
(3.9)

has, for λ > 0, a unique solution z ∈ L2. Indeed, equation (3.9) is of the
form

εz +B(z) + Γz = (εI −∆)−1f ∈ H1,
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where the operators B : L2 → L2 and Γ : L2 → L2 are given by

B(z)(ξ) = β(z(ξ)), a.e. in Rd,

Γ(z) = (αε + λ)(εI −∆)−1z − (εI −∆)−1
(

div(Dz) + ε2z − µ

2
z
)
.

Since B is m-accretive and Γ is accretive and continuous in L2, it follows
that R(εI + B + Γ) = L2 and so there is a solution z ∈ L2 to (3.9). Since,
by (3.9), β(z) + εz ∈ H1, since the inverse of r 7→ β(r) + εr is Lipschitz and
equal to zero at r = 0, it follows that z ∈ D(A), as claimed.

Now, we shall apply Lemma 5.1 and Corollary 5.2 in the Appendix, where
X = H−1, A is the operator (3.5) and Λ(t) ∈ L(H−1, H−1), ∀t ∈ [0, T ]
defined by

Λ(t)u = −(Wε)tu, ∀u ∈ H−1, (3.10)

and get a strong solution zε to (3.2) satisfying

zε ∈ W 1,∞([0, T ];H−1). (3.11)

But, indeed, also
zε ∈ L∞(0, T ;H1),

i.e., (3.4) holds. This can be seen as follows.
By Corollary 5.2, it immediately follows that

β(zε) + εzε − (εzε −∆)−1div(Dzε) ∈ L∞(0, T ;H1). (3.12)

An elementary consideration shows that, for ε ∈ (0, 1),

|(εI −∆)−1div(Dz)|L2 ≤ c|z|−1,ε, ∀z ∈ L2, (3.13)

where c is a constant (only depending on |D|C1
b

and d). Since zε is a strong

solution, we have zε ∈ D(A) ⊂ H1(⊂ L2)dt-a.e. Hence, it follows by (3.11)-
(3.13) that

β(zε) + εzε ∈ L∞(0, T ;L2),

hence also zε ∈ L∞(0, T ;L2). So by (3.6) we conclude

(εI −∆)−1div(Dzε) ∈ L∞(0, T ;H1).

Hence (3.12) implies that β(zε)+εzε ∈ L∞(0, T ;H1) and thus zε ∈ L∞(0, T ;H1).
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We are now going to construct the realization of the operator A in L1.
We consider the operator A0 defined by

A0z = −∆(β(z) + εz) + εβ(z)− div(Dz) + µ
2
z,

z ∈ D(A0) = D(A) ∩ {z ∈ L1; β(z),∆(β(z) + εz) ∈ L1}.
(3.14)

Claim. Its closure A1 = A0 in L1 × L1 is quasi m-accretive.

Indeed, since divD ∈ L∞, D ∈ L1 ∩ L∞ ⊂ L2, we have for all z ∈ H1 ∩ L1∫
Rd

div(Dz)sign z dξ =

∫
Rd

divD|z|dξ +

∫
D · ∇|z|dξ = 0. (3.15)

But, by [1], Theorem 3.5, also D(A0) 3 z 7→ ∆(β(z) + εz) is accretive on L1;
hence, since β is accretive, A0 is accretive on L1 and hence so is A0. But we
also have, for α > αε,

R(αI + A0) ⊃ H−1 ∩ L1, (3.16)

because, for f ∈ H−1 ∩ L1, as we have seen above, there exists z ∈ D(A)
such that αz + Az = f . But, indeed, z ∈ L1. This can be seen as follows:
for δ > 0, define for r ∈ R

Xδ(r) :=


1 if r > δ,

r

δ
if r ∈ [−δ, δ],

−1 if r < δ.

(3.17)

Then Xδ(z) ∈ H1 and, applying H1〈Xδ(z), ·〉H−1 to (3.8), we find

α

∫
Rd

Xδ(z)z dξ +

∫
Rd

X ′δ(z)|∇z|2(β′(z) + ε)dξ

+ε

∫
Rd

Xδ(z)β(z)dξ −
∫
Rd

divD Xδ(z)z dξ

−
∫
Rd

〈D,∇z〉 Xδ(z)dξ +
1

2

∫
Rd

Xδ(z)µ z dξ =

∫
Rd

Xδ(z)f dξ.

Hence, dropping the second, third and sixth term (which are nonnegative)
on the left hand side and then letting δ → 0, because D, divD ∈ L2 we
obtain

α|z|1 ≤ |f |1.
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But then it follows from (3.9) that β(z) ∈ L1 and hence, by (3.8), that
z ∈ D(A0) and (3.16) is proved. Taking L1-closure, we conclude that

R(αI + A0)
L1

= L1.

This implies that A0 is quasi-m-accretive, because for α large enough

R(αI + A0) ⊃ R(αI + A0)
L1

,

and the claim is proved.
Then, again by Lemma 5.1 and Corollary 5.2, applied to X = L1 and to

the operator A1, it follows that for x ∈ L1 equation (3.2) has a unique mild
solution z̃ε ∈ C([0, T ];L1) and ỹε = e−Wε z̃ε is the mild solution to (3.1).

Let us note that z̃ε = zε (and ỹε = yε, respectively) for x ∈ D(A0).
Indeed, as seen in Lemma 5.1, both zε and z̃ε are limits of finite difference

scheme as (5.10), where A is given by (3.5) and by A1 = A
L1

0 , respectively.
But, by (3.16),

(I + hA0)
−1y = (I + hA)−1y, ∀y ∈ H−1 ∩ L1, ∀h ∈ (0, α−1ε ).

The solutions u1 ∈ L1 and u ∈ H1 respectively of

u1 + h(A1 + Λ(ih))u1 = y (3.18)

and
u+ h(A+ Λ(ih))u = y (3.19)

for small enough h are obtained by iterating the strict contractions
B1 : L1 → L1, B : H−1 → H−1, defined by

B1v := (1 + hA1)
−1(y − hΛ(ih)v), v ∈ L1,

and
Bv := (1 + hA)−1(y − hΛ(ih)v), v ∈ H−1.

Here Λ(t) is given by (3.10), hence Λ(ih) leaves both L1 and H−1 invariant.
Therefore, starting the iteration in a point v0 ∈ H−1∩L1, we obtain by (3.16)
that

Bn
1 v0 = Bnv0 ∈ D(A0), ∀n ∈ N,

and that this sequence converges both in L1 and H−1.
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This implies that

(I +h(A0 + Λ(ih)))−1y = (I +h(A+ Λ(ih)))−1y, i = 0, 1, ..., ∀y ∈ H−1∩L1.

This means that the finite difference schemes (5.11) in Lemma 5.1, applied
separately in the spaces L1 and H−1, lead for x ∈ D(A) ∩ D(A1) to the
same values uh = zhε (ũh = z̃hε , respectively) and so, for the limit h → 0,
we get zε = z̃ε for initial data x ∈ D(A) ∩ D(A1). Hence yε = ỹε, if x ∈
D(A) ∩D(A1).

To get rigorous estimates for solutions yε to equation (3.1), it is convenient
to approximate it by the solution yλε to the equation

∂yλε
∂t
− e−Wεdiv(eWεDyλε )− e−Wε∆(βλ(e

Wεyλε )

+εeWεyλε ) + εe−Wεβλ(e
Wεyλε ) +

1

2
µyλε = 0,

yλε (0) = x,

(3.20)

where βλ = β((I + λβ)−1) = 1
λ

(I − (I + λβ)−1) is the Yosida approximation
of β. We recall that βλ is monotonically increasing, Lipschitzian and

lim
λ→0

βλ(r) = β(r) uniformly on compacts in R.

We have

Lemma 3.2. For λ→ 0, we have, for each ε ∈ (0, 1),

yλε → yε in C([0, T ];H−1).

Proof. It suffices to prove the convergence for the solution zλε to equation
(3.2) with β replaced by βλ. If we subtract the corresponding equation,
we get

∂

∂t
(zε − zλε ) + (ε−∆)((β(zε)− βλ(zλε )) + ε(zε − zλε ))

−div(D(zε − zλε )) +
1

2
(µ− ε2 − (Wε)t)(zε − zλε ) = 0,

(zε − zλε )(0) = 0.
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Applying
〈
zε − zλε , ·

〉
−1,ε to this equation and integrating on (0, t), we get

‖(zε − zλε )(t)‖2−1,ε +

∫ t

0

∫
Rd

(β(zε)− βλ(zλε ) + ε(zε − zλε ))(zε − zλε )ds dξ

≤ Cε

∫ t

0

‖zε(s)− zλε (s)‖2−1,εds+

∫ t

0

〈
divD(zε − zλε ), zε − zλε

〉
−1,ε ds

≤ Cε

∫ t

0

‖zε(s)− zλε (s)‖2−1,εds+ C1
ε

∫ t

0

|zε(s)− zλε (s)|2‖zε(s)− zλε (s)‖−1,εds.

This yields

‖zε(t)− zλε (t)‖2−1,ε

≤ Cε
2

(∫ t

0

‖zε(s)− zλε (s)‖2−1,εds+

∫ t

0

∫
Rd

|β(zε)− βλ(zλε )|2dξds
)

Taking into account that, as easily seen for each ε ∈ (0, 1), {zλε } is bounded
in L2((0, T ) × Rd) and βλ(zε) → β(zε), a.e. in (0, T ) × Rd as λ → 0, and
|βλ(zλε )| ≤ |β(zλε )| ≤ K(1 + |zλε |), we infer by Lebesgue’s dominated conver-
gence theorem that, for λ→ 0,

zλε (t)→ zε(t) in H−1 uniformly on [0, T ],

as claimed.

Lemma 3.3. Let x ∈ D(A)∩D(A1). Then yε ∈ L∞((0, T )×Rd)∩L∞(0, T ;L1)
and

sup
ε∈(0,1)

{|yε|L∞((0,T )×Rd)} ≤ C(1 + |x|∞), (3.21)

supε∈(0,1) |yε|L∞(0,T ;L1) ≤ C(|x|1 + 1), (3.22)

where C is independent of x.

Proof. Let M = |x|∞ + 1 and α ∈ C1[0, T ] be such that α(0) = 0, α′ ≥ 0.
Since yε is a strong solution of (3.1) in H−1, we have

∂

∂t
(yε −M − α(t))− e−Wε∆

(
β(eWεyε) + εeWεyε

)
+ e−Wε∆(β(eWε(M + α(t))) + εeWε(M + α(t)))

+ εe−Wε(β(eWεyε)− β(eWε(M + α(t))))

− e−Wεdiv
(
eWεD(yε −M − α(t))

)
+

1

2
µ(yε −M − α(t)) = Fε − α′,

(3.23)
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where

Fε = e−Wεdiv(DeWε(M + α(t)))− εe−Wεβ(eWε(M + α(t)))

−1

2
µ(M + α(t)) + e−Wε∆β(eWε(M + α(t)))

+ ε(M + α(t))e−Wε∆(eWε),

(3.24)

and α will be chosen below, so that

Fε − α′ ≤ 0.

To make clear the argument, we shall first prove (3.21) under the condition

∂yε
∂t
, β(eWεyε),∆(β(eWεyε) + εeWεyε) ∈ L1((0, T )× Rd). (3.25)

Now, we multiply (3.23) by sign(yε − M − α(t))+ and integrate over
(0, t)× Rd. We note here that, by (1.4), (1.5), we have that e−Wε∆(β(eWε(M+
α(t)))) ∈ L1 and that, after this multiplication, all terms on the left hand
side of (3.23) become integrable, because of (3.25) and, since β is increasing,
and satisfies (1.3)–(1.4). By the monotonicity of β, and by the elementary
inequality∫

Rd

∆z sign (z −M1)
+dξ ≤ 0, ∀z ∈ H1 with ∆z ∈ L1(Rd), M1 ≥ 0. (3.26)

we have, because

sign(yε −M − α(t))+ = sign(β(eWεyε)− β(eWε(M + α(t))))+

= sign((β + εI)(eWεyε)− (β + εI)(eWε(M + α(t))))+,

where I(r) = r, r ∈ R,
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J(t) := −
∫
Rd

e−Wε [∆(β(eWεyε) + εeWεyε)

−∆(β(eWε(M + α(t))) + εeWε(M + α(t)))

−ε(β(eWεyε)− β(eWε(M + α(t))))]sign(yε −M − α(t))+dξ

≥ −2

∫
Rd

e−Wε∇[β(eWεyε) + εeWεyε − β(eWε(M + α(t)))

−εeWε(M + α(t))] · ∇Wε sign(yε −M − α(t))+dξ

+

∫
Rd

∆(e−Wε)(β(eWεyε)− β(eWε(M + α(t)))

+εeWε(yε −M − α(t)))sign(yε −M − α(t))+dξ

= −
∫
Rd

∆(e−Wε)((β + εI)(eWεyε)− (β + εI)(eWε(M + α(t))))+dξ

≥ −(β′(e−‖W‖∞M) + 1)e‖W‖∞‖eWε∆(e−Wε)‖∞
∫
Rd

(yε −M − α(t))+dξ,

(3.27)

where, in the last step, we used that on {yε −M − α(t) > 0} by the mean
value theorem and (1.5), we have

β(eWεyε)− β(eWε(M + α(t))) ≤ β′(eWε(M + α(t))) · eWε(yε −M − α(t))

≤ β′(e−‖W‖∞M)e‖W‖∞(yε −M − α(t)).

This yields

∫ t

0

J(s)ds ≥ −(β′(e−‖W‖∞M) + 1)e‖W‖∞(‖∆W‖∞ + ‖∇W‖2∞)

·
∫ t

0

|(yε − (M + α(s)))+|1)ds,
(3.28)

where ‖ · ‖∞ is the norm of L∞((0, T ) × Rd). (Here and everywhere in the
following we shall denote by C several positive constants independent of W
and ε.) We also have, since ∂if sign f+ = ∂if

+,
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∫ t

0

∫
Rd

e−Wεdiv(eWεD(yε−M−α(s)))sign (yε−M−α(s))+ds dξ

=

∫ t

0

∫
Rd

∇Wε ·D(yε−M−α(s))+ds dξ.

(3.29)

Taking into account that∫
Rd

∂

∂t
(yε(t, ξ)−M − α(t))sign(yε(t, ξ)−M − α(t))+dξ

=
d

dt
|(yε(t)−M − α(t))+|1, a.e. t ∈ (0, T ),

after some calculations involving (3.23)–(3.29), assuming that Fε ≤ α′, we
obtain that

|(yε(t)−M − α(t))+|1 ≤
∫ t

0

∫
Rd

((L+ 1)(‖∆Wε‖∞

+‖∇Wε‖2∞) +∇Wε ·D)(yε −M − α(s))+ds dξ

≤ (β′(e−‖W‖∞M) + 1)e‖W‖∞(‖∆Wε‖∞ + ‖∇Wε‖2∞)

+‖∇Wε‖∞‖D‖∞
∫ t

0

|(yε(s)−M − α(s))+|1)ds.

(3.30)

By (3.30), it follows that

|(yε(t)−M − α(t))+|1 = 0 (3.31)

if Fε ≤ α′, a.e. in (0, T )× Rd. To find α so that this holds, we set

C := e‖W‖(‖divD‖∞ + ‖D‖2∞ + ‖µ‖∞ + 2 + a1

+a1a2)(‖∆W‖∞ + ‖∇W‖2∞ + 1).

Then, by assumptions (1.3), (1.4), and an elementary calculation, we have

Fε ≤ C(M + α(t)) = α′(t),

if α(t) = M(exp(Ct)− 1), and so (3.31) holds. Hence

yε(t) ≤M + α(t) ≤M + α(T ) <∞, ∀t ∈ [0, T ].
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Since the function r 7→ −β(−r), r ∈ R, enjoys the same properties as β, by
a symmetric argument we get

yε(t) ≥ −M − α(t), ∀t ∈ [0, T ],

and so (3.21) follows.
To remove condition (3.25), we are going to approximate (3.23) by the

finite difference scheme (3.38) below. To this end, let us first recall that A1

is the L1-closure of

A0z = −∆(β(z) + εz) + εβ(z)− div(Dz) +
1

2
µz, z ∈ D(A0)

(see (3.14)). Moreover, by (3.16) for each f ∈ L1 ∩L∞ (⊂ H−1) and λ > λ0,
the equation

λz + A0z = f (3.32)

has a unique solution z ∈ D(A0)∩L∞ ⊂ L1∩H1∩L∞ and z, β(z) ∈ H1∩L1.
To see that indeed we also have that z ∈ L∞, we first note that, for all
M ∈ (0,∞), z ∈ H1, (z −M)+ = z − z ∧M ∈ H1 and that it is easy to see
that (cf. (3.26)) ∫

∆(z −M)sign(z −M)+dξ ≤ 0. (3.33)

Choosing M = |f |∞ and λ ∈ (0,∞) large enough, we have for the solution z
of (3.32) that

λ(z −M)−∆(β(z)− β(M) + ε(z −M))− div(D(z −M))

+
µ

2
(z −M) = f − λM +M divD − µ

2
M ≤ 0.

Multiplying by sign(z −M)+ and integrating over Rd by (3.32), it follows
that

λ

∫
Rd

(z −M)+dξ +
1

2

∫
µ(z = M)+dξ ≤ 0,

hence z ≤ M . Since r 7→ −β(−r), r ∈ R, enjoys the same properties as β,
by symmetry we get z ≥ −M, so z ∈ L∞. Hence

(λI + A1)
−1(L1 ∩ L∞) ⊂ D(A0) ∩ L∞ ⊂ L1 ∩H1 ∩ L∞, ∀λ > λ0. (3.34)

Now, let us show that the solution zε constructed in Lemma 3.1 is also the
limit of another, for our purpose more convenient finite difference scheme.
To this end, define for h ∈ (0, 1) and 0 ≤ i ≤ N − 1, with N :=

[
T
h

]
,
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νhi :=
1

h
(e−Wi+1 − e−Wi) + (Wε)t(ih)e−Wi ,

where Wi := Wε(ih). Now, consider the finite difference approximation
scheme (again setting ũi := ũhi )

1

h
(ũi+1 − ũi) + A1ũi+1 + Λ(ih)ũi+1 + νhi ũi+1 = 0,

ũh0 = u0 = x.
(3.35)

If ui := uhi is as in (5.11), then

1

h
(ui+1 − ui) + A1ui+1 + Λ(ih)ui+1 + νhi ui+1 + ηi(h) = 0,

where ηi(h) = −νhi → 0 in L1, uniformly on [0, T ] as h → 0. Hence, by the
same arguments to prove that the schemes (5.10) and (5.11) in the proof of
Lemma 5.1 render the same limit, we obtain that

lim
h→0

ũh = zε in L1 and H−1 uniformly on [0, T ].

Setting yi := yhi = e−Wiũi, we conclude that

lim
h→0

yhε = yε in L1 and H−1 uniformly on [0, T ], (3.36)

and, for 0 ≤ i ≤ N − 1, N :=
[
T
h

]
,

1

h
(yi+1 − yi) + e−Wi+1A1(e

Wi+1yi+1) = 0,

y0 = x0,
(3.37)

where yhε (t) := yi for t ∈ [ih, (i+ 1)h). Since x ∈ L1 ∩L∞, by (3.34) we have
that eWiyi ∈ D(A0)∩L∞, 0 ≤ i ≤ N . So, in (3.37) we may replace A1 by A0.

Now, the approximating scheme (3.37) can be written as

1

h
(yi+1 − yi − (α(ih)− α((i− 1)h))) + e−Wi+1(A0(e

Wi+1yi+1)

−A(eWi+1(M + α(ih)))) = F i
ε −

1

h
(α(ih)− α((i− 1)h)) ≤ 0,

(3.38)
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where

F i
ε = e−Wi+1div(DeWi+1(M + α(ih)))− εe−Wi+1β(eWi+1(M + α(ih)))

− 1

2
µ(M + α(ih)) + e−Wi+1∆β(eWi+1(M + α(ih)))

+ ε(M + α(ih))e−Wi+1∆eWi+1 ,

where A(eWi+1(M + α(ih))) is ”algebraically” defined as if A = A0, but the
argument is not in the domain of D(A0) (and not even in D(A1)). We note
that choosing α as above, again by (1.3), (1.4) and an elementary calculation,
we indeed have that the right hand side of (3.38) is negative. By (3.34) we
see that β(eWi+1yi+1),∆(β(eWi+1yi+1) + εeWi+1yi+1) are in L1(Rd).

Now, we multiply (3.38) by sign(yi+1−M−α(ih))+ and take into account
that

1

h

∫
Rd

(yi+1 − yi − (α(ih)− α((i− 1)h)))sign(yi+1 −M − α(ih))+dξ

≥ 1

h
(|(yi+1 −M − α(ih))+|1 − |(yi −M − α((i− 1)h))+|1).

(3.39)

Arguing as in (3.27)-(3.28), we get by (3.26)

I i1 := −
∫
Rd

e−Wi+1 [∆(β(eWi+1yi+1) + εeWi+1yi+1)−∆(β(eWi+1(M + α(ih)))

+εeWi+1(M + α(ih)))]sign(yi+1 − (M + α(ih)))+dξ (3.40)

≥
∫
Rd

∆(e−Wi+1)((β + εI)(eWi+1yi+1)− (β + εI)(eWi+1(M + α(ih))))+dξ

≥ −(β′(e−‖W‖∞M) + 1)e‖W‖∞(‖∆W‖∞ + ‖∇W‖2∞)

∫
Rd

(yi+1 −M − α(ih))+dξ.

Similarly, we have

I i2 =

∫
Rd

e−Wi+1div(eWi+1D(yi+1 −M − α(ih)))sign(yi+1 −M − α(ih))+dξ

=

∫
Rd

(D(yi+1 −M − α(ih))) · ∇Wi+1 sign(yi+1 −M − α(ih))+dξ.

This yields

I i2 ≤ ‖D‖∞‖∇W‖∞
∫
Rd

(yi+1 −M − α(ih))+dξ. (3.41)
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Combining estimates (3.38), (3.39), (3.40), (3.41) and the facts that µ ≥ 0
and β is increasing, we get the discrete analogue of (3.30), that is, for
C := (β′(e−‖W‖∞M) + 1)e‖W‖∞(‖∆W‖∞ + ‖∇W‖2∞) + ‖D‖∞‖∇W‖∞,

1

h
(|(yi+1 −M − α(ih))+|1 − |(y1 −M − α((i− 1)h))+|1)

≤ C|(yi+1 −M − α(ih))+|1.

Summing up from i = 0 to k, we get

1

h
|(yk+1 −M − α(ik))+|1 ≤ C

k∑
i=0

|(yi+1 −M − α(ih))+|1,

which implies, for all t ∈ [0, T ],

|(yhε (t)−M − αh(t))+|1 = 0,

where αh(t) = ih on [ih, (i + 1)h[, 0 ≤ i ≤ N − 1. Letting h → 0 as above,
we get (3.21).

To obtain estimate (3.22), we multiply equation (3.37) by sign yi+1 and
integrate over (0, t)× Rd. Then, similarly as above we find, since µ ≥ 0 and
β is increasing, that

1

h
(|y+i+1|1 − |y+i |1) ≤

1

h

∫
Rd

(yi+1 − yi)sign y+i+1dξ

≤
∫
Rd

e−Wi+1∆((β + εI)(eWi+1yi+1))sign y+i+1dξ

+

∫
Rd

e−Wi+1div(DeWi+1yi+1)sign y+i+1dξ

≤
∫
Rd

∆e−Wi+1(β + εI)(eWi+1yi+1)sign y+i+1dξ

+

∫
Rd

∇Wi+1 ·Dy+i+1dξ

≤ C|y+i+1|1,

(3.42)

where

C := (‖∆W‖∞ + ‖∇W‖2∞)(β′(e−‖W‖∞M) + 1)e‖W‖∞ + ‖∇W‖∞‖D‖∞.
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Hence, summing from i = 0 to k, we obtain

|y+i+1|1 ≤ |x|1 + Ch
k∑
i=0

∫
Rd

y+i+1dξ.

Since r 7→ −β(−r), r ∈ R, also fulfills all our assumptions on β, by a
symmetry argument we find

|y−i+1|1 ≤ |x|1 + Ch
k∑
i=0

∫
Rd

y−i+1dξ.

This implies that ∀t ∈ [0, T ]

|yhε (t)|1 ≤ |x|1eCT

and (3.22) follows letting h→ 0.

Lemma 3.4. Let x ∈ D(A)∩D(A1). Then there exists an increasing function
C : [0,∞)→ (0,∞) such that

sup
t∈[0,T ]

|yε(t)|22+

∫ T

0

∫
Rd

|∇β(eWεyε)|2ds dξ ≤ C(|x|∞+ |x|1), ∀ε ∈ (0, 1], (3.43)

for a constant C > 0, independent of ε ∈ (0, 1].

Proof. Clearly, by Lemma 3.3 we only have to prove the bound in (3.43) for
the integral on the left hand side. To this end, we multiply (3.1) by β(yε)
and integrate over (0, t)×Rd. Taking into account that (see [1], Lemma 4.4)∫

Rd

j(yε(t))dξ =

∫ t

0
H−1

〈
dyε
ds

(s), β(yε(s))

〉
H1

ds+

∫
Rd

j(x)dξ,

where j(r) =
∫ r
0
β(s)ds, r ∈ R, and that

H−1

〈
∆β(eWεyε), e

−Wεβ(yε)
〉
H1 = −

∫
Rd

∇β(eWεyε) · ∇(e−Wεβ(yε))dξ,

we get from (3.1) that∫
Rd

j(yε(t))dξ

+

∫ t

0

∫
Rd

[(∇β(eWεyε) + ε∇(eWεyε)) · ∇(β(yε)e
−Wε)]dξ ds

≤
∫
Rd

j(x)dξ +

∫ t

0

∫
Rd

e−Wεdiv(eWεDyε)β(yε)dξ ds.

(3.44)
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Let us denote the first and second term on the left side of (3.44) I1 and
I2, respectively, and the two on the right I3 and I4. Then

I4 =

∫ t

0

∫
Rd

yD · (β′(y)∇y − β∇W )dξ ds

≤ ‖∇W‖∞‖D‖∞
∫ t

0

∫
Rd

|yε| |β(yε)|dξ ds

+ ‖D‖∞
∫ t

0

∫
Rd

|yε|β′(yε)|∇yε|dξ ds.

(3.45)

Obviously, the first integral in the preceding line by Lemma 3.3 and (1.4) is
bounded by C1(1 + |x|2∞) with a constant C1 > 0 independent of ε. Since by
(1.6), (1.7) we have

β′(yε) ≤ β′(e−‖W‖∞+Wεyε)

≤ ϕ(e−‖W‖∞)β′(eWεyε),
(3.46)

the second integral in the r.h.s. of (3.45), again by Lemma 3.3 can be
bounded by

δ

∫ t

0

∫
Rd

|∇β(eWεyε)|2dξ ds+
C2

δ
(1 + |x|2∞), ∀δ > 0,

where C2 > 0 is a constant independent of ε. So, altogether

I4 ≤ δ

∫ t

0

∫
Rd

|∇β(eWεyε)|2dξ dx+

(
C2

δ
+ C1

)
(1 + |x|2∞), ∀δ > 0. (3.47)

Clearly, by (1.3),

I3 ≤ sup
r∈|−x|∞,|x|∞]

|β(r)| |x|1 ≤ C(1 + |x|∞)|x|1(<∞). (3.48)

Furthermore,

I2 =

∫ t

0

∫
Rd

∇β(eWεyε) · ∇(β(yε)e
−Wε)dξ ds+ εĨ2,
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where

Ĩ2 :=

∫ t

0

∫
Rd

∇(eWεyε) · [β′(yε)e−Wε∇yε − β(yε)e
−Wε∇Wε]dξ ds

=

∫ t

0

∫
Rd

∇(eWεyε) · [e−2Wεβ′(yε)∇(eWεyε)

− e−2Wεβ′(yε)yεe
Wε∇Wε − β(yε)e

−Wε∇Wε]dξ ds

≥ −
∫ t

0

∫
Rd

[|∇(eWyε)|β′(yε)|yε|+ |∇(eWεyε)| |β(yε)|]e−Wε|∇Wε|dξ ds.

Since, by Lemma 3.3, we have sup
ε∈(0,1)

‖yε‖∞ <∞, it follows by (1.5) that

β′(eWεyε) ≥ β′(e‖W‖∞sign yε sup
ε∈(0,1)

‖yε‖∞) (> 0). (3.49)

Combining this with (3.46), we conclude that, for some increasing functions

C̃3, C3 : [0,∞)→ (0,∞), independent of ε

Ĩ2 ≥ −
∫ t

0

∫
Rd

[ϕ(e−‖W‖∞)|∇β(eWεyε)| |yε| (3.50)

+ (β′(e‖W‖∞sign yε sup
ε∈(0,1)

‖yε‖∞))−1|∇β(eWεyε)| |β(yε)|]e−Wε|∇Wε|dξ ds

≥ −δ
∫ t

0

∫
Rd

|∇β(eWεyε)|2dξ ds (3.51)

− C̃3(|x|∞)

δ

∫ t

0

∫
Rd

(|yε|2 + |β(yε)|2)|∇Wε|2dξ ds

≥ −δ
∫ t

0

∫
Rd

|∇β(eWεyε)|2dξ ds−
C3(|x|∞)

δ
, ∀δ > 0,

where in the last step we used that, by (1.3), the second integral in the pre-
vious to the last line in (3.50) by Lemma 3.3 is up to a constant, independent
of ε, bounded by ∫ t

0

∫
Rd

|∇W |2dξ ds <∞.
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Furthermore,

≈
I2 : =

∫ t

0

∫
Rd

∇β(eWεyε) · ∇(β(yε)e
−Wε)dξ ds

=

∫ t

0

∫
Rd

∇β(eWεyε) · (e−Wεβ′(yε)∇yε − β(yε)e
−Wε∇Wε)dξ ds

=

∫ t

0

∫
Rd

β′(eWεyε)β
′(yε)e

−2Wε∇(eWεyε) · (∇(eWεyε)− yεeWε∇Wε)dξ ds

−
∫ t

0

∫
Rd

∇β(eWεyε)β(yε)e
−Wε∇Wε dξ ds.

Since, by (1.6), (1.7),

β′(yε) ≥ β′(e‖Wε‖∞yε) = β′(e‖Wε‖∞−WεeWεyε)

≥ (ϕ(e−‖Wε‖∞+Wε))−1β′(eWεyε)

≥ ϕ(e−2‖W‖∞)−1β′(eWεyε),

(3.52)

we obtain that, for some constant C4 > 0 and an increasing function C5 :
[0,∞)→ (0,∞), independent of ε,

≈
I2 ≥ C4

∫ t

0

∫
Rd

|∇β(eWεyε)|2dξ ds

−
∫ t

0

∫
Rd

|∇β(eWεyε)|e−Wε|∇Wε|[|yε|β′(yε) + |β(yε)|]dξ ds

≥ (C4 − δ)
∫ t

0

∫
Rd

|∇β(eWεyε)|2dξ ds−
C5(|x|∞)

δ
, ∀δ > 0,

(3.53)

where in the last step we used that

e−‖W‖∞ sup
ε∈(0,1)

(‖yεβ′(yε)‖∞ + ‖β(yε)‖∞)

∫ t

0

∫
Rd

|∇W |2dξ ds <∞,

because of (1.3), (1.4) and Lemma 3.3. Finally, we note that, by Lemma 3.3,

I1 ≥ − sup
{
β(r)|r∈

[
− sup

ε∈(0,1)
‖yε‖∞, sup

ε∈(0,1)
‖yε‖∞

]}
sup
ε∈(0,1)

|yε|L∞(0,T ;L1)

= −C6(|x|∞ + |x|1),
(3.54)
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for some increasing function C6 : [0,∞)→ (0,∞).

Recalling that I2 =
≈
I2 + εĨ2 and combining (3.47), (3.48), (3.50), (3.53)

and (3.54), the assertion of Lemma 3.4 is proved.

Proof of existence. Assume first that Hypotheses (i)–(iii) hold. Let
x ∈ D0. It follows, by Lemmas 3.3 and 3.4, that {β(eWεyε)} is bounded
in L2(0, T ;H1), {yε} is bounded in L∞(0, T ;L2)∩L∞((0, T )×Rd) and

{
dyε
dt

}
is bounded in L2(0, T ;H−1).

Moreover, taking into account that ∇β(eWεyε) = β′(eWεyε)∇(eWεyε) and
that by assumption (1.5) and estimate (3.21),

β′(eWεyε) ≥ ρ > 0, a.e. in (0, T )× Rd, (3.55)

it follows that {yε} is bounded in L2(0, T ;H1). As a matter of fact, we have

sup
ε∈(0,1]

{
‖yε‖∞ + ‖yε‖L∞(0,T ;L1) + ‖eWεyε‖L2(0,T ;H1) + ‖yε‖L2(0,T ;H1)

+‖β(eWεyε)‖L2(0,T ;H1) +

∥∥∥∥dyεdt
∥∥∥∥
L2(0,T ;H−1)

}
≤ C∗(ω), ω ∈ Ω,

(3.56)

where C∗ is F–measurable and 0<C∗(ω)≤Ce‖W‖∞(exp(‖∇W‖∞+‖∆W‖∞+1),
∀ω ∈ Ω. Then, by the Aubin compactness theorem (see, e.g., [1], p. 26),
{yε} is compact in each L2(0, T ;L2(BR)) where BR = {ξ ∈ Rd; |ξ| ≤ R}.
Hence, for fixed ω ∈ Ω along a subsequence, again denoted {ε}, we have

yε −→ y strongly in L2((0, T );L2
loc(Rd))

weak-star in L∞((0, T )× Rd)

weakly in L2(0, T ;H1),

β(eWεyε) −→ η weakly in L2(0, T ;H1)

dyε
dt

−→ dy

dt
weakly in L2(0, T ;H−1)

Wε −→ W in C([0, T ]× Rd),

(3.57)

and so, letting ε→ 0 in equation (3.1), we see that

dy

dt
− e−Wdiv(DeWy)− e−W∆η +

1

2
µy = 0 in (0, T )× Rd,

y(0) = x on Rd.

(3.58)
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Here, we recall that ∆ : H1 → H−1 is continuous and, by (3.6), u 7→ div(Du)
is continuous from L2 to H−1, while d

dt
is considered in sense of H−1-valued

distributions on (0, T ) or, equivalently, a.e. on (0, T ). Clearly, estimate (3.56)
remains true for y.

To show that y is a solution to (1.11), it remains to be proven that
η = β(eWy), a.e. in (0, T ) × Rd. Since the map z → β(z) is maximal
monotone in each L2((0, T ) × BR), it is closed and so the latter follows by
(3.57). Moreover, if the solution y to (1.11) is unique (we shall see later on
that this happens if β is locally Lipschitz), it follows that the sequence {yε}
arising in (3.57) is independent of ω ∈ Ω, and so y is (Ft)t≥0–adapted.

Uniqueness. Assume that, besides assumptions (i)-(iii), β is locally Lips-
chitz on R and consider y1, y2 to be two solutions to equation (1.11) satisfying
(2.2)–(2.4) and let z = y1 − y2. We have

∂z

∂t
− e−Wdiv(eWDz)− e−W∆(β(eWy1)− β(eWy2)) +

1

2
µz = 0

in (0, T )× Rd,
z(0) = 0 in Rd.

(3.59)

Equivalently,

∂z

∂t
+ (I −∆)(zη) = e−W div(eWDz)− eW∆(e−W )zη

− 2∇(e−W ) · ∇(eW zη)− 1

2
µz + zη,

(3.60)

where

η =

 β(eWy1)− β(eWy2)

eW z
on [(ξ, t); z(t, ξ) 6= 0],

0 on [(ξ, t); z(t, ξ) = 0].

We note that, by Hypothesis (ii) (1.5), we have, for some αi = Ci(|x|1+|x|∞),
i = 0, 1, where Ci : [0,∞)→ (0,∞) are increasing continuous functions,

0 < α0 ≤ η ≤ α1, a.e. in (0, T )× Rd, (3.61)

because β is locally Lipschitz on R.
We have z ∈ L2(0, T ;H1(Rd)) and ∂z

∂t
∈ L2(0, T ;H−1). We multiply

(3.60) by (I −∆)−1z and integrate over Rd to get

28



1

2
|z(t)|2−1 +

∫ t

0

∫
Rd

ηz2ds dξ

=
1

2
|z(0)|2−1 +

∫ t

0

∫
Rd

e−Wdiv(eWDz)(I −∆)−1zds dξ

−
∫ t

0

∫
Rd

eW∆(e−W )zη(I −∆)−1zds dξ

−2

∫ t

0

∫
Rd

∇(e−W ) · ∇(eW zη)(I −∆)−1zds dξ

+

∫ t

0

∫
Rd

(
−1

2
µ+ η

)
z(I −∆)−1zds dξ

=
1

2
|z(0)|2−1 +

∫ t

0

(I1 + I2 + I3 + I4)ds.

(3.62)

By the right hand side of (3.61), we get the following estimates

|I1| ≤ C|z|2|z|−1,

|I1| ≤ C

∫
Rd

|β(eWy1)− β(eWy2)| |(I −∆)−1z|dξ

≤ C|β(eWy1)− β(eWy2)|2|z|−1 ≤ C̃|z|2|z|−1

|I3| ≤
∣∣∣∣2∫

Rd

(β(eWy1)− β(eWy2))div(∇(e−W )(I −∆)−1z)dξ

∣∣∣∣
≤ C|β(eWy1)− β(eWy2)|2|z|−1 ≤ C̃|z|2|z|−1

|I4| ≤ C(|z|2−1 + |z|1|z|−1).

We note also that, by (3.61), we have

|z|2|z|−1 ≤ |
√
η z|2(

√
α0)
−1|z|−1 ≤

1

2
|√η z|22 +

1

2
α−10 |z|2−1.

Then, by (3.62), we obtain that

d

dt
|z(t)|2−1 ≤ C2|z(t)|2−1, a.e. t > 0,
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which implies z ≡ 0, as claimed.
Note also that, by (3.59) and (3.62) it follows also that there exist in-

creasing C1, C2 : [0,∞)→ (0,∞) such that, for all x, x̄ ∈ x ∈ D0, one has

|y(t, x)− y(t, x̄)|−1 ≤ C1(|x|L1∩L∞ + |x̄|L1∩L∞)|x− x̄|−1, ∀t ∈ [0, T ], (3.63)

|y(t, x)− y(t, x̄)|1 ≤ C2(|x|L1∩L∞ + |x̄|L1∩L∞)|x− x̄|1, ∀t ∈ [0, T ]. (3.64)

Indeed, if one applies (3.62) for z(t) = y(t, x) − y(t, x̄) and uses the above
estimates on Ii, i = 1, 2, 3, 4, and (3.61), one gets (3.63). To get (3.64), we
multiply (3.60) by sgn z (or, more exactly, by Xδ(τ), where Xδ is given by
(3.17)) and integrate over Rd.

By (3.21), (3.22) and Lemma 3.4, we have

|y(t)|∞ + |y(t)|1 +

∫ T

0

∫
Rd

|∇β(y(t, x)(ξ))|2dt dξ ≤ C3(|x|∞ + |x|1),

∀t ∈ [0, T ],
(3.65)

for some increasing functions Ci : [0,∞) → (0,∞), i = 1, 2, 3. This means
that, by Lemma 2.1, for all x ∈ L1 ∩L∞, y = y(t, x) extends by density to a
strong solution to (1.11). The map L1 ∩ L∞ 3 x 7→ y(t, x) is then Lipschitz
on balls in L1 ∩ L∞. Such a function y satisfies equation (1.11), a.e. on
(0, T )× Rd, and by (3.65) we have

y ∈ W 1,2([0, T ];H−1) ∩ L∞((0, T )× Rd), β(eWy) ∈ L2(0, T ;H1).

This completes the proof of Theorem 2.2.

Remark 3.5. By (3.63) and Lemma 2.1, it follows also that, for x ∈ L1∩L∞,
there is a unique mild (generalized) solution y∈L∞(0, T ;L1) ∩ L∞((0, T )×Rd)
defined as the limit of mild solutions, that is,

y = lim
n→∞

y(·, xn) in L(0, T ;L1)

for xn → x in L1, where {xn} ⊂ D0 and is bounded in L1 ∩ L∞.

It should be said also that, in the case where β is not locally Lipschitz,
we do not know whether we have uniqueness. So, the sequence {yε} arising
in (3.57) might depend on the fixed ω ∈ Ω and so we cannot conclude that
the limit y is (Ft)t≥0–adapted.
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4 The stochastic equation with nonlinear drift

We consider here the equation

dX − div(a(X))dt−∆β(X)dt = X dW in (0, T )× Rd,

X(0, ξ) = x(ξ), ξ ∈ Rd,
(4.1)

where β and W are as in Section 1, while a : R→ Rd satisfies the following
assumption

(iv) a is Lipschitzian and a(0) = 0.

The strong solution X to equation (4.1) is defined as for equation (1.1).
For simplicity, we shall use the notations

uξ = ∇u, uξξ = ∆u.

By transformation (1.10), we reduce the stochastic equation (4.1) to the
equation (see (1.11))

∂y

∂t
− e−Wdiv(a(eWy))− e−W (β(eWy))ξξ +

1

2
µy = 0 in (0, T )× Rd,

y(t, ξ) = x(ξ).

(4.2)

We have

Theorem 4.1. If assumptions (ii), (iii), (iv) hold and β is locally Lipschitz,
for each x ∈ D0, there is a unique strong solution y to equation (4.2) satis-
fying (2.2)–(2.4). Moreover, the process y is (Ft)t≥0-adapted and, if x ≥ 0,
a.e. on Rd, then y ≥ 0, a.e. on (0, T ) × Rd, and the map D0 3 x → y(·, x)
is Lipschitz from H−1 to C([0, T ], H−1) on balls in L1 ∩ L∞ and extends to
a strong solution to (4.1) satisfying (2.2), (2.4), for all x ∈ L1 ∩ L∞.

Proof. Since the proof is essentially the same as that of Theorem 2.2, we only
sketch it, by emphasizing, however, the points where arise major differences
in the argument.

We consider the approximating equation (see (3.1))

∂yε
∂t
− e−Wεdiv(a(eWεyε))− e−Wεβ(eWεyε)− εe−Wε(eWεyε)ξξ

+εe−Wεβ(eWεyε) +
1

2
µyε = 0 in (0, T )× Rd,

yε(0, ξ) = x(ξ), ξ ∈ Rd,

(4.3)
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which, by the same argument as that in the proof of Lemma 3.1, has a unique
solution yε which satisfies (3.3)–(3.4).

We note that Lemmas 3.1, 3.3 and 3.4 remain valid in this case too.
Indeed, we note that, instead of (3.23) and (3.24), we have

∂

∂t
(yε −M − α(t))− e−Wε(β(eWεyε) + εeWεyε)

−(β(eWε(M + α(t))− εeWε(M + α(t))))ξξ

+εe−Wε(β(eWεyε)− β(e‖Wε‖(M + α(t))))

−e−Wε(div(a(eWεyε)− a(eWε(M + α(t)))))

−1

2
µ(yε −M − α(t)) = Fε − α′(t),

(4.4)

where

Fε = e−Wεdiv a(eWε(M + α(t)))− 1

2
(M + α(t)) + e−Wε(β(eWε(M + α(t))))ξξ

−εe−Wεβ(eWε(M + α(t))) + ε(M + α(t))e−Wε(eWε)ξξ

(or it discretized analogue (3.38)).
In order to treat the term in a arising in (4.3), we note that

−
∫ t

0

∫
Rd

e−Wεdiv(a(eWεyε)− a(eWε(M + α(s)))sign(yε − (M + α(s)))+)ds dξ

−
∫ t

0

∫
Rd

(div(a(eWεyε)− a(eWε(M + α(s)))e−Wε)

sign(eWεyε − eWε(M + α(s))e−Wε)+)ds dξ

+

∫ t

0

∫
Rd

(e−Wε)ξ · (a(eWεyε)− a(eWε(M + α(s)))

sign(eWεyε − eWε(M + α(s)))+ds dξ

≤ L

∫ t

0

∫
Rd

|(e−Wε)ξ|(yε −M − α(s))+ds dξ,

because a is Lipschitz and∫
Rd

(e−Wε(a(u)− a(v)))ξsign(u− v)dξ = 0 (4.5)
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for u = eWεyε and v = eWε(M + α(t)). To prove (4.5), we consider the
approximation Xδ of the signum function defined by (3.17). We have

Hδ(t) =

∫
Rd

div(e−Wε(a(u)− a(v)))Xδ(u− v)dξ

= −
∫
Rd

e−Wε(a(u)− a(v)) · (u− v)ξX ′δ(u− v)dξ

= −1

δ

∫
[|u−v|≤δ]

e−Wε(a(u)− a(v)) · (u− v)ξdξ.

For δ → 0, we get

lim
δ→0

Hδ(t) =

∫
Rd

e−Wεdiv(a(u(t, ξ))− a(v(t, ξ)))sign(u(t, ξ)− v(t, ξ))dξ

while

|Hδ(t)| ≤ Lip(a)

∫
[|u−v|≤δ]

e−Wε|(u− v)ξ|dξ.

This yields

lim sup
δ→0

|Hδ(t)| ≤
∫
[|u−v|=0]

e−Wε|(u− v)ξ|dξ = 0,

because (u− v)ξ = 0 on {ξ; (u− v)(ξ) = 0}. (We recall that u, v ∈ H1.)
Then estimate (3.29) with a in place of D remains true in this case.
Multiplying (4.4) by sign(yε−M −α(t))+ and integrating on (0, t)×Rd,

we get by (3.28) an estimate of the form (3.30) from which we infer that

|(yε(t)−M − α(t))+|1 = 0, t ∈ (0, T ),

for α chosen as in the proof of Lemma 3.3 and so

yε ≤M + α(t), a.e. in (0, T )× Rd,

and, similarly,
yε ≥ −M − α(t), a.e. in (0, T )× Rd.

Taking into account that∫ t

0

∫
Rd

e−Wεdiv(a(eWεyε))ξβ(yε)ds dξ = −
∫ t

0

∫
Rd

a(eWεyε) · (e−Wεβ(yε))ξds dξ

≤ C

∫ t

0

∫
Rd

(|eWεyε|(|yε|m|(e−Wε))ξ|+ e−Wεβ′(yε)|∇yε|)ds dξ,
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and, recalling that sup
ε>0
{|yε|∞} <∞, it follows as in the proof of Lemma 3.4

that estimate (3.43) holds in this case too. Hence, there is y ∈ C([0, T ];L2
loc)∩

L∞((0, T ) × Rd) ∩ L2(0, T ;H1) such that (3.57) holds. Moreover, we have,
for ε→ 0,

a(eWεyε)→ a(eWy) in L2((0, T );L2
loc)

and so, for ε→ 0

div(a(eWεyε))→ div(a(eWy)) in L2([0, T );H−1loc ).

Then letting ε → 0 in (4.3), we see that y is a solution to equation (4.2)
satisfying (2.2)-(2.4). Moreover, multiplying (4.3) by signyε and taking into
account that, as seen earlier,∫

Rd

e−Wεdiv(a(eWεyε))sign yεdξ ≤ C

∫
Rd

|eWεyε|dξ,

we get as in the proof of Lemma 3.3 that

|yε(t)|1 ≤ C|x|1, ∀t ∈ [0, T ],

where C is independent of ε.

Uniqueness. If β is locally Lipschitz and y1, y2 are solutions to (4.1), for
z = y1 − y2, we get (see (3.59))

∂z

∂t
− div(a(eWy1)− a(eWy2))− e−W (β(eWy1)− β(eWy2))ξξ +

1

2
µz = 0

z(0) = 0,

and, arguing as in the proof of uniqueness in Theorem 2.2, we get z ≡ 0. If
β ∈ L1

loc(R), then, multiplying scalarly in L2 by (I − ∆)−1z and using the
local Lipschitzianity of β and a, we get as above the estimates (3.63)–(3.65).

By Theorem 4.1, we have

Corollary 4.2. If assumptions (ii), (iii), (iv) hold and β is locally Lipschitz,
then for each x ∈ D0 there is a unique strong solution X to the stochastic
equation (4.1), which satisfies

Xe−W ∈ W 1,2([0, T ];H−1), P-a.s., (4.6)

and X ≥ 0, a.e. on (0, T )×Rd×Ω if x ≥ 0, a.e. on Rd. Moreover, the map
x 7→ X(t, x) is H−1-Lipschitz from balls in L1 ∩ L∞ to C([0, T ];H−1).
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Remark 4.3. If a is not Lipschitz, one cannot expect a strong solution for
equation (4.1). In the deterministic case, if β ≡ 0, equation (4.1) reduces to
a first order quasilinear equation previously studied by S. Kruzkov [20] (see,
also, [9], [13]), who introduced and proved existence of a generalized solution
involving the so-called ”entropy” conditions. (See also [2] for the case where
β is present.) So, also in this case, one might expect to have a generalized
solution in sense of Kruzkov, but this remains to be done.

5 Appendix

Here, we shall briefly review a few definitions and results pertaining the
nonlinear Cauchy problem in Banach spaces for quasi-m-accretive operators.

Let X be a Banach space with the norm denoted ‖ · ‖X . A nonlinear
operator A : D(A) ⊂ X → X (possibly multivalued) is said to be accretive if

‖x1 − x2 + λ(y1 − y2)‖X ≥ ‖x1 − x2‖X , ∀λ > 0, ∀yi ∈ Axi, i = 1, 2,

and quasi-accretive if A+ αI is accretive for some α > 0. Equivalently,

X(y1 − y2, η)X′ ≥ 0, for some η ∈ J(x1 − x2),

where J : X → X ′ is the duality map of the space X. (Here, X ′ is the dual
of X.) The operator A is said to be m-accretive if the range R(λI + A) of
λI + A is all of X for all λ > 0 and quasi m-accretive if R(λI + A) = X for
λ > λ0 > 0.

If A is quasi m-accretive, u0 ∈ D(A) and g ∈ C([0, T ];X), then the
Cauchy problem

du

dt
+ Au 3 g in (0,T),

u(0) = u0,

(5.1)

has a unique mild solution u ∈ C([0, T ];X) defined by

u(t) = lim
h→0

uh(t) strongly in X and uniformly on [0, T ], (5.2)

uh(t) = uhi for t ∈ [ih, (i+ 1)h],

1

h
(uhi+1 − uhi ) + Aui+1 3

1

h

∫ (i+1)h

ih

g(t)dt,

i = 0, 1, ..., N − 1, with N =
[
T
h

]
,

uh0 = u0.

(5.3)
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(See, e.g., [1], Section 4.1, Corollary 4.2.) (For g ≡ 0, this is just the Crandall-
Liggett exponential formula.) Moreover, if the space X is reflexive and g ∈
W 1,1([0, T ];X), then u is a strong absolutely continuous solution to (5.1),
that is, it satisfies a.e. (5.1) and

u ∈ W 1,∞([0, T ];X), Au ∈ L∞(0, T ;X). (5.4)

Finally, if X is uniformly convex, then d
dt
u(t) is continuous from the right.

We consider now the Cauchy problem

du

dt
(t) + Au(t) + Λ(t)u(t) = 0, ∀t ∈ (0, T ),

u(0) = u0,

(5.5)

where A is quasi-m-accretive, u0 ∈ D(A) and Λ ∈ C([0, T ];L(X,X)). Since
it is enough for the applications in this paper, let us for simplicity assume
that A is single-valued. We have

Lemma 5.1. The Cauchy problem (5.5) has a unique mild solution u ∈
C([0, T ];X) and u is given as the limit in (5.9) of the finite difference scheme
(5.11) below. Moreover, if u0 ∈ D(A) and

‖Λ(t)− Λ(s)‖L(X,X) ≤ L|t− s|, ∀s, t ∈ [0, T ], (5.6)

then u : [0, T ]→ X is Lipschitz.

Proof. Consider the operator A : D(A) ⊂ L1(0, T ;X) → L1(0, T ;X) de-
fined by Au = g if u ∈ C([0, T ];X) is the mild solution to (5.1). By the
existence theory for (5.1), it follows that R(λI +A) = L1(0, T ;X), ∀λ > 0,
and by (5.3) we see that A is quasi-accretive. Indeed, if λ0 ≥ 0 such that
A+λ0I is m-accretive, then by [1], Theorem 4.1 and Proposition 3.7(iv), we
have for solutions u, ū for (5.1) with g, ḡ, respectively, on the right hand side

‖u(t)− ū(t)‖X ≤
∫ t

0

eλ0(t−s)‖g(s)− ḡ(s)‖Xds, ∀λ > 0, g, ḡ ∈ L1(0, T ;X),

which yields

‖u− ū‖L1(0,T ;X) ≤
eλ0T

λ0
‖g − ḡ‖L1(0,T ;X).

Hence A is quasi-m-accretive.
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The operator Λ̃ : L1(0, T ;X)→ L1(0, T ;X) defined by

(Λ̃u)(t) = Λ(t)u(t), t ∈ [0, T ], (5.7)

is linear continuous and this implies that A + Λ̃ is quasi m-accretive in
L1(0, T ;X). Hence there is λ0 > 0 such that R(λI + A + Λ̃) = L1(0, T ;X)
for λ > λ0 > 0.

This means that, for every g ∈ C([0, T ], X), the equation

du

dt
+ Au+ λu = g(t)− Λ(t)u, t ∈ (0, T ),

u(0) = u0

(5.8)

has a unique mild solution for λ > λ0.
Now, let us show that this implies that also (5.5) has a unique mild

solution. This is well known, but we include the proof for the reader’s conve-
nience. So, fix λ > λ0 and let u, ū be the unique mild solutions of (5.8) with
λg and λḡ replacing g on its right hand side, where g, ḡ ∈ X := C([0, T ];X),
equipped with the norm ‖ · ‖X := ‖ · ‖X ,T , where for t ∈ [0, T ]

‖g‖X ,t := sup{e−αs‖g(s)‖X ; s ∈ [0, t]}

and α > 0 will be chosen later. Then, by [1], Theorem 4.1 and Proposition
3.7(iv), for all t ∈ [0, T ], it follows that

‖u− ū‖X ,t ≤
∫ t

0

e−(λ−λ0+α)(t−s)(λ‖g − ḡ‖X ,sds+ C‖u− ū‖X ,s)ds,

where C := sup
t∈[0,T ]

‖Λ(t)‖L(X,X). Hence, by Gronwall’s lemma,

‖u− ū‖X ≤
λeCT

λ− λ0 + α
‖g − ḡ‖X .

Now, choosing α large enough, it follows that the map which maps g to
the solution u of (5.8) with λg replacing g on its right hand side, is a strict
contraction on X . Hence, by Banach’s fixed point theorem, (5.5) has a unique
mild solution, u.

Moreover, as a mild solution to (5.5), by (5.2)and (5.3) where g(t) =
Λ(t)u(t), u satisfies

u = lim
h→0

uh(t) strongly in X and uniformly on [0, T ], (5.9)
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where, for h > 0,

uh(t) = uhi for t ∈ [ih, (i+ 1)h),

1

h
(uhi+1 − uhi ) + Auhi+1 +

1

h

∫ (i+1)h

ih

Λ(t)u(t)dt = 0,

i = 0, 1, ..., N − 1, with N =
[
T
h

]
,

uh0 = u0.

(5.10)

As easily seen, we may replace (5.10) by

1

h
(uhi+1 − uhi ) + Auhi+1 + Λ(ih)uhi+1 = 0. (5.11)

Indeed, setting ui := uhi , we may rewrite (5.10) as

1

h
(ui+1 − ui) + Aui+1 + Λ(ih)ui+1 + ηi(h) = 0, (5.12)

where ‖ηi‖ ≤ δ(h), ∀i, and δ(h) → 0 uniformly on [0, T ] as h = T
N

goes to
zero.

Now, if v = vi, i = 0, 1, ...N − 1, is the solution to (5.11), subtracting the
equation (5.11) from (5.12), we get for yi = ui − vi the equation

yi+1 + h(Aui+1 − Avi+1) + hΛ(ih)yi+1 = yi − hηi(h)

and, by the quasi-accretivity of A, this yields

‖yi+1‖ ≤ µh‖yi+1‖+ ‖yi‖+ hδ(h), ∀i = 0, 1, ..., n− 1,

where µ = λ+ sup
t∈[0,T ]

‖Λ(t)‖L(X;X). This yields for small enough h

‖yi+1‖ ≤ (1− µh)−1(‖yi‖+ hδ(h))

and, taking into account that y0 = 0 and that h = T
N
, we get that for h small

enough

‖yi+1‖ ≤ hδ(h)(1− µh)−1
∑
1≤j≤i

(1− µh)−j ≤ δ(h)

µ

(
1− Tµ

N

)−N
.
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Hence yi = yhi goes to zero in X as h goes to zero and this completes the
proof of the equivalence of (5.11) and (5.10).

Now, we shall prove that, if u0 ∈ D(A) and (5.6) holds, then u is Lipschitz.
By (5.6), we have

‖Λ(t)u(t)− Λ(s)u(s)‖X
≤ L|t− s|‖u‖C([0,T ];X) + ‖Λ(t)‖L(X,X)‖u(t)− u(s)‖X
≤ C1(|t− s|+ ‖u(t)− u(s)‖X), ∀s, t ∈ [0, T ].

(5.13)

We consider now the equation

duλ
dt

+ Aλuλ + Λ(t)u = 0, t ∈ [0, T ],

uλ(0) = u0,

(5.14)

where Aλ = λ−1(I − (I + λA)−1) is the Yosida approximation of A. The
Cauchy problem has a unique differentiable solution uλ : [0, T ] → X and,

since Aλ is λ̃0-accretive for some λ̃0 > 0, we have by (5.14)

1

2

d

dt
‖uλ(t+ h)− uλ(t)‖2X ≤ ‖Λ(t+ h)u(t+ h)− Λ(t)u(t)‖X

‖uλ(t+ h)− uλ(t)‖X + λ̃0‖uλ(t+ h)− uλ(t)‖2X , t, t+ h ∈ [0, T ].

By (5.13), this yields

‖uλ(t+ h)− uλ(t)‖X ≤ e(λ̃0+C1)t‖uλ(h)− uλ(0)‖X

+C

∫ t

0

e(λ̃0+C1)(t−s)(h+ ‖u(s+ h)− u(s)‖X)ds.
(5.15)

On the other hand, by (5.14) we have

1

2

d

dt
‖uλ(t)− u0‖2X ≤ λ̃0‖uλ(t)− u0‖2X + ‖Aλu0‖X‖uλ(t)− u0‖X

+‖Λ(t)u(t)‖X‖uλ(t)− u0‖X , ∀t ∈ [0, T ].

Hence

‖uλ(t)− u0‖X ≤
∫ t

0

eλ̃0(t−s)(‖Aλu0‖X + ‖Λ(s)u(s)‖X)ds

≤ C2(‖Au0‖X + 1), ∀t ∈ [0, T ].
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Substituting into (5.15), yields

‖uλ(t+ h)− uλ(t)‖X

≤ C3

(
h+

∫ t

0

e(λ̃0+C1)(t−s)(h+ ‖u(s+ h)− u(s)‖X)

)
ds,

∀λ > 0, t, t+ h ∈ [0, T ].

(5.16)

On the other hand, since for each ε > 0

lim
λ→0

(I + εAλ)
−1x = (I + εA)−1x, ∀x ∈ H,

by the Trotter-Kato theorem for nonlinear semigroups of contractions, we
have (see [1], Corollary 4.5)

uλ −→ v in C([0, T ];X) as λ→ 0,

where v is the solution to

dv

dt
+ Av + Λ(t)u = 0,

v(0) = u0.

By the quasi-accretivity of A, it follows that v = u. Then, letting λ → 0 in
(5.16), we get

‖u(t+ h)− u(t)‖X ≤ C3

(
h+

∫ t

0

(h+ ‖u(s+ h)− u(s)‖X)ds

)
and by Gronwall’s inequality, we get

‖u(t+ h)− u(t)‖X ≤ C4h, ∀t, t+ h ∈ [0, T ],

as claimed. This completes the proof.

If the space X is reflexive, we infer that, under the conditions of Lemma
5.1, u ∈ W 1,∞([0, T ];X) is a.e. differentiable, and satisfies equation (5.5),
a.e. on (0, T ). We have, therefore,

Corollary 5.2. If the space X is reflexive, u0 ∈ D(A), and Λ satisfies (5.6),
then the mild solution u to (5.5) is a strong absolutely continuous solution,
which satisfies (5.4).

40



It should be mentioned that the latter case applies to X = H−1, but not
to X = L1. In the latter case, the solution u is only continuous.

Acknowledgement. This work was supported by the DFG through CRC
1283. Viorel Barbu was also partially supported by CNCS-UEFISCDI (Roma-
nia), through project PN-III-P4-ID-PCE-2016-0011.

References

[1] Barbu, V., Nonlinear Differential Equations of Monotone Type in Ba-
nach Spaces, Springer, 2010.

[2] Barbu, V., Generalized solutions to nonlinear Fokker–Planck equations,
J. Differential Equations, 261 (2016), 2446-2471.
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[8] Barbu, V., Röckner, M., Russo, F., Stochastic porous media equations
in Rd, J. Math. Pures Appl., 103 (2015), 1024-1051.
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