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limit systems the fast component has been totally averaged 
or homogenized out.

© 2023 Elsevier Inc. All rights reserved.
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1. Introduction

Consider the following fully coupled slow-fast stochastic partial differential equation 
(SPDE for short) in H1 ×H2:

{
dXε

t = AXε
t dt + F (Xε

t , Y
ε
t )dt + dW 1

t , Xε
0 = x ∈ H1,

dY ε
t = ε−1BY ε

t dt + ε−1G(Xε
t , Y

ε
t )dt + ε−1/2dW 2

t , Y ε
0 = y ∈ H2,

(1.1)

where H1, H2 are two Hilbert spaces, A : D(A) ⊂ H1 → H1 and B : D(B) ⊂ H2 → H2
are linear operators, F : H1 ×H2 → H1 and G : H1 ×H2 → H2 are reaction coefficients, 
W 1

t and W 2
t are mutually independent H1- and H2-valued (Ft)-Wiener processes both 

defined on some probability space (Ω, F , P ) with a normal filtration (Ft)t�0, and the 
small parameter 0 < ε � 1 represents the separation of time scales between the slow 
process Xε

t (which is thought of as the mathematical model for a phenomenon appear-
ing at the natural time scale) and the fast motion Y ε

t (with time order 1/ε, which is 
interpreted as the fast environment). Such multi-scale models appear frequently in many 
real-world dynamical systems. Typical examples include climate weather interactions 
(see e.g. [37,41]), macro-molecules (see e.g. [3,34]), geophysical fluid flows (see e.g. [27]), 
stochastic volatility in finance (see e.g. [25]), etc. However, it is often too difficult to 
analyze or simulate the underlying system (1.1) directly due to the two widely separated 
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time scales and the cross interactions between the slow and fast modes. Thus a simpli-
fied equation which governs the evolution of the system over a long time scale is highly 
desirable and is quite important for applications.

It is known that under suitable regularity assumptions on the coefficients, the slow 
process Xε

t converges strongly (in the L2(Ω)-sense) to the solution of the following re-
duced equation:

dX̄t = AX̄tdt + F̄ (X̄t)dt + dW 1
t , X̄0 = x ∈ H1, (1.2)

where the averaged coefficient is given by

F̄ (x) :=
∫
H2

F (x, y)μx(dy), (1.3)

and μx(dy) is the unique invariant measure of the process Y x
t , which is the unique 

solution (see Lemma 3.4 below) of the following equation with frozen slow component:

dY x
t = BY x

t dt + G(x, Y x
t )dt + dW 2

t , Y x
0 = y ∈ H2. (1.4)

The effective system (1.2) then captures the essential dynamics of the system (1.1), 
which does not depend on the fast variable anymore and thus is much simpler than SPDE 
(1.1). This theory, known as the averaging principle, was first developed for deterministic 
systems by Bogoliubov [11], and extended to stochastic differential equations (SDEs for 
short) by Khasminskii [35]. In the past decades, the averaging principle for systems with 
a finite number of degrees of freedom has been intensively studied, see e.g. [2,29,30,36,
39,40,50] and the references therein. Passing from the finite dimensional to the infinite 
dimensional setting is more difficult, and much progress has been made in the last fifteen 
years. In [17], Cerrai and Freidlin proved the averaging principle for slow-fast stochastic 
reaction-diffusion system where there is no noise in the slow equation. Later, Cerrai 
[14,16] generalized this result to general reaction-diffusion equations with multiplicative 
noise and coefficients of polynomial growth, see also [4,8,18,19] and the reference therein 
for further developments. We also mention that in these results, no rates of convergence 
in terms of ε → 0 are provided. But for numerical purposes, it is important to know the 
rate of convergence of the slow variable to the effective dynamic. The main motivation 
comes from the well-known Heterogeneous Multi-scale Methods used to approximate 
the slow component in system (1.1), see e.g. [6,24,38]. In this direction, Bréhier [5] first 
studied the rates of strong convergence for the averaging principle of SPDEs with noise 
only in the fast motion, and (1

2 -)-order of convergence is obtained. Extensions to general 
stochastic reaction-diffusion equations are made in [51], and 1

2 -order of convergence is 
obtained. For more recent results, we refer the interested readers to the work of Bréhier 
[7] and the references therein.

The strong convergence in the averaging principle is viewed as a functional law of 
large numbers. Once we obtain the validity of the averaging principle, it is natural to 
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go one step further to consider the functional central limit theorem. Namely, to study 
the small fluctuations of the original system (1.1) around its averaged equation (1.2). 
To leading order, these fluctuations can be captured by characterizing the asymptotic 
behavior of the normalized difference

Zε
t := Xε

t − X̄t√
ε

(1.5)

as ε tends to 0. Under extra regularity assumptions on the coefficients, the deviation 
process Zε

t is known to converge weakly (in the distribution sense) towards a Gaus-
sian process Z̄t, whose covariance is described explicitly. Such result, also known as the 
Gaussian approximation, is closely related to the homogenization for solutions of partial 
differential equations with singularly perturbed terms, which has its own interest in the 
theory of PDEs, see e.g. [31,32] and [26, Chapter IV]. For the study of normal deviations 
of multi-scale SDEs, we refer the readers to the fundamental paper by Khasminskii [35], 
see also [43,44,47] for further developments. In the infinite dimensional situation, as far 
as we know, there exist only two papers. Cerrai [15] studied the normal deviations for 
slow-fast SPDEs in a special case, i.e., a deterministic reaction-diffusion equation with 
one dimensional space variable perturbed by a fast motion. Later, this was generalized to 
general stochastic reaction-diffusion equations by Wang and Roberts [51]. In both papers 
the methods of proof are based on the time discretisation procedure which involve some 
complicated tightness arguments. We point out that besides having intrinsic interest, the 
functional central limit theorem is also useful in applications. In particular, we get the 
formal asymptotic expansion

Xε
t

D≈ X̄t +
√
εZ̄t,

where 
D≈ means approximate equality of probability distributions. Such expansion has 

been introduced in the context of stochastic climate models. In physics this is also called 
the Van Kampen’s scheme (see e.g. [1,33]), which provides better approximations for the 
original system (1.1).

In the present paper, we shall first establish a stronger convergence result in the 
averaging principle for SPDE (1.1). More precisely, we show that for any T > 0, q � 1
and γ ∈ [0, 1/2), there exists a constant CT > 0 such that

sup
t∈[0,T ]

E‖(−A)γ(Xε
t − X̄t)‖q � CT ε

q
2 ,

see Theorem 2.2 below. Compared with the existing results in the literature, we assume 
that the coefficients are C2 with respect to the slow variable and only Hölder continuous 
with respect to the fast variable, and we obtain not only the strong convergence in 
Lq(Ω)-sense with any q � 1, but also in ‖ · ‖(−A)γ norm with any γ ∈ [0, 1/2), which is 
particularly interesting for SPDEs in comparison with the finite dimensional setting since 
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A is an unbounded operator and seems to have never been obtained before. Moreover, the 
1
2 -order rate of convergence is also obtained, which is known to be optimal (when γ = 0). 
In particular, we show that the convergence in the averaging principle does not depend 
on the regularity of the coefficients with respect to the fast variable, which is due to the 
smoothing effect of the regular Wiener noise, see Assumption (A3) and Remark 2.4 for 
more discussions. This coincides with the intuition, since in the limit equation the fast 
component has been totally averaged out. We point out that the strong convergence of 
(−A)γXε

t to (−A)γX̄t will play an important role in our study of the homogenization 
for the normalized difference Zε

t in Section 5. Furthermore, the index γ < 1/2 should be 
the best possible, see Remark 2.3 for more detailed explanations.

The argument we shall use to establish the above strong convergence is different from 
those in [5,14,16–18,51], where the classical Khasminskii’s time discretisation procedure 
is used. Our method is based on the Poisson equation. More precisely, consider the 
following Poisson equation in the Hilbert space H1 ×H2:

L2(x, y)ψ(x, y) = −φ(x, y), y ∈ H2, (1.6)

where L2(x, y) is an ergodic elliptic operator with respect to the y variable (see (2.5)
below), x ∈ H1 is regarded as a parameter, and φ : H1 × H2 → R is a measurable 
function. Such kind of equation, i.e., with a parameter and in the whole space (without 
boundary condition), has been studied only relatively recently and is now realized to 
be very important in the theory of limit theorems in probability theory and numerical 
approximation for time-averaging estimators and invariant measures, see e.g. [10,42,46]. 
In the finite dimensional situation, equations of the form (1.6) have been studied in a 
series of papers by Pardoux and Veretennikov [43–45], see also [47] and the references 
therein for further developments. Undoubtedly, extension to the infinite dimensional 
setting is more difficult due to the unboundedness of the involved operators. In the recent 
work [7], the author studies the rate of convergence in the averaging principle for slow-
fast SPDEs with regular coefficients by assuming the solvability of the corresponding 
Poisson equation as well as regularity properties of the solutions. In addition, the SPDE 
considered therein is not fully coupled, i.e., the fast component Y ε

t does not depend on 
the slow process Xε

t , and the two Hilbert spaces H1, H2 and the unbounded operators 
A, B are assumed to be the same, which are used in the whole proof in an essential 
way. Here, we shall establish the well-posedness of the Poisson equation (1.6) with only 
Hölder coefficients and in general Hilbert spaces H1 × H2, and study the regularity 
properties of the unique solution with respect to both the y-variable and the parameter 
x, see Theorem 3.2 below, which should be of independent interest. Then, we use the 
Poisson equation to derive a strong fluctuation estimate (see Lemma 4.6) for an integral 
functional of the slow-fast SPDE (1.1). The strong convergence in the averaging principle 
with optimal rate of convergence then follows directly. In addition, we also provide a 
simple way to verify the regularity of the averaged coefficients by using Theorem 3.2
(see Lemma 3.7 below), which is a separate problem that one always encounters in the 
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study of averaging principles, central limit theorems, homogenization and other limit 
theorems.

Next, we proceed to study the small fluctuations of the slow process Xε
t around its 

average X̄t, i.e., we are interested in the homogenization behavior for Zε
t which is defined 

by (1.5). In view of (1.1) and (1.2), we have

dZε
t = AZε

t dt + 1√
ε

[
F (Xε

t , Y
ε
t ) − F̄ (X̄t)

]
dt

= AZε
t dt + 1√

ε

[
F̄ (Xε

t ) − F̄ (X̄t)
]
dt + 1√

ε
δF (Xε

t , Y
ε
t )dt, (1.7)

where

δF (x, y) := F (x, y) − F̄ (x). (1.8)

We demonstrate that Zε
t converges weakly to an Ornstein-Uhlenbeck type process Z̄t

which satisfies the following linear SPDE:

dZ̄t = AZ̄tdt + DxF̄ (X̄t).Z̄tdt + σ(X̄t)dW̃t,

where W̃t is another cylindrical Wiener process which is independent of W 1
t , and the diffu-

sion coefficient σ is Hilbert-Schmidt operator valued and given by (2.7), see Theorem 2.5
below. Compared with [15,51], our system (1.1) is more general, and the coefficients are 
assumed to be only Hölder continuous with respect to the fast variable, and we provide 
a more precise formula for the new diffusion coefficient σ. Moreover, the arguments we 
use to prove the above convergence are different from [15,51], and in addition the rate 
of convergence is obtained, which does not depend on the regularity of the coefficients 
with respect to the fast variable.

It turns out that our method to prove the above functional central limit theorem is 
closely and universally connected with the proof of the strong convergence in the av-
eraging principle. Namely, we shall first use the result on the Poisson equation (1.6)
established in Theorem 3.2 to derive some weak fluctuation estimates (see Lemma 5.4) 
for an integral functional involving the processes (Xε

t , Y
ε
t ) and Zε

t . Combining with the 
Kolmogorov equation associated with the process (X̄t, Z̄t), we prove the weak conver-
gence of Zε

t to Z̄t directly, and rate of convergence is obtained as easy by-product. In 
addition, it is quite easy to capture the structure of the homogenization limit Z̄t from our 
arguments. Here, we note that the whole system of equations satisfied by (X̄t, Z̄t) is an 
SPDE with multiplicative noise. Even though infinite dimensional Kolmogorov equations 
with nonlinear diffusion coefficients of Nemytskii type have been studied very recently 
in [9], the regularity of the solutions obtained therein is not applicable for our purpose. 
Thus, we derive some new regularity for the solution with respect to the z variable (see 
Theorem 5.1 below), and develop a trick in the proof of Theorem 2.5 to avoid using the 
regularity for the solution with respect to the x variable.
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Our approach can also be adapted to study the averaging principle and normal devia-
tions for other classes of multi-scale SPDEs. In the recent work [48], we use the results on 
the Poisson equation established in this paper and similar arguments as above to study 
the asymptotic behavior of multi-scale stochastic wave equations, which is of hyperbolic 
structure. We shall study more general multi-scale SPDEs with irregular coefficients by 
using the techniques in this paper in future work.

The rest of this paper is organized as follows. In Section 2, we introduce some assump-
tions and state our main results. Section 3 is devoted to study the Poisson equation in 
Hilbert spaces. Then, we prove the strong convergence result, Theorem 2.2, and the 
normal deviation result, Theorem 2.5, in Section 4 and Section 5, respectively. Finally, 
in the Appendix we prove some necessary estimates for the solution of the multiscale 
system (1.1), which are slight generalizations of the existing results in the literature.

Notations: To end this section, we introduce some notations, which will be used 
throughout this paper. Let H1, H2 and H be three Hilbert spaces endowed with the 
scalar products 〈·, ·〉1, 〈·, ·〉2 and 〈·, ·〉H , respectively. The corresponding norms are de-
noted by ‖ · ‖1, ‖ · ‖2 and ‖ · ‖H . We use L (H1, H2) to denote the space of all linear 
and bounded operators from H1 to H2. If H1 = H2, we write L (H1) = L (H1, H1) for 
simplicity. Recall that an operator Q ∈ L (H) is called Hilbert-Schmidt if

‖Q‖2
L2(H) := Tr(QQ∗) < +∞.

We shall denote the space of all Hilbert-Schmidt operators on H by L2(H).
For any x ∈ H1, y ∈ H2 and φ : H1×H2 → H, we say that φ is Gâteaux differentiable 

at x if there exists a Dxφ(x, y) ∈ L (H1, H) such that for all h1 ∈ H1,

lim
τ→0

φ(x + τh1, y) − φ(x, y)
τ

= Dxφ(x, y).h1.

If in addition

lim
‖h1‖1→0

‖φ(x + h1, y) − φ(x, y) −Dxφ(x, y).h1‖H
‖h1‖1

= 0,

φ is called Fréchet differentiable at x. Similarly, for any k � 2 we define the k times 
Gâteaux and Fréchet derivative of φ at x, and we identify the higher order derivative 
Dk

xφ(x, y) with a linear operator in L k(H1, H) := L (H1, L (k−1)(H1, H)), endowed 
with the operator norm

‖Dk
xφ(x, y)‖L k(H1,H) := sup

‖h1‖1,‖h2‖1,··· ,‖hk‖1,‖h‖H�1
〈Dk

xφ(x, y).(h1, h2, · · · , hk), h〉H .

In the same way, we define the Gâteaux and Fréchet derivatives of φ with respect to the y
variable, and we have Dyφ(x, y) ∈ L (H2, H), and for k � 2, Dk

yφ(x, y) ∈ L k(H2, H) :=
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L (H2, L (k−1)(H2, H)). By writing DyDxφ(x, y).(h1, h2), we mean that Dx is associated 
with h1 and Dy is associated with h2.

We denote by L∞
p (H1 ×H2, H) the space of all measurable maps φ : H1 ×H2 → H

with linear growth in x and polynomial growth in y, i.e., there exists a constant p � 1
such that

‖φ‖L∞
p (H) := sup

(x,y)∈H1×H2

‖φ(x, y)‖H
1 + ‖x‖1 + ‖y‖p2

< ∞.

For k ∈ N, the space Ck,0
p (H1 ×H2, H) contains all maps φ ∈ L∞

p (H1 ×H2, H) which 
are k times Gâteaux differentiable at any x ∈ H1 and

‖φ‖Ck,0
p (H) := sup

(x,y)∈H1×H2

k∑
�=1

‖D�
xφ(x, y)‖L �(H1,H)

1 + ‖y‖p2
< ∞.

Similarly, the space C0,k
p (H1 ×H2, H) consists of all maps φ ∈ L∞

p (H1 ×H2, H) which 
are k times Gâteaux differentiable at any y ∈ H2 and

‖φ‖C0,k
p (H) := sup

(x,y)∈H1×H2

k∑
�=1

‖D�
yφ(x, y)‖L �(H2,H)

1 + ‖x‖1 + ‖y‖p2
< ∞. (1.9)

We also introduce the space C0,k
p (H1 ×H2, H) consisting of all maps which are k times 

Fréchet differentiable at any y ∈ H2 and satisfies (1.9). For k, 	 ∈ N, let Ck,�
p (H1×H2, H)

be the space of all maps satisfying

‖φ‖Ck,�
p (H) := ‖φ‖L∞

p (H) + ‖φ‖Ck,0
p (H) + ‖φ‖C0,�

p (H) < ∞,

and for η ∈ (0, 1), we use Ck,η
p (H1 ×H2, H) to denote the subspace of Ck,0

p (H1 ×H2, H)
consisting of all maps such that

‖φ(x, y1) − φ(x, y2)‖H � C0‖y1 − y2‖η2
(
1 + ‖x‖1 + ‖y1‖p2 + ‖y2‖p2

)
.

When the subscript p is replaced by b in the notations for above spaces, we mean that 
the map itself and its derivatives are all bounded. When H = R, we omit the letter H
in the above notations for simplicity.

Throughout this paper, the letter C with or without subscripts will denote a pos-
itive constant, whose value may change in different places, and whose dependence on 
parameters can be traced from the calculations.
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2. Statement of the main results

2.1. Assumptions and preliminaries

For i = 1, 2, let {ei,n}n∈N be a complete orthonormal basis of Hi. We assume that 
the two unbounded linear operators A and B, with domains D(A) and D(B), satisfy the 
following condition:

(A1): There exist non-decreasing sequences of real positive numbers {αn}n∈N and 
{βn}n∈N such that

Ae1,n = −αne1,n, Be2,n = −βne2,n, ∀n ∈ N. (2.1)

In this setting, the powers of −A and −B can be easily defined as follows: for any 
θ ∈ [0, 1],

(−A)θx :=
∑
n∈N

αθ
n〈x, e1,n〉1e1,n and (−B)θy :=

∑
n∈N

βθ
n〈y, e2,n〉2e2,n,

with domains

D((−A)θ) :=
{
x ∈ H1 : ‖x‖2

(−A)θ :=
∑
n∈N

α2θ
n 〈x, e1,n〉21 < ∞

}

and

D((−B)θ) :=
{
y ∈ H2 : ‖y‖2

(−B)θ :=
∑
n∈N

β2θ
n 〈y, e2,n〉22 < ∞

}
.

Moreover, the corresponding semigroups {etA}t�0 and {etB}t�0 can be defined through 
the following spectral formulas: for any t � 0, x ∈ H1 and y ∈ H2,

etAx :=
∑
n∈N

e−αnt〈x, e1,n〉1 e1,n and etBy :=
∑
n∈N

e−βnt〈y, e2,n〉2 e2,n.

We have the following regularity properties for these semigroups. We write them for etA, 
but they also hold for etB. The proofs are omitted since they are more or less standard.

Proposition 2.1. Let γ ∈ [0, 1] and θ ∈ [0, γ]. We have:

(i) For any t > 0 and x ∈ D((−A)θ),

‖etAx‖(−A)γ � Cγ,θt
−γ+θe−α1t‖x‖(−A)θ ;

(ii) For any 0 � s � t and x ∈ H1,
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‖etAx− esAx‖1 � Cγ(t− s)γ‖esAx‖(−A)γ ;

(iii) For any 0 < s � t and x ∈ D((−A)θ),

‖etAx− esAx‖1 � Cγ,θ
(t− s)γ

sγ−θ
e−

α1
2 s‖x‖(−A)θ ;

where α1 is the smallest eigenvalue of A, and Cγ , Cγ,θ > 0 are constants.

For i = 1, 2, let Qi be two linear self-adjoint operators on Hi with positive eigenvalues 
{λi,n}n∈N , i.e.,

Qiei,n = λi,nei,n, ∀n ∈ N.

Let W i
t , i = 1, 2, be Hi-valued Qi-Wiener processes both defined on a complete filtered 

probability space (Ω, F , Ft, P ). Then it is known that W i
t can be written as

W i
t =

∑
n∈N

√
λi,nβi,n(t)ei,n,

where {βi,n}n∈N are mutual independent real-valued Brownian motions. Note that W i
t

(i = 1, 2) are non-degenerate. Let us list the following further assumptions used in this 
paper.

(A2): F ∈ C2,η
p (H1 ×H2, H1) and G ∈ C2,η

b (H1 ×H2, H2) with some 0 < η � 1.

(A3): The operator Q1 commutes with A1, and Q2 commutes with B,

Tr((−A)Q1) < +∞ and Tr(Q2) :=
∑
n∈N

λ2,n < +∞,

and for any T > 0 and i = 1, 2,

T∫
0

Υ
1+ϑ
2

i,t dt < +∞, (2.2)

where

Υ1,t := sup
n�1

2αn

λ1,n(e2αnt − 1) and Υ2,t := sup
n�1

2βn

λ2,n(e2βnt − 1) ,

αn, βn are given by (2.1), and ϑ � max (η, 1 − η) with η given in (A2).
Under assumptions (A1)-(A3), we shall show that the system (1.1) and its averaged 

equation (1.2) are well-posed, see Lemma 4.1 and Lemma 4.5 below, respectively. We 
point out that condition (2.2) comes from [22], where the well-posedness of SPDEs with 
Hölder coefficients are studied. See [22, Section 6] for an example, and Remark 2.4 below 
for more discussions.
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2.2. Main results

The first main result of this paper is about the strong convergence in the averaging 
principle for SPDE (1.1).

Theorem 2.2 (Strong convergence). Let T > 0, x ∈ D((−A)θ) and y ∈ D((−B)θ) with 
θ > 0. Assume that (A1)-(A3) hold. Then for any q � 1 and γ ∈ [0, θ ∧ 1/2), we have

sup
t∈[0,T ]

E‖Xε
t − X̄t‖q(−A)γ � C1 ε

q
2 , (2.3)

where X̄t is the unique solution of equation (1.2), and C1 = C(T, x, y) > 0 is a constant 
independent of η and ε.

To compare our result with previous work in the literature, we make the following 
comments:

Remark 2.3. (i) When γ = 0 in (2.3), the 1/2-order rate of convergence in the L2(Ω)-sense 
is known to be optimal, which is the same as in the SDE case. However, the convergence 
in ‖ ·‖(−A)γ norm seems to have never been studied before. This is particularly interesting 
for SPDEs since A is in general an unbounded operator, and will play an important role 
to study the homogenization for Zε

t in Section 5.
(ii) Note that the coefficients are assumed to be only η-Hölder continuous with respect 

to the fast variable, and the convergence rate does not dependent on η. This indicates 
that the convergence in the averaging principle does not depend on the regularity of the 
coefficients with respect to the fast variable, which coincides with the intuition, since in 
the limit equation the fast component has been totally averaged out.

We also give the following comments to explain the assumptions we made.

Remark 2.4. (i) Condition (2.2) with i = 1 is only used to prove the well-posedness 
of the system (1.1) under the framework of [22], and it is interesting to note that this 
assumption is not needed in the proof of estimate (2.3). Condition (2.2) with i = 2 and 
the assumption that Tr(Q2) < ∞ are mainly needed to use the results in [22] to prove 
Theorem 3.2, which reflect the regularization effects of the regular noise.

(ii) The assumption Tr((−A)Q1) < +∞ (which in particular implies that Tr(Q1) <
∞, and thus the noise is regular) is used to prove the convergence in ‖ · ‖(−A)γ norm in 
(2.3) with γ > 0. In other words, if we only prove (2.3) with γ = 0, i.e.,

sup
t∈[0,T ]

E‖Xε
t − X̄t‖q1 � C1 ε

q
2 ,

then by checking the procedure of proof, the following weaker assumption will be enough: 
there exists a constant ς ∈ (0, 1) such that
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T∫
0

‖(−A)ςetAQ
1
2
1 ‖L2(H1)dt < ∞,

see [7, (9)] for similar assumption. Since we need (2.3) with γ > 0 to prove the central 
limit theorem, we make the assumption directly for simplicity.

Recall that Zε
t is defined by (1.5). To study the homogenization for Zε

t , we need to 
consider the following Poisson equation:

L2(x, y)Ψ(x, y) = −δF (x, y), (2.4)

where δF is given by (1.8), and L2(x, y) is defined by

L2ϕ(x, y) := L2(x, y)ϕ(x, y) := 〈By + G(x, y), Dyϕ(x, y)〉2

+ 1
2Tr

[
D2

yϕ(x, y)Q2
]
, ∀ϕ ∈ C0,2

p (H1 ×H2). (2.5)

According to Theorem 3.2 and Remark 3.3 below, there exists a unique solution Ψ to 
equation (2.4). It turns out that the limit Z̄t of Zε

t satisfies the following linear equation:

dZ̄t = AZ̄tdt + DxF̄ (X̄t).Z̄tdt + σ(X̄t)dW̃t, Z̄0 = 0, (2.6)

where W̃t is a cylindrical Wiener process in H1 which is independent of W 1
t , and σ :

H1 → L (H1) satisfies

1
2σ(x)σ∗(x) = δF ⊗ Ψ(x) :=

∫
H2

[
δF (x, y) ⊗ Ψ(x, y)

]
μx(dy). (2.7)

The following is the second main result of this paper.

Theorem 2.5 (Normal deviations). Let T > 0, x ∈ D((−A)θ) and y ∈ D((−B)θ) with 
θ > 0. Assume that (A1)-(A3) hold. Then for any ζ ∈ (0, 1/2) and ϕ ∈ C4

b (H1), we have

sup
t∈[0,T ]

∣∣E[ϕ(Zε
t )] − E[ϕ(Z̄t)]

∣∣ � C2 ε
1
2−ζ ,

where C2 = C(T, x, y, ϕ) > 0 is a constant independent of η and ε.

Remark 2.6. Note that we claim that W̃t in (2.6) is independent of W 1
t . The advantage 

of formula (2.7) is that we can study the regularity properties of σ directly by using the 
result of the Poisson equation established in Theorem 3.2 below. Furthermore, one can 
check that σ(x) is a Hilbert-Schmidt operator. In fact, by Theorem 3.2 we have
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‖σ(x)‖2
L2(H1) =

∑
n∈N

〈σ(x)σ∗(x)e1,n, e1,n〉1

= 2
∑
n∈N

〈
∫
H2

[
δF (x, y) ⊗ Ψ(x, y)

]
μx(dy)e1,n, e1,n〉1

= 2
∫
H2

〈δF (x, y),Ψ(x, y)〉1μx(dy)

� C0

∫
H2

(1 + ‖y‖2p
2 )μx(dy) < ∞,

where the last inequality can be obtained similarly as in [17, Lemma 3.4]. Thus, the 
stochastic integral part in (2.6) is well-defined.

3. Poisson equation in Hilbert space

Consider the following Poisson equation in the infinite dimensional Hilbert space H2:

L2(x, y)ψ(x, y) = −φ(x, y), (3.1)

where L2(x, y) is defined by (2.5), x ∈ H1 is regarded as a parameter, and φ : H1×H2 →
R is a Borel-measurable function. Recall that Y x

t (y) satisfies the frozen equation (1.4)
and μx(dy) is the invariant measure of Y x

t (y) (see Lemma 3.4 below). Since we are 
considering (3.1) on the whole space and not on a compact subset, it is necessary to 
make the following “centering” assumption on φ:

∫
H2

φ(x, y)μx(dy) = 0, ∀x ∈ H1. (3.2)

Such kind of assumption is also natural and analogous to the centering condition in the 
standard central limit theorem, see e.g. [43,44].

We first introduce the following definition of solutions for equation (3.1).

Definition 3.1. A measurable function ψ : H1 ×H2 → R is said to be a classical solution 
to equation (3.1) if ψ ∈ C0,2

p (H1 ×H2) and for any x ∈ H1 and y ∈ D(B), the function 
ψ satisfies equation (3.1).

The main aim of this section is to prove the following result.

Theorem 3.2. Let η > 0 and k = 0, 1, 2. Assume that (A1) and (A3) hold, and G ∈
Ck,η

b (H1 × H2, H2). Then for every φ ∈ Ck,η
p (H1 × H2) satisfying (3.2), there exists a 

unique classical solution ψ ∈ Ck,0
p (H1 ×H2) ∩C0,2

p (H1 ×H2) to equation (3.1) satisfying 
(3.2), which is given by
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ψ(x, y) =
∞∫
0

E
[
φ(x, Y x

t (y))
]
dt, (3.3)

where Y x
t (y) satisfies the frozen equation (1.4).

Remark 3.3. We can also solve the Poisson equation (3.1) for Hilbert space valued func-
tion φ̃ ∈ C0,η

p (H1 ×H2, H), i.e., φ̃ : H1 ×H2 → H with H being another Hilbert space. 
In fact, let {en}n∈N be the orthonormal basis of H, and define

φn(x, y) := 〈φ̃(x, y), en〉H .

Then for each n ∈ N, we have φn : H1 ×H2 → R with φn ∈ C0,η
p (H1 ×H2). Thus there 

exists a solution ψn : H1 ×H2 → R to the equation (3.1) with φ replaced by φn. Define

ψ̃(x, y) :=
∑
n∈N

ψn(x, y)en.

Then one can check that

ψ̃(x, y) =
∞∫
0

E
[
φ̃(x, Y x

t (y))
]
dt,

and by estimate (3.4) below that

‖ψ̃(x, y)‖H �
∞∫
0

E
[
‖φ̃(x, Y x

t (y))‖H
]
dt < ∞.

Thus, ψ̃ is H-valued and solves

L2(x, y)ψ̃(x, y) = −φ̃(x, y).

3.1. Properties of the semigroup with frozen slow component

Given φ : H1 ×H2 → R, let

Ttφ(x, y) := E
[
φ(x, Y x

t (y))
]
.

In view of (3.3), we need to study the behavior of Ttφ as well as its first and second 
order derivatives with respect to the y variable both near t = 0 and as t → ∞. Let us 
first collect the following estimates for Y x

t (y).
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Lemma 3.4. Assume (A1) and (A3) hold, and that G ∈ C0,η
b (H1 ×H2, H2). Then there 

exists a unique mild solution Y x
t (y) to the equation (1.4). Moreover, we have:

(i) There exists λ > 0, such that for all q � 1, there exists Cq > 0 such that for all t � 0,

E‖Y x
t (y)‖q2 � Cq

(
1 + e−λt‖y‖q2

)
; (3.4)

(ii) The semigroup of the process Y x
t (y) is strong Feller and irreducible;

(iii) There exist constants C0, λ > 0 such that for any t � 0 and every φ ∈ L∞
p (H1×H2),

∣∣∣∣∣∣Ttφ(x, y) −
∫
H2

φ(x, z)μx(dz)

∣∣∣∣∣∣ � C0‖φ‖L∞
p

(1 + ‖x‖1 + ‖y‖p2)e−λt. (3.5)

Proof. The existence and uniqueness of solutions to SPDE (1.4) with Hölder continuous 
coefficients follows from [22, Theorem 7]. We only need to verify that the assumptions 
4, 5, 6 in [22] hold. To this end, let

Qt :=
t∫

0

esBQ2e
sB∗

ds and Λt = Q
−1/2
t etB.

Then under the assumption (A3) we have

Tr(Qt) =
∑
n∈N

λ2,n

2βn
(1 − e−2βnt) �

∑
n∈N

λ2,n

2β1
� C0Tr(Q2) < +∞.

Note that

‖Λt‖2
L (H2) = sup

n∈N

2βn

λ2,n(e2βnt − 1) .

Thus, we have

T∫
0

‖Λt‖1+ϑ
L (H2)dt < ∞, for some ϑ � max (η, 1 − η),

which implies the desired result. Meanwhile, estimate (3.4) can be proved by following 
the same argument as in [13, Theorem 7.3], and the conclusions in (ii) follow by [20, 
Theorem 4 and Proposition 4]. Furthermore, for any t ∈ [0, T ] one can check that there 
exists a θ > 0 such that

E‖Y x
t (y)‖(−B)θ � CT

(
1 + ‖y‖p2

)
.
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For any r, R > 0, let Br := {y ∈ H2 : ‖y‖2 � r} and K = {y ∈ H2 : ‖y‖(−B)θ � R}. 
Then we have that for R large enough,

inf
y∈Br

P (Y x
T (y) ∈ K) = inf

y∈Br

P (‖Y x
T (y)‖(−B)θ � R)

= 1 − sup
y∈Br

P (‖Y x
T (y)‖(−B)θ > R)

� 1 − sup
y∈Br

E‖Y x,y
T ‖(−B)θ

R
� 1 − CT (1 + rp)

R
> 0.

Thus, estimate (3.5) follows by [28, Theorem 2.5]. �
Let Pt be the Ornstein-Uhlenbeck semigroup defined by

Ptφ(x, y) := E
[
φ(x,Rt(y))

]
,

where

dRt = BRtdt + dW 2
t , R0 = y ∈ H2.

The following result can be proved as in [12, Theorem 4.2]. We omit the details here.

Lemma 3.5. Assume (A1) and (A3) hold. Then for every φ ∈ L∞
p (H1×H2) and t ∈ (0, T ], 

we have Ptφ(x, y) ∈ C0,2
p (H1 ×H2). Moreover,

‖DyPtφ(x, y)‖2 � CT
1√
t
‖φ‖L∞

p
(1 + ‖x‖1 + ‖y‖p2), (3.6)

and for any η ∈ [0, 1],

‖D2
yPtφ(x, y)‖L (H2) � CT

1
t1−η/2 ‖φ‖C0,η

p
(1 + ‖x‖1 + ‖y‖p2), (3.7)

where CT > 0 is a constant.

Based on Lemma 3.5, we have the following result.

Lemma 3.6. Assume (A1) and (A3) hold, and that G ∈ C0,η
b (H1 × H2, H2). Then for 

every φ ∈ L∞
p (H1 ×H2) satisfying (3.2), we have Ttφ(x, y) ∈ C0,1

p (H1 ×H2) with

|Ttφ(x, y)| � C0‖φ‖L∞
p

(1 + ‖x‖1 + ‖y‖p2)e−λt (3.8)

and

‖DyTtφ(x, y)‖2 � C0
1√
t ∧ 1

‖φ‖L∞
p

(1 + ‖x‖1 + ‖y‖p2)e−λt, (3.9)
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where C0, λ > 0 are constants independent of t. If we further assume that φ ∈ C0,η
p (H1×

H2) with η ∈ (0, 1), then Ttφ(x, y) ∈ C0,2
p (H1 ×H2) and

‖D2
yTtφ(x, y)‖L (H2) � C0

1
t1−η/2 ∧ 1

‖φ‖C0,η
p

(1 + ‖x‖1 + ‖y‖p2)e−λt. (3.10)

Proof. Estimate (3.8) follows by (3.5) directly. The assertions that Ttφ(x, y) ∈ C0,1
p (H1×

H2) and Ttφ(x, y) ∈ C0,2
p (H1 ×H2) can be obtained as in [22, Theorem 5]. Let us focus 

on the a-priori estimates (3.9) and (3.10). By Duhamel’s formula (see e.g. [22, (16)]), for 
any t > 0 we have

Ttφ(x, y) = Ptφ(x, y) +
t∫

0

Pt−s〈G,DyTsφ〉2(x, y)ds.

In view of (3.6) and by the assumption that G is bounded, we have for every t ∈ (0, T ],

‖DyTtφ(x, y)‖2 � C0(1 + ‖x‖1 + ‖y‖p2)
(

1√
t
‖φ‖L∞

p

+
t∫

0

1√
t− s

‖DyTsφ(x, y)‖2ds
)
.

By Gronwall’s inequality we obtain

‖DyTtφ(x, y)‖2 � C0
1√
t
‖φ‖L∞

p
(1 + ‖x‖1 + ‖y‖p2), (3.11)

which means that (3.9) is true for t � 2. For t > 2, by the Markov property we have

Ttφ(x, y) = E
[
Tt−1φ(x, Y x

1 (y))
]
.

Using (3.8) and (3.11) with t = 1 and φ replaced by Tt−1φ, we deduce that

‖DyTtφ(x, y)‖2 � C1‖Tt−1φ‖L∞
p

(1 + ‖x‖1 + ‖y‖p2)

� C1e
−λ(t−1)‖φ‖L∞

p
(1 + ‖x‖1 + ‖y‖p2).

To prove (3.10), we first note that by (3.6), (3.7) and interpolation, we have that for any 
η ∈ (0, 1),

‖DyPtφ‖C0,η
p

� C2
1

t(1+η)/2 ‖φ‖L∞
p
.

Thus, we derive that



18 M. Röckner et al. / Journal of Functional Analysis 285 (2023) 110103
‖DyTtφ‖C0,η
p

� C3

(
1

t(1+η)/2 ‖φ‖L∞
p

+
t∫

0

1
(t− s)(1+η)/2 ‖DyTsφ‖L∞

p
ds
)

� C3
1

t(1+η)/2 ∧ 1
‖φ‖L∞

p
.

Combining this with (3.7) and the assumption that G ∈ C0,η
b (H1 ×H2) with η > 0, 

we have

‖D2
yTtφ(x, y)‖L (H2) � C4(1 + ‖x‖1 + ‖y‖p2)

(
1

t1−η/2 ‖φ‖C0,η
p

+
t∫

0

1
(t− s)1−η/2 ‖DyTsφ(x, y)‖C0,η

p
ds
)

� C4
1

t1−η/2 ∧ 1
‖φ‖C0,η

p
(1 + ‖x‖1 + ‖y‖p2),

which means that (3.10) holds for t � 2. Following the same ideas as above, we obtain 
that (3.10) holds for t > 2. �
3.2. Proof of Theorem 3.2

Proof of Theorem 3.2. We divide the proof into three steps.
Step 1. Let ψ(x, y) be defined by (3.3). We first prove that ψ ∈ C0,2

p (H1 ×H2). In fact, 
for every φ ∈ L∞

p (H1 ×H2) satisfying (3.2), by (3.8) we deduce that

|ψ(x, y)| �
∞∫
0

|Ttφ(x, y)|dt � C0‖φ‖L∞
p

∞∫
0

(1 + ‖x‖1 + ‖y‖p2)e−λtdt

� C0‖φ‖L∞
p

(1 + ‖x‖1 + ‖y‖p2), (3.12)

and by (3.9) we have for every k1 ∈ H2,

|〈Dyψ(x, y), k1〉2| �
∞∫
0

|〈DyTtφ(x, y), k1〉2|dt

� C1‖φ‖L∞
p

∞∫
0

1√
t ∧ 1

(1 + ‖x‖1 + ‖y‖p2)‖k1‖2 e
−λtdt

� C1‖φ‖L∞
p

(1 + ‖x‖1 + ‖y‖p2)‖k1‖2. (3.13)

Furthermore, by the dominated convergence theorem we deduce that
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lim
‖k1‖2→0

|ψ(x, y + k1) − ψ(x, y) − 〈Dyψ(x, y), k1〉2|
‖k1‖2

� lim
‖k1‖2→0

∞∫
0

|Ttφ(x, y + k1) − Ttφ(x, y) − 〈DyTtφ(x, y), k1〉2|
‖k1‖2

dt = 0.

Similarly, by using (3.10) we prove that ψ ∈ C0,2
p (H1 ×H2) and for every k1, k2 ∈ H2,

|D2
yψ(x, y).(k1, k2)| � C2‖φ‖C0,η

p
(1 + ‖x‖1 + ‖y‖p2)‖k1‖2‖k2‖2. (3.14)

Here, we remark that the control of ψ and Dyψ depends only on the ‖ · ‖L∞
p

-norm of the 
function φ. In addition, by Fubini’s theorem and the property of the invariant measure, 
we have

∫
H2

ψ(x, y)μx(dy) =
∞∫
0

∫
H2

Ttφ(x, y)μx(dy)dt

=
∞∫
0

∫
H2

φ(x, y)μx(dy)dt = 0.

Thus, the assertion that ψ is the unique solution for equation (3.1) follows by Itô’s 
formula, see e.g. [5, Lemma 4.3].
Step 2. When k = 1 in the assumptions, we prove that ψ(x, y) ∈ C1,0

p (H1 ×H2). In fact, 
for every h1 ∈ H1 and τ > 0, we have

L2(x, y)
ψ(x + τh1, y) − ψ(x, y)

τ
= −φ(x + τh1, y) − φ(x, y)

τ

− 〈G(x + τh1, y) −G(x, y), Dyψ(x + τh1, y)〉2
τ

=: −φτ,h1(x, y).

By the assumptions on φ and G, and using estimates (3.13) and (3.14), one can check 
that φτ,h1(x, y) ∈ C0,η

p (H1 ×H2). We claim that

∫
H2

φτ,h1(x, y)μx(dy) = 0, ∀τ > 0, x, h1 ∈ H1. (3.15)

Then, according to Step 1, we obtain that for every τ > 0,

ψ(x + τh1, y) − ψ(x, y)
τ

=
∞∫
0

Eφτ,h1(x, Y x
t (y))dt. (3.16)

Note that
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lim
τ→0

φτ,h1(x, y) = 〈Dxφ(x, y), h1〉1 + 〈DxG(x, y).h1, Dyψ(x, y)〉2 =: φh1(x, y).

Using the assumption that G ∈ C1,0
b (H1 ×H2) and (3.13), we find that

|φh1(x, y)| � ‖Dxφ(x, y)‖1‖h1‖1 + ‖DxG(x, y)‖L (H1,H2)‖h1‖1‖Dyψ(x, y)‖2

� C3(1 + ‖x‖1 + ‖y‖p2)‖h1‖1. (3.17)

Thus, by the dominated convergence theorem, we obtain
∫
H2

φh1(x, y)μx(dy) = 0, ∀x, h1 ∈ H1.

Combining this with (3.8), we have

|Ttφτ,h1(x, y)| � C4‖φτ,h1‖L∞
p

(1 + ‖x‖1 + ‖y‖p2)e−λt

� C4
(
1 + ‖φh1‖L∞

p

)
(1 + ‖x‖1 + ‖y‖p2)e−λt.

As a result, taking the limit τ → 0 on both sides of (3.16) we get

〈Dxψ(x, y), h1〉1 =
∞∫
0

Eφh1(x, Y x
s (y))ds. (3.18)

It remains to prove (3.15). To this end, for every n ∈ N, let Hn
2 := span{e2,k; 1 � k � n}

and denote the orthogonal projection of H2 onto Hn
2 by Pn

2 . We introduce the following 
approximation of system (1.4):

dY x,n
t = BnY

x,n
t dt + Gn(x, Y x,n

t )dt + Pn
2 dW 2

t , Y x,n
0 = Pn

2 y ∈ Hn
2 , (3.19)

where for (x, y) ∈ H1 ×H2,

Bny := BPn
2 y and Gn(x, y) := Pn

2 G(x, Pn
2 y).

Since system (3.19) is finite dimensional, there exists a unique strong solution, see e.g. 
[49]. It is easy to check that Gn is uniformly bounded with respect to n. Thus the 
solution to equation (3.19) has the same long-time behavior as the one to equation (1.4). 
Let μx

n(dy) be the invariant measure for Y x,n
t , and define Ln

2 (x, y) by

Ln
2 (x, y)ϕ(x, y) := 〈Bny + Gn(x, y), Dyϕ(x, y)〉2

+ 1
2Tr

[
D2

yϕ(x, y)Q2,n
]
, ∀ϕ ∈ C0,2

p (H1 ×Hn
2 ),

where Q2,n := Q2P
n
2 . Consider the Poisson equation corresponding to (3.19):
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Ln
2 (x, y)ψn(x, y) = −φ(x, Pn

2 y) =: −φn(x, y). (3.20)

As in Step 1, the unique solution is given by

ψn(x, y) =
∞∫
0

E
[
φn(x, Y x,n

t (y))
]
dt.

Since Y x,n
t (yn) converges strongly to Y x

t (y), combining this with the arguments in [5, 
Subsection 4.1] (see also [17, Section 6] and [23, Theorem 7, Step 3]), we have for every 
x ∈ H1 and y ∈ H2,

lim
n→∞

ψn(x, y) = ψ(x, y), lim
n→∞

〈Dyψ
n(x, y), k2〉2 = 〈Dyψ(x, y), k2〉2. (3.21)

For every τ > 0 and h1 ∈ H1, define

φn
τ,h1

(x, y) :=
[
φn(x + τh1, y) − φn(x, y)

]
+ 〈Gn(x + τh1, y) −Gn(x, y), Dyψ

n(x + τh1, y)〉2.

Since (3.20) is an equation in finite dimensions, according to [47, Lemma 3.2] we have

∫
Hn

2

φn
τ,h1

(x, y)μx
n(dy) = 0.

Using estimates (3.17), (3.21), the formula above [5, (4.4)] and taking the limit n → ∞
on both sides of the above equality, we obtain (3.15).
Step 3. When k = 2 in the assumptions, we prove that ψ(x, y) ∈ C2,0

p (H1 ×H2). In view 
of (3.18) and according to the results in Step 1, we can conclude that 〈Dxψ(x, y), h1〉1 ∈
C0,2

p (H1 ×H2) with

|〈Dxψ(x, y), h1〉1| � C5‖φh1‖L∞
p

(1 + ‖x‖1 + ‖y‖p2)

� C5(1 + ‖x‖1 + ‖y‖p2)‖h1‖1,

and

|DyDxψ(x, y).(h1, k)| � C5‖φh1‖L∞
p

(1 + ‖x‖1 + ‖y‖p2)‖k‖2

� C5(1 + ‖x‖1 + ‖y‖p2)‖h1‖1‖k‖2. (3.22)

Moreover, we have

L2(x, y)〈Dxψ(x, y), h1〉1 = −φh1(x, y). (3.23)
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Below, we mainly focus on the a-priori estimate, the specific procedure can be done as 
in Step 2. Since 〈Dxψ(x, y), h1〉1 is a classical solution, by taking derivative with respect 
to the x variable on both sides of the equation, we have that for any h1, h2 ∈ H1,

L2(x, y)(D2
xψ(x, y).(h1, h2)) = −D2

xφ(x, y).(h1, h2)

− 2DyDxψ(x, y).(h2, DxG(x, y).h1)

− 〈D2
xG(x, y).(h1, h2), Dyψ(x, y)〉2 =: −φh1,h2(x, y).

By the assumption that G ∈ C2,0
b (H1 ×H2) and (3.22), we get

|φh1,h2(x, y)| � ‖D2
xφ(x, y)‖L (H1×H1)‖h1‖1‖h2‖1

+ 2|DyDxψ(x, y).(h2, DxG(x, y).h1)|
+ |〈D2

xG(x, y).(h1, h2), Dyψ(x, y)〉2|
� C6(1 + ‖x‖1 + ‖y‖p2)‖h1‖1‖h2‖1.

Furthermore, by using [47, Lemma 3.2] again and the same approximation argument as 
in Step 2, we have that φh1,h2(x, y) satisfies the centering condition

∫
H2

φh1,h2(x, y)μx(dy) = 0. (3.24)

Thus, in view of (3.12) and (3.13) we get that (D2
xψ(x, y).(h1, h2)) ∈ C0,2

p (H1×H2) with

|D2
xψ(x, y).(h1, h2)| � C7‖φh1,h2‖L∞

p
(1 + ‖x‖1 + ‖y‖p2)

� C7(1 + ‖x‖1 + ‖y‖p2)‖h1‖1‖h2‖1.

The proof is finished. �
Given a function F (x, y), recall that F̄ is defined by (1.3). It is not so easy to study 

the regularity of the averaged function, which contains a separate problem connected 
with the smoothness of the invariant measure μx(dy). Here, we provide formulas for the 
derivatives of F̄ by using Theorem 3.2.

Lemma 3.7. Assume that F ∈ C1,η
p (H1×H2) with η > 0, and let Ψ(x, y) solve the Poisson 

equation (2.4). Then for any h1 ∈ H1, we have

DxF̄ (x).h1 =
∫
H2

[
DxF (x, y).h1+〈DxG(x, y).h1, DyΨ(x, y)〉2

]
μx(dy). (3.25)

Furthermore, assume that F ∈ C2,η
p (H1 ×H2), then we have for any h1, h2 ∈ H1,
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D2
xF̄ (x).(h1, h2) =

∫
H2

[
D2

xF (x, y).(h1, h2)+2DyDxΨ(x, y).(h2, DxG(x, y).h1)

+ 〈D2
xG(x, y).(h1, h2), DyΨ(x, y)〉2

]
μx(dy). (3.26)

In particular, we have

‖DxF̄ (x).h1‖1 � C0‖h1‖1, ‖D2
xF̄ (x).(h1, h2)‖1 � C0‖h1‖1‖h2‖1, (3.27)

where C0 > 0 is a constant.

Remark 3.8. The interesting point in formula (3.25) (and also in (3.26)) lies in the fact 
that the regularity of the averaged function F̄ with respect to the x-variable can be 
transferred from the regularity of the solution Ψ with respect to the y-variable. Since Ψ
is the solution to the corresponding Poisson equation, we get the required regularity by 
the uniform ellipticity property of the generator L2(x, y) as been proven in Theorem 3.2.

Proof. Recall that

L2(x, y)Ψ(x, y) = −δF (x, y) = −(F (x, y) − F̄ (x)).

Note that δF satisfies the centering condition (3.2). As in the proof of (3.23), we have

L2(x, y)DxΨ(x, y).h1 = −DxδF (x, y).h1 − 〈DxG(x, y).h1, DyΨ(x, y)〉2.

Moreover, we have
∫
H2

[
DxδF (x, y).h1 + 〈DxG(x, y).h1, DyΨ(x, y)〉2

]
μx(dy) = 0.

Note that ∫
H2

DxF̄ (x).h1μ
x(dy) = DxF̄ (x).h1,

hence we get (3.25). Similarly, as in (3.24) we have

∫
H2

[
D2

xδF (x, y).(h1, h2) + 2DyDxΨ(x, y).(h2, DxG(x, y).h1)

+ 〈D2
xG(x, y).(h1, h2), DyΨ(x, y)〉2

]
μx(dy) = 0,

which in turn yields (3.26). Finally, due to the fact that for any p � 1,
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∫
H2

(
1 + ‖y‖2

)p
μx(dy) < ∞,

we get estimate (3.27). �
4. Strong convergence in the averaging principle

Due to the presence of unbounded operators in the equation, we should introduce 
the Galerkin approximation scheme to reduce the infinite dimensional problem to a 
finite dimensional one and to justify all the computations in the sequel. Since this is a 
standard tool and to simplify the notations, we omit it in this section and Section 5. 
We refer the interested readers to [5, Section 4] for more details. In the following, all 
the upper bounds should be understood to hold uniformly with respect to the auxiliary 
approximation parameter.

4.1. Moment estimates

Throughout this section, we assume that (A1) and (A3) hold, F ∈ C1,η
p (H1 ×H2, H1)

and G ∈ C1,η
b (H1 ×H2, H2) with η > 0. We have the following result.

Lemma 4.1. For any (x, y) ∈ H1×H2, there exists a unique mild solution for the equation 
(1.1), i.e., for every t � 0,

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

Xε
t = etAx +

t∫
0

e(t−s)AF (Xε
s , Y

ε
s )ds +

t∫
0

e(t−s)AdW 1
s ,

Y ε
t = e

t
εBy + ε−1

t∫
0

e
t−s
ε BG(Xε

s , Y
ε
s )ds + ε−1/2

t∫
0

e
t−s
ε BdW 2

s .

(4.1)

Moreover, for any T > 0, q � 1 and x ∈ D((−A)θ) with θ ∈ [0, 1), we have

sup
ε∈(0,1)

sup
t∈[0,T ]

E‖(−A)θXε
t ‖q1 � Cθ,q,T

(
1 + ‖x‖q(−A)θ + ‖y‖pq2

)
(4.2)

and

sup
ε∈(0,1)

sup
t∈[0,T ]

E‖Y ε
t ‖q2 � Cq,T (1 + ‖y‖q2), (4.3)

where Cθ,q,T , Cq,T > 0 are constants.

Proof. To show the well-posedness of SPDE (1.1), we rewrite (1.1) as follows:

dV ε
t = AεV

ε
t dt + Gε(V ε

t )dt + dW ε
t , V ε

0 = (x, y) ∈ H1 ×H2, (4.4)
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where V ε
t := (Xε

t , Y
ε
t ), Aε := (A, ε−1B), Gε := (F, ε−1G), and W ε

t is a Qε-Wiener pro-
cess with Qε := (Q1, ε−1/2Q2). It is clear that the family of vectors Λ := {(e1,n, 0) ∪
(0, e2,n)}n∈N is an orthonormal basis for the Hilbert space H := H1 × H2. One can 
check that Λ is a set of eigenvectors which diagonalizes the operators Aε and Qε and 
{αn, βn}n∈N are eigenvalues of Aε, while {λi,n}i=1,2,n∈N are eigenvalues of Qε. As in 
the proof of Lemma 3.4, the well-posedness of SPDE (4.4) with Hölder continuous coeffi-
cients follows from [22, Theorem 7]. Furthermore, estimate (4.2) can be proved similarly 
as in [7, Proposition 2.10] or [14, Proposition 4.3], and estimate (4.3) can be proved as 
in [14, Proposition 4.2]. We omit the details here. �

Note that estimate (4.2) holds only for θ < 1. In order to get the estimate for θ = 1, we 
need some extra regularity results for Xε

t and Y ε
t with respect to the time variable. The 

following two results extend [14, Proposition 4.4] and [5, Proposition A.4], respectively.

Lemma 4.2. Let T > 0, γ ∈ [0, 1], x ∈ D((−A)θ) with θ ∈ [0, γ] and y ∈ H2. Then for 
every q � 1 and 0 < s � t � T , we have

(
E‖Xε

t −Xε
s‖q1
) 1

q � Cθ,γ,q,T

(
(t− s)γ

sγ−θ
e−

α1
2 s‖x‖(−A)θ

+ (t− s) 1
2
(
1 + ‖x‖1 + ‖y‖p2

))
,

where Cθ,γ,q,T > 0 is a constant.

Proof. The proof is postponed to the Appendix. �
Lemma 4.3. Let T > 0, γ ∈ [0, 1/2], x ∈ H1 and y ∈ D((−B)θ) with θ ∈ [0, γ]. Then for 
every q � 1 and 0 < s � t � T , we have

(
E‖Y ε

t − Y ε
s ‖q2
) 1

q � Cθ,γ,q,T

(
(t− s)γ

sγ−θεθ
e−

β1
2ε s‖y‖(−B)θ + (t− s)γ

εγ

)
,

where Cθ,γ,q,T > 0 is a constant.

Proof. The proof is postponed to the Appendix. �
Now we have the following moment estimate.

Lemma 4.4. Let T > 0, x ∈ D((−A)θ) with θ ∈ [0, 1] and y ∈ H2. Then for any q � 1, 
γ > 0 and 0 � t � T , we have

(
E‖AXε

t ‖q1
)1/q � Cθ,γ,q,T

(
t(θ−1) + ε−γ

)(
1 + ‖x‖2

(−A)θ + ‖y‖2p
2
)
,

where Cθ,γ,q,T > 0 is a constant.
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Proof. The proof is postponed to the Appendix. �
The following results for the averaged equation can be proved as in Lemmas 4.1, 4.2

and 4.4.

Lemma 4.5. For x ∈ H1, the averaged equation (1.2) has a unique mild solution, i.e., for 
all t > 0,

X̄t = etAx +
t∫

0

e(t−s)AF̄ (X̄s)ds +
t∫

0

e(t−s)AdW 1
s . (4.5)

In addition, we have:
(i) For any q � 1 and x ∈ D(−A)θ with θ ∈ [0, 1),

sup
t∈[0,T ]

E‖(−A)θX̄t‖q1 � Cθ,q,T (1 + ‖x‖q(−A)θ);

(ii) For any q � 1, θ ∈ [0, 1] and 0 � t � T ,

(E‖AX̄t‖q1)1/q � Cθ,q,T (1 + tθ−1‖x‖(−A)θ);

(iii) For any q � 1, γ ∈ [0, 1], x ∈ D((−A)θ) with θ ∈ [0, γ] and 0 < s � t � T ,

(
E‖X̄t − X̄s‖q1

) 1
q � Cθ,γ,q,T

(
(t− s)γ

sγ−θ
e−

α1
2 s‖x‖(−A)θ + (t− s) 1

2
(
1 + ‖x‖1

))
;

where Cθ,q,T , Cθ,γ,q,T > 0 are constants.

4.2. Proof of Theorem 2.2

Define

L1ϕ(x, y) := L1(x, y)ϕ(x, y) := 〈Ax + F (x, y), Dxϕ(x, y)〉1

+ 1
2Tr

[
D2

xϕ(x, y)Q1
]
, ∀ϕ ∈ C2,0

p (H1 ×H2). (4.6)

We first establish the following strong fluctuation estimate for an appropriate integral 
functional of (Xε

r , Y
ε
r ) over the time interval [s, t], which will play an important role in 

proving Theorem 2.2.

Lemma 4.6 (Strong fluctuation estimate). Let T, θ > 0, x ∈ D((−A)θ) and y ∈
D((−B)θ). Assume that (A1)-(A3) hold. Then for any γ ∈ [0, θ ∧ 1/2), q � 1, 
0 � s � t � T and φ̃ ∈ C2,η

p (H1 ×H2, H1) satisfying (3.2), we have
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E

∥∥∥∥∥∥
t∫

s

(−A)γe(t−r)Aφ̃(Xε
r , Y

ε
r )dr

∥∥∥∥∥∥
q

1

� Cq,γ,T (t− s)(θ−γ)q εq/2,

where Cq,γ,T > 0 is a constant.

Proof. Let ψ̃ solve the Poisson equation

L2(x, y)ψ̃(x, y) = −φ̃(x, y),

and define

ψ̃t,γ(r, x, y) := (−A)γe(t−r)Aψ̃(x, y). (4.7)

Since L2 is an operator with respect to the y-variable, one can check that

L2(x, y)ψ̃t,γ(r, x, y) = −(−A)γe(t−r)Aφ̃(x, y). (4.8)

According to Theorem 3.2, we know that ψ̃ ∈ C2,0
p (H1 ×H2, H1) ∩ C0,2

p (H1 ×H2, H1). 
Applying Itô’s formula to ψ̃t,γ(t, Xε

t , Y
ε
t ) we get

ψ̃t,γ(t,Xε
t , Y

ε
t ) = ψ̃t,γ(s,Xε

s , Y
ε
s ) +

t∫
s

(∂r + L1)ψ̃t,γ(r,Xε
r , Y

ε
r )dr

+ 1
ε

t∫
s

L2ψ̃t,γ(r,Xε
r , Y

ε
r )dr + M1

t,s + 1√
ε
M2

t,s, (4.9)

where M1
t,s and M2

t,s are defined by

M1
t,s :=

t∫
s

Dxψ̃t,γ(r,Xε
r , Y

ε
r )dW 1

r and M2
t,s :=

t∫
s

Dyψ̃t,γ(r,Xε
r , Y

ε
r )dW 2

r .

Multiplying both sides of (4.9) by ε and using (4.8), we obtain

t∫
s

(−A)γe(t−r)Aφ̃(Xε
r , Y

ε
r )dr

= −
t∫

s

L2ψ̃t,γ(r,Xε
r , Y

ε
r )dr = ε

[
ψ̃t,γ(s,Xε

s , Y
ε
s ) − ψ̃t,γ(t,Xε

t , Y
ε
t )
]

+ ε

t∫
s

(∂r + L1)ψ̃t,γ(r,Xε
r , Y

ε
r )dr + εM1

t,s +
√
εM2

t,s.



28 M. Röckner et al. / Journal of Functional Analysis 285 (2023) 110103
Note that

t∫
s

∂rψ̃t,γ(r,Xε
r , Y

ε
r )dr =

t∫
s

∂rψ̃t,γ(r,Xε
t , Y

ε
t )dr

+
t∫

s

∂r

[
ψ̃t,γ(r,Xε

r , Y
ε
r ) − ψ̃t,γ(r,Xε

t , Y
ε
t )
]
dr

= ψ̃t,γ(t,Xε
t , Y

ε
t ) − ψ̃t,γ(s,Xε

t , Y
ε
t )

+
t∫

s

∂r

[
ψ̃t,γ(r,Xε

r , Y
ε
r ) − ψ̃t,γ(r,Xε

t , Y
ε
t )
]
dr,

and that

∂rψ̃t,γ(r, x, y) = (−A)1+γe(t−r)Aψ̃(x, y).

As a result, we further get

t∫
s

(−A)γe(t−r)Aφ̃(Xε
r , Y

ε
r )dr = ε (−A)γe(t−s)A[ψ̃(Xε

s , Y
ε
s ) − ψ̃(Xε

t , Y
ε
t )
]

+ ε

t∫
s

(−A)1+γe(t−r)A (ψ̃(Xε
r , Y

ε
r ) − ψ̃(Xε

t , Y
ε
t )
)
dr

+ ε

t∫
s

L1ψ̃t,γ(r,Xε
r , Y

ε
r )dr + εM1

t,s +
√
εM2

t,s.

Thus for any 0 � s � t � T and q � 1, we deduce that

E

∥∥∥∥∥∥
t∫

s

(−A)γe(t−r)Aφ̃(Xε
r , Y

ε
r )dr

∥∥∥∥∥∥
q

1

� C0

(
εq E

∥∥(−A)γe(t−s)A[ψ̃(Xε
s , Y

ε
s ) − ψ̃(Xε

t , Y
ε
t )
]∥∥q

1

+ εq E

∥∥∥∥∥∥
t∫

s

(−A)1+γe(t−r)A (ψ̃(Xε
r , Y

ε
r ) − ψ̃(Xε

t , Y
ε
t )
)
dr

∥∥∥∥∥∥
q

1

+ εq E

∥∥∥∥∥∥
t∫

s

L1ψ̃t,γ(r,Xε
r , Y

ε
r )dr

∥∥∥∥∥∥
q

1

+ εq E‖M1
t,s‖q1 + εq/2 E‖M2

t,s‖q1
)

=:
5∑

i=1
Ji(t, s, ε).
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For the first term, by the estimates obtained in Lemmas 4.1, 4.2, 4.3 and the fact that 
θ < 1/2, we have

J1(t, s, ε)�C1 ε
q (t− s)−γq

(
E
(
1 + ‖Xε

t ‖1 + ‖Xε
s‖1 + ‖Y ε

t ‖p2 + ‖Y ε
s ‖p2
)2q)1/2

·
(
E‖Xε

t −Xε
s‖2q

1 + E‖Y ε
t − Y ε

s ‖2q
2

)1/2

� C1 (t− s)(θ−γ)qε(1−θ)q � C1 (t− s)(θ−γ)qεq/2.

Similarly, by Minkowski’s inequality we also have

J2(t, s, ε)� C2 ε
q

( t∫
s

(t− r)−1−γ

[(
E
[
‖Xε

t −Xε
r‖2q

1
])1/2q

+
(
E
[
‖Y ε

t − Y ε
r ‖2q

2
])1/2q

]
dr
)q

� C2 ε
q

⎛
⎝ t∫

s

(t− r)−1−γ (t− r)θ

εθ
dr

⎞
⎠

q

� C2 (t− s)(θ−γ)qε(1−θ)q � C2 (t− s)(θ−γ)qεq/2.

To control the third term, by definitions (4.6), (4.7) and Theorem 3.2, one can check 
that

‖L1ψ̃t,γ(r, x, y)‖1 � C3 (t− r)−γ
(
1 + ‖Ax‖1 + ‖y‖p2)(1 + ‖x‖1 + ‖y‖p2),

which in turn yields by Minkowski’s inequality and Lemma 4.4 that for γ′ ∈ (0, 1/2),

J3(t, s, ε) � C3 ε
q

⎛
⎝ t∫

s

(t− r)−γ(r(θ−1) + ε−γ′
)dr

⎞
⎠

q

� C3 ε
(1−γ′)q

⎛
⎝ t∫

s

(t− r)−γr(θ−1)dr

⎞
⎠

q

� C3 (t− s)(θ−γ)qε(1−γ′)q � C3 (t− s)(θ−γ)qεq/2.

As for I4(t, s, ε), by Burkholder-Davis-Gundy’s inequality and the assumption (A3), we 
have

J4(t, s, ε) � C4 ε
q

⎛
⎝ t∫

E‖(−A)γe(t−r)ADxψ̃(Xε
r , Y

ε
r )Q1/2

1 ‖2
L2(H1)dr

⎞
⎠

q/2
s
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� C4 (t− s)(1/2−γ)qεq � C4 (t− s)(θ−γ)qεq,

and similarly one can check that

J5(t, s, ε) � C5 (t− s)(1/2−γ)qεq/2 � C5 (t− s)(θ−γ)qεq/2.

Combining the above computations, we get the desired estimate. �
Now, we are in the position to give:

Proof of Theorem 2.2. Let T > 0. In view of (4.1) and (4.5), we have for every t ∈ [0, T ]
and γ ∈ [0, θ ∧ 1/2),

(−A)γ(Xε
t − X̄t) =

t∫
0

(−A)γe(t−s)A[F̄ (Xε
s ) − F̄ (X̄s)

]
ds

+
t∫

0

(−A)γe(t−s)AδF (Xε
s , Y

ε
s )ds,

where δF is defined by (1.8). Thus for any q � 1, we have

E‖(−A)γ(Xε
t − X̄t)‖q1 � Cq E

∥∥∥∥∥∥
t∫

0

(−A)γe(t−s)A[F̄ (Xε
s ) − F̄ (X̄s)

]
ds

∥∥∥∥∥∥
q

1

+ Cq E

∥∥∥∥∥∥
t∫

0

(−A)γe(t−s)AδF (Xε
s , Y

ε
s )ds

∥∥∥∥∥∥
q

1

=: I1(t, ε) + I2(t, ε).

By Lemma 3.7 and Minkowski’s inequality, we deduce that

I1(t, ε) � C1 E

⎛
⎝ t∫

0

(t− s)−γ‖F̄ (Xε
s ) − F̄ (X̄s)‖1ds

⎞
⎠

q

� C1

⎛
⎝ t∫

0

(t− s)−γ
(
E‖Xε

s − X̄s‖q1
)1/q

ds

⎞
⎠

q

.

For the second term, note that δF (x, y) satisfies the centering condition (3.2). As a result, 
it follows by Lemma 4.6 directly that

I2(t, ε) � C2 ε
q/2.
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Thus we arrive at

E‖(−A)γ(Xε
t − X̄t)‖q1 � C3 ε

q/2 + C3

⎛
⎝ t∫

0

(t− s)−γ
(
E‖Xε

s − X̄s‖q1
)1/q

ds

⎞
⎠

q

. (4.10)

Letting γ = 0, by Gronwall’s inequality we obtain

sup
t∈[0,T ]

E‖Xε
t − X̄t‖q1 � C4 ε

q/2.

Taking this back into (4.10), we get the desired result. �
Remark 4.7. Let us explain why γ < 1/2 in (2.3) should be the best possible. In fact, 
from the proof of Lemma 4.6, the main reason is that the processes Xε

t and Y ε
t are only 

γ-Hölder continuous with respect to the time variable with γ < 1/2. From another point 
of view, for Zε

t given by (1.5), estimate (2.3) means that for every t � 0, we have

sup
ε∈(0,1)

E‖(−A)γZε
t ‖2

1 < ∞.

But by Theorem 2.5, we have that Zε
t converges to Z̄t with Z̄t satisfying (2.6). Through 

straightforward computations we find that E‖(−A)γZ̄t‖2
1 < ∞ only if γ < 1/2.

5. Normal deviations

5.1. Kolmogorov equation

Recall that X̄t and Z̄t satisfy the equations (1.2) and (2.6), respectively. We write a 
system of equations for the process (X̄t, Z̄t) as follows:

{
dX̄t = AX̄tdt + F̄ (X̄t)dt + dW 1

t , X̄0 = x,

dZ̄t = AZ̄tdt + DxF̄ (X̄t).Z̄tdt + σ(X̄t)dW̃t, Z̄0 = 0.

Note that the processes X̄t and Z̄t depend on the initial value x. Below, we shall write 
X̄t(x) when we want to stress its dependence on the initial value, and use Z̄t(x, z) to 
denote the process Z̄t with initial point Z̄0 = z ∈ H1.

Let L̄ be the formal infinitesimal generator of the Markov process (X̄t, Z̄t), i.e.,

L̄ := L̄1 + L̄3,

where for every ϕ ∈ C2
p(H1), L̄1 and L̄3 are defined by
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L̄1ϕ(x) := L̄1(x)ϕ(x) := 〈Ax + F̄ (x), Dxϕ(x)〉1 + 1
2Tr[D

2
xϕ(x)Q1], (5.1)

L̄3ϕ(z) := L̄3(x, z)ϕ(z) := 〈Az + DxF̄ (x)z,Dzϕ(z)〉1

+ 1
2 Tr

[
D2

zϕ(z)σ(x)σ∗(x)
]
. (5.2)

Fix T > 0, consider the following Cauchy problem on [0, T ] ×H1 ×H1:

{
∂tū(t, x, z) = L̄ ū(t, x, z), t ∈ (0, T ],

ū(0, x, z) = ϕ(z),
(5.3)

where ϕ : H1 → R. We have the following result, which will be used below to prove the 
weak convergence of Zε

t to Z̄t in Subsection 5.3.

Theorem 5.1. For every ϕ ∈ C4
b (H1), there exists a solution ū ∈ C1,2,4

b ([0, T ] ×H1 ×H1)
to the equation (5.3) which is given by

ū(t, x, z) = E
[
ϕ(Z̄t(x, z))

]
. (5.4)

Moreover, we have:
(i) For any t ∈ (0, T ], x, z ∈ H1 and h ∈ D((−A)β) with β ∈ [0, 1],

|Dzū(t, x, z).(−A)βh| � C1 t
−β‖h‖1; (5.5)

(ii) For any t ∈ (0, T ], x, z ∈ H1, h ∈ D((−A)β1) and k ∈ D((−A)β2) with β1, β2 ∈ [0, 1],

|D2
z ū(t, x, z).((−A)β1h, (−A)β2k)| � C2 t

−β1−β2‖h‖1‖k‖1, (5.6)

and for any x, z, k ∈ H1 and h ∈ D((−A)β) with β ∈ [0, 1],

|DxDzū(t, x, z).((−A)βh, k)| � C2 t
−β‖h‖1‖k‖1; (5.7)

(iii) For any t ∈ (0, T ], x, z ∈ H1, h ∈ D((−A)β1), k ∈ D((−A)β2) and l ∈ D((−A)β3)
with β1, β2, β3 ∈ [0, 1],

|D3
z ū(t, x, z).((−A)β1h, (−A)β2k, (−A)β3 l)|

� C3 t
−β1−β2−β3‖h‖1‖k‖1‖l‖1, (5.8)

and for any x, z, l ∈ H1, h ∈ D((−A)β1) and k ∈ D((−A)β2) with β1, β2 ∈ [0, 1],

|DxD
2
z ū(t, x, z).((−A)β1h, (−A)β2k, l)|

� C3 t
−β1−β2‖h‖1‖k‖1‖l‖1; (5.9)
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(iv) For any t ∈ (0, T ], x ∈ D(−A) and z, h ∈ H1,

|∂tDzū(t, x, z).h| � C4

(
t−1(1 + ‖z‖1) + ‖Ax‖1 + ‖x‖2

1

)
‖h‖1; (5.10)

(v) For any t ∈ (0, T ], x ∈ D(−A) and z, h, k ∈ H1,

|∂tD2
z ū(t, x, z).(h, k)|�C5

(
t−1(1+‖z‖1)+‖Ax‖1+‖x‖2

1

)
‖h‖1‖k‖1, (5.11)

and for any x ∈ D(−A), z, h ∈ H1 and k ∈ D((−A)),

|∂tDxDzū(t, x, z).(h, k)| � C5

(
t−1(1 + ‖z‖1) + ‖Ax‖1 + ‖x‖2

1

)
‖h‖1‖k‖1

+ C5 ‖h‖1‖Ak‖1; (5.12)

where Ci, i = 1, · · · , 5, are positive constants.

Remark 5.2. The estimates in (i)-(iii) have been studied in [7, Proposition 7.1] when the 
diffusion coefficient is a constant and in [9, Theorem 4.2, Theorem 4.3 and Proposition 
4.5] for general nonlinear diffusion coefficients. However, the indexes β in (5.5) and (5.7), 
β1, β2, β3 in (5.6), (5.8) and (5.9) are restricted to [0, 1), which is not sufficient for us to 
use below. The key observation here is that the equation (2.6) satisfied by Z̄t is a linear 
one, and we do not involve estimates for Dxū and D2

xū. Thus some new techniques are 
needed in the proof of Theorem 2.5 to avoid using these estimates.

Proof. (i)-(iii). By using the same argument as in [21, Theorem 13], we prove that ū
defined by (5.4) is a solution to the equation (5.3). Moreover, ū has bounded Gâteaux 
derivatives with respect to the x-variable up to order 2 and with respect to the z-variable 
up to order 4, see also [7, Section 7] and [9, Section 4]. Furthermore, in view of (5.4) we 
deduce that for any β ∈ [0, 1],

Dzū(t, x, z).(−A)βh = E
[
〈Dϕ(Z̄t(x, z)), DzZ̄t(x, z).(−A)βh〉1

]
.

Since Z̄t satisfies (2.6), we thus have

d(DzZ̄t(x, z).(−A)βh) =
(
A + DxF̄ (X̄t)

)
.(DzZ̄t(x, z).(−A)βh)dt,

and the initial value is given by DzZ̄0(x, z).(−A)βh = (−A)βh. This is a linear equation. 
As a result, for β � 1 we have that

‖DzZ̄t(x, z).(−A)βh‖1 = ‖e
∫ t
0 DxF̄ (X̄s)dsetA · (−A)βh‖1 � C0 t

−β‖h‖1,

which in turn yields (5.5). Estimates (5.6)-(5.9) can be proved similarly, hence we omit 
the details here.
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(iv) To prove estimate (5.10), by (5.3) we note that for any h ∈ H1,

∂tDzū(t, x, z).h = Dz∂tū(t, x, z).h = Dz(L̄1 + L̄3)ū(t, x, z).h. (5.13)

By definition (5.1) we have

DzL̄1ū(t, x, z).h = DzDxū(t, x, z).(Ax + F̄ (x), h)

+ 1
2

∞∑
n=1

λ1,nDzD
2
xū(t, x, z).(e1,n, e1,n, h), (5.14)

which implies that

|DzL̄1ū(t, x, z).h| � C1(1 + ‖Ax‖1)‖h‖1. (5.15)

Similarly, by definition (5.2) we have

DzL̄3ū(t, x, z).h = 〈Ah + DxF̄ (x).h,Dzū(t, x, z)〉1
+ D2

z ū(t, x, z).(Az + DxF̄ (x).z, h)

+ 1
2

∞∑
n=1

D3
z ū(t, x, z).(σ(x)e1,n, σ(x)e1,n, h), (5.16)

which together with (5.5) and (5.6) yields that

|DzL̄3ū(t, x, z).h| � C2 t
−1(1 + ‖z‖1)‖h‖1 + (1 + ‖x‖2

1)‖h‖1. (5.17)

Combining (5.13), (5.15) and (5.17), we obtain (5.10).
(v) In view of (5.13), (5.14) and (5.16), we note that for any h, k ∈ H1,

∂tD
2
z ū(t, x, z).(h, k) = D2

zDxū(t, x, z).(Ax + F̄ (x), h, k)

+ D2
z ū(t, x, z).(Ah + DxF̄ (x).h, k)

+ D2
z ū(t, x, z).(Ak + DxF̄ (x).k, h)

+ D3
z ū(t, x, z).(Az + DxF̄ (x).z, h, k)

+ 1
2

∞∑
n=1

λ1,nD
2
zD

2
xū(t, x, z).(e1,n, e1,n, h, k)

+ 1
2

∞∑
n=1

D4
z ū(t, x, z).(σ(x)e1,n, σ(x)e1,n, h, k).

Using (5.6), (5.8) and Lemma 3.7, one can check that
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|∂tD2
z ū(t, x, z).(h, k)| � C3 (t−1 + ‖Ax‖1 + ‖x‖2

1 + t−1‖z‖1)‖h‖1‖k‖1,

which means that (5.11) holds. Finally, we have

∂tDxDzū(t, x, z).(h, k) = DxDzDxū(t, x, z).(Ax + F̄ (x), h, k)

+ DzDxū(t, x, z).(Ak + DxF̄ (x).k, h)

+ DxDzū(t, x, z).(Ah + DxF̄ (x).h, k)

+ 〈D2
xF̄ (x).(h, k), Dzū(t, x, z)〉1 + D2

z ū(t, x, z).
(
D2

xF̄ (x).(z, k), h
)

+ DxD
2
z ū(t, x, z).(Az + DxF̄ (x).z, h, k)

+ 1
2

∞∑
n=1

λ1,nDxDzD
2
xū(t, x, z).(e1,n, e1,n, h, k)

+ 1
2

∞∑
n=1

DxD
3
z ū(t, x, z).(σ(x)e1,n, σ(x)e1,n, h, k)

+
∞∑

n=1
D3

z ū(t, x, z).((Dxσ(x).k)e1,n, σ(x)e1,n, h).

Using (5.7), (5.9) and Lemma 3.7 we obtain

|∂tDxDzū(t, x, z).(h, k)| � C4

(
t−1 + ‖Ax‖1 + ‖x‖2

1 + t−1‖z‖1

)
‖h‖1‖k‖1

+ C4‖h‖1‖Ak‖1,

which yields (5.12). �
5.2. Estimates for Zε

t

Recall that Zε
t satisfies (1.7). In particular, we have

Zε
t = 1√

ε

t∫
0

e(t−s)A[F̄ (Xε
s )−F̄ (X̄s)]ds + 1√

ε

t∫
0

e(t−s)AδF (Xε
s , Y

ε
s )ds. (5.18)

By Theorem 2.2 we get that for any q � 1, x ∈ D((−A)θ), y ∈ D((−B)θ) with θ > 0
and γ ∈ [0, θ ∧ 1/2),

E‖(−A)γZε
t ‖q1 < ∞. (5.19)

We shall need the following regularity property of Zε
t with respect to the time variable.
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Lemma 5.3. Let T > 0, x ∈ D((−A)θ) and y ∈ D((−B)θ) with θ ∈ (0, 1]. Assume that 
(A1)-(A3) hold. Then for any q � 1, 0 � s � t � T and ϑ ∈ (0, θ), there exists a 
constant Cq,T > 0 such that

E‖Zε
t − Zε

s‖q1 � Cq,T (t− s)qϑ.

Proof. By (5.18), we have

Zε
t − Zε

s = 1√
ε

t∫
s

e(t−r)A(F̄ (Xε
r ) − F̄ (X̄r))dr

+
(
e(t−s)A − I

) 1√
ε

s∫
0

e(s−r)A(F̄ (Xε
r ) − F̄ (X̄r))dr

+ 1√
ε

t∫
s

e(t−r)AδF (Xε
r , Y

ε
r )dr

+
(
e(t−s)A − I

) 1√
ε

s∫
0

e(s−r)AδF (Xε
r , Y

ε
r )dr =:

4∑
i=1

Zi(t, s).

Using Minkowski’s inequality and Theorem 2.2 with γ = 0, we get that

E‖Z1(t, s)‖q1 � C1

⎛
⎝ 1√

ε

t∫
s

(
E‖Xε

r − X̄r‖q1
)1/qdr

⎞
⎠

q

� C1 (t− s)q.

Furthermore, by Proposition 2.1 (ii) we have that for any ϑ ∈ (0, 1),

E‖Z2(t, s)‖q1

� C2 (t− s)qϑ
⎛
⎝ 1√

ε

s∫
0

(
E‖(−A)ϑe(s−r)A(F̄ (Xε

r ) − F̄ (X̄r))‖q1
)1/q

dr

⎞
⎠

q

� C2 (t− s)qϑ
⎛
⎝ 1√

ε

s∫
0

(s− r)−ϑ
(
E‖Xε

r − X̄r‖q1
)1/qdr

⎞
⎠

q

� C2 (t− s)qϑ.

Note that δF (x, y) satisfies the centering condition (3.2). As a direct consequence of 
Lemma 4.6, we obtain that

E‖Z3(t, s)‖q1 � C3 (t− s)qθ.

Finally, by making use of Proposition 2.1 (ii) and Lemma 4.6 again, we have for any 
ϑ ∈ (0, θ),
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E‖Z4(t, s)‖q1 � C4 (t− s)qϑ E

∥∥∥∥∥∥
1√
ε

s∫
0

(−A)ϑe(s−r)AδF (Xε
r , Y

ε
r )dr

∥∥∥∥∥∥
q

1

� C4 (t− s)qϑ.

Combining the above computations, we get the desired result. �
5.3. Proof of Theorem 2.5

Fix T > 0, and for every ϕ ∈ C1
p(H1), let

Lε
3ϕ(z) := Lε

3(x, y, x̄, z)ϕ(z) := 〈Az,Dzϕ(z)〉1

+ 1√
ε
〈F̄ (x) − F̄ (x̄), Dzϕ(z)〉1 + 1√

ε
〈δF (x, y), Dzϕ(z)〉1. (5.20)

This operator is related to the equation (1.7). We call a function φ(t, x, y, ̄x, z) defined 
on [0, T ] ×H1 ×H2 ×H1 ×H1 admissible, if it is centered, i.e.,

∫
H2

φ(t, x, y, x̄, z)μx(dy) = 0, ∀t > 0, x, x̄, z ∈ H1, (5.21)

and the following conditions hold:
(H): for any t ∈ [0, T ), x, z ∈ H1, y ∈ H2, x̄ ∈ D(−A) and h1, h2 ∈ H1,

|∂tφ(t, x, y, x̄, z)| + |Dx∂tφ(t, x, y, x̄, z).h1| + |Dz∂tφ(t, x, y, x̄, z).h2|
� C0 (T − t)−1(1 + ‖Ax̄‖1 + ‖x̄‖2

1 + ‖z‖1)

× (1 + ‖x‖1 + ‖y‖p2)(‖h1‖1 + ‖h2‖1), (5.22)

and for any h3 ∈ D((−A)),

|Dx̄∂tφ(t, x, y, x̄, z).h3| � C0

(
(T − t)−1(1 + ‖Ax̄‖1 + ‖x̄‖2

1 + ‖z‖1)‖h3‖1

+ ‖Ah3‖1

)
× (1 + ‖x‖1 + ‖y‖p2), (5.23)

and for any h ∈ D((−A)ϑ) with ϑ ∈ [0, 1],

|Dzφ(t, x, y, x̄, z).(−A)ϑh| � C0 (T − t)−ϑ(1 + ‖x‖1 + ‖y‖p2)‖h‖1. (5.24)

Given an admissible function φ(t, x, y, ̄x, z) ∈ C1,2,η,2,2
p ([0, T ] ×H1 ×H2 ×H1 ×H1)

with η > 0, let ψ(t, x, y, ̄x, z) solve the following Poisson equation:

L2(x, y)ψ(t, x, y, x̄, z) = −φ(t, x, y, x̄, z), (5.25)
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and define

δF · ∇zψ(t, x, x̄, z) :=
∫
H2

∇zψ(t, x, y, x̄, z).δF (x, y)μx(dy).

The following weak fluctuation estimates for an integral functional of process (Xε
t , Y

ε
t ,

X̄t, Zε
t ) will play an important role in proving Theorem 2.5. Compared with Lemma 4.6, 

extra efforts are needed to control the time singularity in the integral.

Lemma 5.4 (Weak fluctuation estimates). Let T, θ > 0, x ∈ D((−A)θ) and y ∈ D((−B)θ). 
Assume that (A1)-(A3) hold. Then for every admissible function φ ∈ C1,2,η,2,2

p ([0, T ] ×
H1 ×H2 ×H1 ×H1) with η > 0, t ∈ [0, T ] and ζ ∈ (0, 1/2), we have

∣∣∣∣E
( t∫

0

φ(t,Xε
s , Y

ε
s , X̄s, Z

ε
s )ds

)∣∣∣∣ � CT ε
1
2 , (5.26)

and

∣∣∣∣E
(

1√
ε

t∫
0

φ(s,Xε
s , Y

ε
s , X̄s, Z

ε
s )ds

−
t∫

0

δF · ∇zψ(s,Xε
s , X̄s, Z

ε
s )ds

)∣∣∣∣� CT ε
1
2−ζ , (5.27)

where CT > 0 is a constant.

Proof. We divide the proof into two steps.
Step 1. We first prove estimate (5.26). By Theorem 3.2, we have that ψ ∈ C1,2,2,2,2

p ([0, T ] ×
H1 ×H2 ×H1 ×H1). Thus we apply Itô’s formula to ψ(t, Xε

t , Y
ε
t , X̄t, Zε

t ) to derive that

E[ψ(t,Xε
t , Y

ε
t , X̄t, Z

ε
t )]

= ψ(0, x, y, x, 0) + E

⎛
⎝ t∫

0

(∂s + L1 + L̄1 + Lε
3 + DxDx̄)ψ(s,Xε

s , Y
ε
s , X̄s, Z

ε
s )ds

⎞
⎠

+ 1
ε
E

⎛
⎝ t∫

0

L2ψ(s,Xε
s , Y

ε
s , X̄s, Z

ε
s )ds

⎞
⎠ , (5.28)

where L1, L2, L̄1 and Lε
3 are defined by (4.6), (2.5), (5.1) and (5.20), respectively. Mul-

tiplying both sides of the above equality by ε and taking into account (5.25), we obtain
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∣∣∣∣E
( t∫

0

φ(s,Xε
s , Y

ε
s , X̄s, Z

ε
s )ds

)∣∣∣∣
=
∣∣∣∣εE[ψ(0, x, y, x, 0) − ψ(t,Xε

t , Y
ε
t , X̄t, Z

ε
t )
]

+ ε E

( t∫
0

(∂s + L̄1 + L1 + Lε
3)ψ(s,Xε

s , Y
ε
s , X̄s, Z

ε
s )ds

)∣∣∣∣
� εE

∣∣[ψ(0, x, y, x, 0) − ψ(0, Xε
t , Y

ε
t , X̄t, Z

ε
t )
]∣∣

+ εE

∣∣∣∣
t∫

0

[
∂sψ(s,Xε

s , Y
ε
s , X̄s, Z

ε
s ) − ∂sψ(s,Xε

t , Y
ε
t , X̄t, Z

ε
t )
]
ds
∣∣∣∣

+ εE

∣∣∣∣
t∫

0

(L1 + L̄1 + DxDx̄)ψ(s,Xε
s , Y

ε
s , X̄s, Z

ε
s )ds

∣∣∣∣

+ εE

∣∣∣∣
t∫

0

Lε
3ψ(s,Xε

s , Y
ε
s , X̄s, Z

ε
s )ds

∣∣∣∣ =:
4∑

i=1
Oi(t, ε). (5.29)

By making use of Theorem 3.2 and Lemma 4.1, we have

O1(t, ε) � C1 εE
(
1 + ‖Xε

t ‖1 + ‖Y ε
t ‖p2
)
� C1 ε.

For the second term, since φ satisfies (5.22) and (5.23), and t, x, ̄x, z all are parameters 
in equation (5.25), by Theorem 3.2 we get that ψ satisfies (5.22) and (5.23) too, which 
together with Lemmas 4.2, 4.3, 4.5, 5.3 and Hölder’s inequality implies that for any 
ζ ∈ (0, 1/2),

O2(t, ε) � C2 ε

t∫
0

(t− s)−1
(
E(‖X̄s − X̄t‖3

1 + ‖Xε
s −Xε

t ‖3
1

+ ‖Y ε
s − Y ε

t ‖3
2 + ‖Zε

s − Zε
t ‖3

1)
)1/3

ds

+ C2 ε

t∫
0

(
E(‖AX̄s‖2 + ‖AX̄t‖2

1)
)1/2

ds

� C2 ε
1−ζ � C2 ε

1/2.

To treat the third term, since for each t ∈ [0, T ], ψ(t, ·, ·, ·, ·) ∈ C2,2,2,2
p (H1×H1×H2×H1), 

we have



40 M. Röckner et al. / Journal of Functional Analysis 285 (2023) 110103
‖(L1 + L̄1 + DxDx̄)ψ(t, x, y, x̄, z)‖1� |〈Ax + F (x, y), Dxψ(t, x, y, x̄, z)〉1|

+ 1
2 Tr(Q1)‖D2

xψ(t, x, y, x̄, z)‖L (H1×H1,R)

+ |〈Ax̄ + F̄ (x̄), Dx̄ψ(t, x, y, x̄, z)〉1|

+ 1
2 Tr(Q1)‖D2

x̄ψ(t, x, y, x̄, z)‖L (H1×H1,R)

�C3
(
1+‖Ax̄‖1+‖Ax‖1+‖y‖p2)(1+‖x‖1+‖y‖p2

)
.

Thus by Lemmas 4.1, 4.4 and 4.5, we have

O3(t, ε) � C3 ε
1−ζ �C3 ε

1/2.

For the last term, we write

O4(t, ε) =
∣∣∣∣εE

⎛
⎝ t∫

0

〈AZε
s , Dzψ(s,Xε

s , Y
ε
s , X̄s, Z

ε
s )〉1ds

⎞
⎠

+ ε1/2 E

⎛
⎝ t∫

0

〈F̄ (Xε
s ) − F̄ (X̄s), Dzψ(s,Xε

s , Y
ε
s , X̄s, Z

ε
s )〉1ds

⎞
⎠

+ ε1/2 E

⎛
⎝ t∫

0

〈δF (Xε
s , Y

ε
s ), Dzψ(s,Xε

s , Y
ε
s , X̄s, Z

ε
s )〉1ds

⎞
⎠∣∣∣∣ =:

∣∣∣ 3∑
i=1

O4,i(t, ε)
∣∣∣.

In view of (5.24), Theorem 3.2 and (5.19), we have for ζ ∈ (0, 1/2 ∧ θ),

O4,1(t, ε) � C4 ε

t∫
0

(t− s)−1+ζ
(
E‖(−A)ζZε

s‖2
1
)1/2ds � C4 ε.

Furthermore, it is easy to see that

O4,2(t, ε) + O4,3(t, ε) � C4 ε
1/2

t∫
0

(
1 + E‖Xε

s‖2
1

+ E‖X̄s‖2
1 + E‖Y ε

s ‖2p
2

)
ds � C4 ε

1/2.

Combining the above computations, we get the desired result.
Step 2. We proceed to prove estimate (5.27). Multiplying from both sides of (5.28) by 
ε1/2 and following exactly the same arguments as in (5.29), we deduce that for any 
ζ ∈ (0, 1/2),
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∣∣∣∣E
(

1√
ε

t∫
0

φ(s,Xε
s , Y

ε
s , X̄s, Z

ε
s )ds−

t∫
0

δF · ∇zψ(s,Xε
s , X̄s, Z

ε
s )ds

)∣∣∣∣
� ε1/2 ∣∣E[ψ(0, x, y, x, 0) − ψ(0, Xε

t , Y
ε
t , X̄t, Z

ε
t )
]∣∣

+ ε1/2
∣∣∣∣E
⎛
⎝ t∫

0

(
∂tψ(s,Xε

s , Y
ε
s , X̄s, Z

ε
s ) − ∂tψ(s,Xε

t , Y
ε
t , X̄t, Z

ε
t )
)
ds

⎞
⎠∣∣∣∣

+ ε1/2
∣∣∣∣E
⎛
⎝ t∫

0

(L̄1 + L1 + DxDx̄)ψ(s,Xε
s , Y

ε
s , X̄s, Z

ε
s )ds

⎞
⎠∣∣∣∣

+
∣∣∣∣E
(
ε1/2

t∫
0

Lε
3ψ(s,Xε

s , Y
ε
s , X̄s, Z

ε
s )ds−

t∫
0

δF · ∇zψ(s,Xε
s , X̄s, Z

ε
s )ds

)∣∣∣∣

� C1 ε
1/2−ζ +

∣∣∣∣E
(
ε1/2

t∫
0

Lε
3ψ(s,Xε

s , Y
ε
s , X̄s, Z

ε
s )ds

−
t∫

0

δF · ∇zψ(s,Xε
s , X̄s, Z

ε
s )ds

)∣∣∣∣.
Now, for the last term we write

∣∣∣∣E
(
ε1/2

t∫
0

Lε
3ψ(s,Xε

s , Y
ε
s , X̄s, Z

ε
s )ds−

t∫
0

δF · ∇zψ(s,Xε
s , X̄s, Z

ε
s )ds

)∣∣∣∣

� ε1/2
∣∣∣∣E
⎛
⎝ t∫

0

〈AZε
s , Dzψ(s,Xε

s , Y
ε
s , X̄s, Z

ε
s )〉1ds

⎞
⎠∣∣∣∣

+
∣∣∣∣E
⎛
⎝ t∫

0

〈F̄ (Xε
s ) − F̄ (X̄s), Dzψ(s,Xε

s , Y
ε
s , X̄s, Z

ε
s )〉1ds

⎞
⎠∣∣∣∣

+
∣∣∣∣E
( t∫

0

(
〈δF (Xε

s , Y
ε
s ), Dzψ(s,Xε

s , Y
ε
s , X̄s, Z

ε
s )〉1

− δF · ∇zψ(s,Xε
s , X̄s, Z

ε
s )
)
ds
)∣∣∣∣ =:

3∑
i=1

Õi(t, ε).

We argue as for O4,1(t, ε) to get that

Õ1(t, ε) � C2 ε
1/2.
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Using Theorem 2.2, we further have

Õ2(t, ε) �C3

t∫
0

(
1 + E‖Xε

s‖2
1 + E‖Y ε

s ‖2p
2
)1/2(

E‖Xε
s − X̄s‖2

1
)1/2ds �C3 ε

1/2.

Consequently, we obtain that for any ζ ∈ (0, 1/2),

∣∣∣∣E
⎛
⎝ 1√

ε

t∫
0

φ(s,Xε
s , Y

ε
s , X̄s, Z

ε
s )ds−

t∫
0

δF · ∇zψ(s,Xε
s , X̄s, Z

ε
s )ds

⎞
⎠∣∣∣∣

� C4 ε
1/2−ζ +

∣∣∣∣E
( t∫

0

(
〈δF (Xε

s , Y
ε
s ), Dzψ(s,Xε

s , Y
ε
s , X̄s, Z

ε
s )〉1

− δF · ∇zψ(s,Xε
s , X̄s, Z

ε
s )
)
ds
)∣∣∣∣.

Note that by the definition of δF · ∇zψ, the function

φ̃(t, x, y, x̄, z) := 〈δF (x, y), Dzψ(t, x, y, x̄, z)〉1 − δF · ∇zψ(t, x, x̄, z)

satisfies the centering condition (5.21) and assumption (H). Thus, using (5.26) directly, 
we obtain

∣∣∣∣E
( t∫

0

(
〈δF (Xε

s , Y
ε
s ),Dzψ(s,Xε

s , Y
ε
s , X̄s, Z

ε
s )〉1

− δF · ∇zψ(s,Xε
s , X̄s, Z

ε
s )
)
ds
)∣∣∣∣ � C4 ε

1/2.

Combining the above computations, we get the desired result. �
Now, we are in the position to give:

Proof of Theorem 2.5. Fix T > 0 below. Let ū(t, x, z) be the solution of the Cauchy 
problem (5.3). For t ∈ [0, T ], define

ũ(t, x, z) := ū(T − t, x, z).

Then it is easy to check that

ũ(0, x, 0) = ū(T, x, 0) = E[ϕ(Z̄T )] and ũ(T, x, z) = ū(0, x, z) = ϕ(z).

As a result, by Itô’s formula and (5.3) we deduce that
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E[ϕ(Zε
T )] − E[ϕ(Z̄T )] = E[ũ(T, X̄T , Z

ε
T ) − ũ(0, x, 0)]

= E

⎛
⎝ T∫

0

[
∂tũ(t, X̄t, Z

ε
t ) + L̄1(X̄t)ũ(t, X̄t, Z

ε
t ) + Lε

3(Xε
t , Y

ε
t , X̄t, Z

ε
t )ũ(t, X̄t, Z

ε
t )
]
dt

⎞
⎠

= E

⎛
⎝ T∫

0

(
Lε

3(Xε
t , Y

ε
t , X̄t, Z

ε
t ) − L̄3(X̄t, Z

ε
t )
)
ũ(t, X̄t, Z

ε
t )dt

⎞
⎠

= E

⎛
⎝ T∫

0

〈
F̄ (Xε

t ) − F̄ (X̄t)√
ε

−DxF̄ (X̄t).Zε
t , Dzũ(t, X̄t, Z

ε
t ))
〉

1
dt

⎞
⎠

+ 1
2 E

⎛
⎝ T∫

0

Tr
(
D2

z ũ(t, X̄t, Z
ε
t )
[
σ(Xε

t )σ∗(Xε
t ) − σ(X̄t)σ∗(X̄t)

])
dt

⎞
⎠

+
[
E

⎛
⎝ 1√

ε

T∫
0

〈δF (Xε
t , Y

ε
t ), Dzũ(t, X̄t, Z

ε
t ))〉1dt

⎞
⎠

− 1
2 E

⎛
⎝ T∫

0

Tr(D2
z ũ(t, X̄t, Z

ε
t )σ(Xε

t )σ∗(Xε
t ))dt

⎞
⎠] =:

3∑
i=1

Ni(T, ε),

where L̄1, Lε
3 and L̄3 are defined by (5.1), (5.20) and (5.2), respectively. By the mean 

value theorem, Hölder’s inequality, (5.5), (5.19) and Theorem 2.2, we deduce that for 
some ϑ ∈ (0, 1),

|N1(T, ε)| � E

( T∫
0

∣∣∣〈[DxF̄ (Xε
t + ϑ(Xε

t − X̄t))

−DxF̄ (X̄t)].Zε
t , Dzũ(t, X̄t, Z

ε
t )
〉
1

∣∣∣dt)

� C1

T∫
0

(
E‖Xε

t − X̄t‖2
1
)1/2(

E‖Zε
t ‖2

1
)1/2dt � C1 ε

1/2.

Furthermore, let Ut,x̄,z(x) := Tr(D2
z ũ(t, ̄x, z)σ(x)σ∗(x)). Then we have that for every 

h ∈ H1,

|DxUt,x̄,z(x).h| � C2(1 + ‖x‖2
1)‖h‖1,

which together with Theorem 2.2, Lemmas 4.1 and 4.5 yields that
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|N2(T, ε)| � C2

T∫
0

(
1 + E‖Xε

t ‖4
1 + E‖X̄t‖4

1
)1/2(

E‖Xε
t − X̄t‖2

1
)1/2 � C2 ε

1/2.

It remains to control the last term N3(T, ε). For this purpose, recall that Ψ solves the 
Poisson equation (2.4), and define

Φ(t, x, y, x̄, z) := 〈Ψ(x, y), Dzũ(t, x̄, z)〉1.

Since L2 is an operator with respect to the y variable, one can check that Φ solves the 
following Poisson equation:

L2(x, y)Φ(t, x, y, x̄, z) = −〈δF (x, y), Dzũ(t, x̄, z)〉1 =: −φ(t, x, y, x̄, z).

It is obvious that φ satisfies the centering condition (5.21). Furthermore, in view of (5.6), 
(5.10), (5.11) and (5.12), we have that for any t ∈ [0, T ), x, z ∈ H1, y ∈ H2, x̄ ∈ D(−A)
and h, k ∈ H1,

|∂tφ(t, x, y, x̄, z)| + |Dx∂tφ(t, x, y, x̄, z).h| + |Dz∂tφ(t, x, y, x̄, z).k|
� |〈δF (x, y), ∂tDzū(T − t, x̄, z)〉1| + |〈DxδF (x, y).h, ∂tDzū(T − t, x̄, z)〉1|

+ |∂tD2
z ū(T − t, x̄, z).(δF (x, y), k)|

�C3 (T − t)−1(‖h‖1 + ‖k‖1)(1 + ‖Ax̄‖1 + ‖x̄‖2
1 + ‖z‖1)(1+‖x‖1+‖y‖p2),

and for any l ∈ D(−A),

|Dx̄∂tφ(t, x, y, x̄, z).l| = ∂tDx̄Dzū(T − t, x̄, z).(δF (x, y), l)

�C3

(
(T − t)−1(1 + ‖Ax̄‖1 + ‖x̄‖2

1 + ‖z‖1)‖l‖1 + ‖Al‖1

)
× (1 + ‖x‖1 + ‖y‖p2),

and for any h ∈ D((−A)ϑ) with ϑ ∈ [0, 1],

|Dzφ(t, x, y, x̄, z).(−A)ϑh| = D2
z ū(T − t, x̄, z).(δF (x, y), (−A)ϑh)

� C3 (T − t)−ϑ(1 + ‖x‖1 + ‖y‖p2)‖h‖1.

Furthermore, by the definition of σ in (2.7), we have

δF · ∇zΦ(t, x, x̄, z) =
∫
H2

DzΦ(t, x, y, x̄, z).δF (x, y)μx(dy)

=
∫
H2

D2
z ũ(t, x̄, z).(Ψ(x, y), δF (x, y))μx(dy)

= 1
2Tr(D

2
z ũ(t, x̄, z)σ(x)σ∗(x)).
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Thus, it follows by (5.27) directly that for any ζ ∈ (0, 1/2),

|N3(T, ε)| � C3 ε1/2−ζ .

Combining the above computations, we get the desired result. �
6. Appendix

Proof of Lemma 4.2. In view of (4.1), we have

Xε
t −Xε

s = (etA − esA)x +
t∫

s

e(t−r)AF (Xε
r , Y

ε
r )dr

+
s∫

0

(e(t−r)A − e(s−r)A)F (Xε
r , Y

ε
r ))dr +

t∫
s

e(t−r)AdW 1
r

+
s∫

0

(e(t−r)A − e(s−r)A)dW 1
r =:

5∑
i=1

Xi(t, s). (6.1)

Below, we estimate each term on the right hand side of (6.1) separately. For the first 
term, by Proposition 2.1 (iii) we easily get

‖X1(t, s)‖1 � C1
(t− s)γ

sγ−θ
e−

α1
2 s‖x‖(−A)θ .

For the second term, by Minkowski’s inequality and Lemma 4.1, we deduce that

E‖X2(t, s)‖q1 �

⎛
⎝ t∫

s

(
E‖e(t−r)AF (Xε

r , Y
ε
r )‖q1

)1/q
dr

⎞
⎠

q

� C2 (t− s)q
(
1 + ‖x‖q1 + ‖y‖pq2

)
.

Similarly, using Proposition 2.1 (ii), Lemma 4.1 and Minkowski’s inequality again, we 
have

E‖X3(t, s)‖q1 �

⎛
⎝ s∫

0

(
E‖(e(t−s)A) − I)e(s−r)AF (Xε

r , Y
ε
r )‖q1

)1/q
dr

⎞
⎠

q

� C3 (t− s)q/2
⎛
⎝ s∫

0

(
E‖(−A)1/2e(s−r)AF (Xε

r , Y
ε
r )‖q1

)1/q
dr

⎞
⎠

q

� C3 (t− s)q/2
(
1 + ‖x‖q1 + ‖y‖pq2

)
.
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Using Burkholder-Davis-Gundy’s inequality and the assumption (A3), we further get

E‖X4(t, s)‖q1 � C4

⎛
⎝ t∫

s

‖e(t−r)AQ
1/2
1 ‖2

L2(H1)dr

⎞
⎠

q/2

� C4 (t− s)q/2,

and

E‖X5(t, s)‖q1 � C5 (t− s)q/2
⎛
⎝ s∫

0

‖(−A)1/2e(s−r)AQ
1/2
1 ‖2

L2(H1)dr

⎞
⎠

q/2

� C5 (t− s)q/2.

Combining the above computations, we get the desired result. �
Proof of Lemma 4.3. In view of (4.1), we have

Y ε
t − Y ε

s = (e t
εB − e

s
εB)y + 1

ε

t∫
s

e
(t−r)

ε BG(Xε
r , Y

ε
r )dr

+ 1
ε

s∫
0

(e
(t−r)

ε B − e
(s−r)

ε B)G(Xε
r , Y

ε
r ))dr + 1√

ε

t∫
s

e
(t−r)

ε BdW 2
r

+ 1√
ε

s∫
0

(e
(t−r)

ε B − e
(s−r)

ε B)dW 2
r =:

5∑
i=1

Yi(t, s).

In exactly the same way as in the proof of Lemma 4.2, we deduce that

‖Y1(t, s)‖2 � C1
(t− s)γ

sγ−θεθ
e−

β1
2ε s‖y‖(−B)θ ,

and for any γ ∈ [0, 1/2],

E‖Y2(t, s)‖q2 � C2

⎛
⎝1

ε

t∫
s

e
−β1
2ε (t−r)

(
E‖G(Xε

r , Y
ε
r )‖q2

)1/q
dr

⎞
⎠

q

� C2
(t− s)γq

εγq
,

and

E‖Y3(t, s)‖q1 �

⎛
⎝1

ε

s∫ (
E‖(e

(t−s)
ε B) − I)e

(s−r)
ε BG(Xε

r , Y
ε
r )‖q2

)1/q
dr

⎞
⎠

q

0
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� C3
(t− s)γq

εγq

⎛
⎜⎝

s/ε∫
0

‖(−B)γerB‖L (H2)dr

⎞
⎟⎠

q

� C3
(t− s)γq

εγq

⎛
⎜⎝

s/ε∫
0

r−γe
−β1

2 rdr

⎞
⎟⎠

q

� C3
(t− s)γq

εγq
.

To control the last two terms, by Burkholder-Davis-Gundy’s inequality and the assump-
tion (A3), we deduce that for any γ ∈ [0, 1],

E‖Y4(t, s)‖q1 � C4

⎛
⎝1

ε

t∫
s

‖e
(t−r)

ε BQ
1/2
2 ‖2

L2(H2)dr

⎞
⎠

q
2

� C4

( ∞∑
n=1

λ2,nβ
γ−1
n

(t− s)γ

εγ

)q/2

� C4
(t− s) γq

2

ε
γq
2

,

and for γ ∈ [0, 1/2],

E‖Y5(t, s)‖q1 � C5
(t− s)γq

εγq

⎛
⎝1

ε

s∫
0

‖(−B)γe
(s−r)

ε BQ
1/2
2 ‖2

L2(H2)dr

⎞
⎠

q/2

� C5
(t− s)γq

εγq

( ∞∑
n=1

λ2,nβ
2γ−1
n

)q/2

� C5
(t− s)γq

εγq
.

Combining the above computations, we get the desired result. �
Proof of Lemma 4.4. We have

AXε
t = AetAx +

t∫
0

Ae(t−s)AF (Xε
t , Y

ε
t )ds

+
t∫

0

Ae(t−s)A(F (Xε
s , Y

ε
s ) − F (Xε

t , Y
ε
t )
)
ds

+
t∫

0

Ae(t−s)AdW 1
s =:

4∑
i=1

Xi(t, ε).

By Proposition 2.1 (i), we easily see that

‖X1(t, ε)‖1 � C1 t
(θ−1)‖x‖(−A)θ .
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For the second term, note that

t∫
0

Ae(t−s)AF (Xε
t , Y

ε
t )ds =

t∫
0

∂te
(t−s)AF (Xε

t , Y
ε
t )ds

= −(etA − I)F (Xε
t , Y

ε
t ),

hence we deduce that

E‖X2(t, ε)‖q1 � C2 (1 + E‖Xε
t ‖q1 + E‖Y ε

t ‖pq2 ) � C2
(
1 + ‖x‖q1 + ‖y‖pq2

)
.

Furthermore, by applying Lemmas 4.2 and 4.3 with θ = 0, we get that for any γ ∈ (0, 1/2],

E‖X3(t, ε)‖q1 �C3 (1 + ‖x‖q1 + ‖y‖pq2 )
( t∫

0

(t− s)−1
[(

E
[
‖Xε

t −Xε
s‖2q

1
])1/2q

+
(
E
[
‖Y ε

t − Y ε
s ‖2ηq

2
])1/2q

]
ds
)q

� C3
(
1 + ‖x‖2q

1 + ‖y‖2pq
2
)( t∫

0

(t− s)ηγ−1
( 1
sηγ

+ 1
εηγ

)
ds
)q

� C3 ε
−γq
(
1 + ‖x‖2q

1 + ‖y‖2pq
2
)
.

Finally, by Burkholder-Davis-Gundy’s inequality and assumption (A3), we have

E‖X4(t, ε)‖q1 � C4

⎛
⎝ t∫

0

‖Ae(t−s)AQ
1/2
1 ‖2

L2(H1)ds

⎞
⎠

q/2

� C4.

The conclusion follows by the above estimates. �
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