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Abstract

By refining a recent result of Xie and Zhang [23], we prove the exponential er-
godicity under a weighted variation norm for singular SDEs with drift containing a
local integrable term and a coercive term (Theorem 2.1). This result is then extended
to singular reflecting SDEs as well as singular McKean-Vlasov SDEs with or without
reflection (Theorems 2.3, 2.4). We also present a general result deducing the uniform
ergodicity of McKean-Vlasov SDEs from that of classical SDEs (Lemma 3.3). As an
application, the L1-exponential convergence is derived for a class of non-symmetric
singular granular media equations (Example 2.1).
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Keywords: Exponential ergodicity, reflecting McKean-Vlasov SDEs, weighted variation norm,
non-symmetric singular granular media equations.

1 Introduction

Let D ⊂ Rd be a connected open domain including the global situation D = Rd, and let
P denote the space of probability measures on D̄, the closure of D. Consider the following
distribution dependent (i.e. McKean-Vlasov) SDE on D̄ with reflection if D 6= Rd:

(1.1) dXt = b(Xt,LXt)dt+ σ(Xt)dWt + n(Xt)dlt, t ≥ 0,

∗Supported in part by NNSFC (11771326, 11831014, 11921001).
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where (Wt)t≥0 is an m-dimensional Brownian motion on a complete filtration probability
space (Ω, {Ft}t≥0,P), LXt is the distribution of Xt,

b : D ×P → Rd, σ : D ×P → Rd ⊗ Rm

are measurable, and when D 6= Rd, n is the inward unit normal vector field of the boundary
∂D, and lt is an adapted continuous increasing process which increases only when Xt ∈ ∂D.

In the case that D = Rd, we have lt = 0 so that (1.1) becomes the McKean-Vlasov SDE

(1.2) dXt = b(Xt,LXt)dt+ σ(Xt)dWt, t ≥ 0.

If moreover b(x, µ) = b(x) does not depend on µ, it reduces to the classical Itô’s SDE

(1.3) dXt = b(Xt)dt+ σ(Xt)dWt, t ≥ 0.

In the recent work [21], the well-posedness and regularity estimates have been studied
for solutions to (1.1) with b containing a locally integrable term and a Lipchitz continuous
term. However, the ergodicity was only investigated under monotone or Lyapunov conditions
excluding this singular situation. See also [4, 8, 9, 10, 11, 13, 16, 20] and references within
for results on the ergodicity of McKean-Vlasov SDEs without reflection under monotone
or Lyapunov conditions. On the other hand, by using Zvokin’s transform, the exponential
ergodicity was proved by Xie and Zhang [23] for the singular SDE (1.3). In this paper, we
aim to refine the result of [23] and make extensions to singular SDEs with reflection and
distribution dependent drift.

When the SDE (1.1) is well-posed, let P ∗t ν = LXt for the solution with initial distribution
ν ∈ P. We will study the exponential convergence of P ∗t under the weighted variation
distance induced by a positive measurable function V :

‖µ− ν‖V := |µ− ν|(V ) = sup
|f |≤V

|µ(f)− ν(f)|, µ, ν ∈P,

where |µ−ν| is the total variation of µ−ν and µ(f) :=
∫
fdµ for a measure µ and f ∈ L1(µ).

When V = 1, ‖ · ‖V reduces to the the total variation norm ‖ · ‖var.
We will consider b(x, µ) = b(0)(x) + b(1)(x, µ), where b(0) is the singular term satisfying

(1.4) sup
z∈Rd

∫
B(z,1)∩D

|b(0)(x)|p(dx) <∞

for some p > d ∨ 2, and b(1)(·, µ) is a coercive term such that

lim sup
x∈D̄,|x|→∞

sup
µ∈P
〈b(1)(x, µ),∇V (x)〉 = −∞

holds for some compact function V ∈ C2(Rd) (i.e. {V ≤ r} is compact for any r > 0).
The later condition is trivial for bounded D by taking V = 1 and the convention that
sup ∅ = −∞.

To conclude this section, we present below an example for the L1-exponential convergence
of non-symmetric singular granular media equations, see [5, 9, 13] for the study of regular
and symmetric models for D = Rd.
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Example 2.1. Let D = Rd or be a bounded C2,L-domain (see Definition 2.1 below).
Consider the following nonlinear PDE for probability density functions on D̄:

(1.5) ∂t%t = ∆%t − div
{
%tb+ %t(W ∗ %t)

}
, ∇n%t|∂D = 0 if ∂D 6= ∅,

where

(i) W is a bounded measurable function on D̄ × D̄, and

(W ∗ %t)(x) :=

∫
Rd
W (x, z)%t(z)dz;

(ii) b = b(0) + b(1) is a vector field such that (1.4) holds for some p > d ∨ 2, and b(1) is
locally bounded with b(1)(x) = −φ(|x|2)x for larger |x| and some increasing function
φ : [0,∞)→ [1,∞) with

∫∞
1

ds
sφ(s)

<∞.

In physics, ρt stands for the distribution density of particles, W describes the interaction
among particles, and b refers to the potential of individual particles. When b and W are not
of gradient type, the associated mean field particle systems are non-symmetric.

To characterize (1.5) using (1.1), let

b(x, µ) = b(x) + (W ∗ µ)(x), σ(x) =
√

2Id,

where Id is the d× d identity matrix, and (W ∗ µ)(x) :=
∫
D̄
W (x, z)µ(dz).

By (i) and (ii), (A1) holds for V (x) := |x|2 when D = Rd, while (A2) holds for V = 1
when D is a bounded C2,L

b domain. So, by Theorem 2.4, (1.1) is well-posed, and by Itô’s

formula, ρt(x) :=
dP ∗t ν

dx
solves (1.5) for ρ0(x) := dν

dx
, see Subsection 1.2 in [21]. On the other

hand, when D = Rd the superposition principle in [2] says that a solution of (1.5) is the
distribution density of a weak solution to (1.1), such that (1.5) is well-posed as well.

Therefore, by Theorem 2.4, when ‖W‖∞ is small enough, P ∗t has a unique invariant

probability measure µ satisfying (2.14), so that the solution ρt :=
dP ∗t ν

dx
of (1.5) satisfies

‖ρt − ρ‖L1 = ‖P ∗t ν − µ‖var ≤ ce−λt‖ρ0 − ρ‖L1 , t ≥ 0

for some constants c, λ > 0, where ρ is the density function of µ.

In the remainder of the paper, we first state our main results in Section 2, then present
some lemmas in Section 3, and finally prove the main results in Section 4.

2 Main results

To measure the singularity of the SDE, we introduce some functional spaces used in [22].
For any p ≥ 1, let Lp be the class of measurable functions f on D such that

‖f‖Lp :=

(∫
D

|f(x)|pdx
) 1

p

<∞.
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For any ε > 0 and p ≥ 1, let Hε,p := (1−∆)−
ε
2Lp with

‖f‖Hε,p := ‖(1−∆)
ε
2f‖Lp <∞, f ∈ Hε,p,

where ∆ is the (Neumann if ∂D 6= ∅) Laplacian. For any z ∈ Rd and r > 0, let

B(z, r) := {x ∈ Rd : |x− z| ≤ r}

be the closed ball centered at z with radius r. We will simply denote Br = B(0, r) for r > 0.
We write f ∈ L̃p if

‖f‖L̃p := sup
z∈D̄
‖1B(z,1)f‖Lp <∞.

Moreover, let g ∈ C∞0 (D̄) with g|B1 = 1 and the Neumann boundary condition ∇ng|∂D = 0
if ∂D exists. We denote f ∈ H̃ε,p if

‖f‖H̃ε,p := sup
z∈D̄
‖g(z + ·)f‖Hε,p <∞.

We note that the space H̃ε,p does not depend on the choice of g. If a vector or matrix valued
function has components in one of the above introduced spaces, then it is said in the same
space with norm defined as the sum of components’ norms.

In the following we state our main results in different situations.

2.1 Singular SDEs

We will prove the ergodicity of SDE (1.3) under the following assumption.

(A1) σ is weakly differentiable, σσ∗ is invertible, and b = b(0) + b(1) such that the following
conditions hold.

(1) There exists p > d ∨ 2 such that

‖σ‖∞ + ‖(σσ∗)−1‖∞ + ‖b(0)‖L̃p + ‖∇σ‖L̃p <∞.

(2) b(1) is locally bounded, there exist constants K > 0, ε ∈ (0, 1), some compact
function V ∈ C2(Rd; [1,∞)), and a continuous increasing function Φ : [1,∞) →
[1,∞) with Φ(n)→∞ as n→∞, such that

〈b(1),∇V 〉(x) + ε|b(1)(x)| sup
B(x,ε)

|∇2V | ≤ K − ε(Φ ◦ V )(x),

lim
|x|→∞

sup
B(x,ε)

‖∇2V ‖+ |∇V |
V (x) ∧ (Φ ◦ V )(x)

= 0.
(2.1)

Theorem 2.1. Assume (A1). Then (1.3) is well-posed, the associated Markov semigroup Pt
has a unique invariant probability measure µ such that µ(Φ(ε0V )) <∞ for some ε0 ∈ (0, 1),
and

(2.2) lim
t→∞
‖P ∗t ν − µ‖var = 0, ν ∈P.

Moreover:
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(1) If Φ(r) ≥ δr for some constant δ > 0 and all r ≥ 0, then there exist constants c >
1, λ > 0 such that

(2.3) ‖P ∗t µ1 − P ∗t µ2‖V ≤ ce−λt‖µ1 − µ2‖V , µ1, µ2 ∈P, t ≥ 0.

In particular,
‖P ∗t ν − µ‖V ≤ ce−λt‖ν − µ‖V , ν ∈P, t ≥ 0.

(2) Let H(r) :=
∫ r

0
ds

Φ(s)
< ∞ for r ≥ 0. If Φ is convex, then there exist constants k >

1, λ > 0 such that

(2.4) ‖P ∗t δx − µ‖V ≤ k
{

1 +H−1(H(V (x))− k−1t)
}

e−λt, x ∈ Rd, t ≥ 0,

where H−1 is the inverse of H with H−1(r) := 0 for r ≤ 0. Consequently, if H(∞) <∞
then there exist constants c, λ, t∗ > 0 such that

(2.5) ‖P ∗t µ1 − µ2‖V ≤ ce−λt‖µ1 − µ2‖var, t ≥ t∗, µ1, µ2 ∈P.

To illustrate this result, we present below a consequence which covers the situation of
[23, Theorem 2.10] where

〈b(1)(x), x〉 ≤ c1 − c2|x|1+p, |b(1)(x)| ≤ c1(1 + |x|)p

holds for some constants c1, c2 > 0 and p ≥ 1. Indeed, Corollary 2.2 implies the exponential
ergodicity under the weaker condition

(2.6) 〈b(1)(x), x〉 ≤ c1 − c2|x|1+p, |b(1)(x)| ≤ c1(1 + |x|)p+1

for some constants p, c1, c2 > 0 (p may smaller than 1, |b(1)| may have higher order growth),

since in this case, (2.7) and (2.8) hold for φ(r) := (1 + r)
1+p
2 , and (2.9) holds for ψ(r) :=

(1 + r2)q for any q > 0 when p ≥ 1.

Corollary 2.2. Assume (A1)(1) and let b(1) satisfy

(2.7) 〈b(1)(x), x〉 ≤ c1 − c2φ(|x|2), |b(1)(x)| ≤ c1φ(|x|2), x ∈ Rd

for some constants c1, c2 > 0 and increasing function φ : [0,∞)→ [1,∞) with

(2.8) α := lim inf
r→∞

log φ(r)

r
>

1

2
.

Then

(1) (1.3) is well-posed, Pt has a unique invariant probability measure µ such that µ(V ) <∞
and (2.3) hold for V := e(1+|·|2)θ with θ ∈ ((1 − α)+, 1

2
). In general, for any increasing

function 1 ≤ ψ ∈ C2([1,∞)) satisfying

(2.9) lim inf
r→∞

ψ′(r)φ(r)

ψ(r)
> 0, lim

r→∞

ψ′′(r)r

ψ(r)
= 0,

µ(V ) <∞ and (2.3) hold for V := ψ(| · |2).

(2) If
∫∞

0
ds
φ(s)

<∞, then (2.5) holds V := (1+ | · |2)q(q > 0) and some constants c, λ, t∗ > 0.
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Remark 2.1. We have the following assertions on the invariant probability measure µ and
the ergodicity in Wasserstein distance and relative entropy.

(1) According to [3, Corollary 1.6.7 and Theorem 3.4.2], (A1) implies that µ has a strictly
positive density function ρ ∈ H1,p

loc , the space of functions f such that fg ∈ H1,2 for
all g ∈ C∞0 (Rd). Moreover, by [3, Theorem 3.1.2], when σ is Lipschitz continuous and
µ(|b|2) < ∞, we have

√
ρ ∈ H1,2. So, when (2.7) holds for φ(r) ∼ rp for some p > 1

2

and large r > 0, Corollary 2.2(1) implies that µ has density with
√
ρ ∈ H1,2. See

also [18] and [19] for different type global regularity estimates on ρ under integrability
conditions.

(2) Let V := (1 + | · |2)
p
2 for some p ≥ 1. By [15, Theorem 6.15], there exists a constant

c(p) > 0 such that
Wp(µ, ν)p ≤ c(p)‖µ− ν‖V ,

where

Wp(µ1, µ2) := inf
π∈C (µ1,µ2)

(∫
Rd×Rd

|x− y|pπ(dx, dy)

) 1
p

for C (µ1, µ2) being the set of couplings for µ1 and µ2. So, by Corollary 2.2, if (A1)
holds with Φ(r) ≥ δr for some δ > 0, then there exist constants c, λ > 0 such that

Wp(P
∗
t ν, µ)p ≤ c(1 + ν(| · |p))e−λt, t ≥ 0, ν ∈P;

and if moreover Φ is convex with
∫∞

0
ds

Φ(s)
< ∞, then there exist constants c, λ, t∗ > 0

such that
Wp(P

∗
t ν, µ)p ≤ ce−λt‖µ− ν‖var, t ≥ t∗, ν ∈P.

(3) When b(1) is Lipschitz continuous, the log-Harnack inequality in [24, Theorem 4.1]
implies

Ent(P ∗t ν|µ) ≤ c′

1 ∧ t
W2(ν, µ)2, ν ∈P, t > 0

for some constant c′ > 0, where Ent(ν|µ) is the relative entropy. Thus, by Corollary
2.2, if (A1) holds for V (x) := 1 + |x|2 and Φ(r) ≥ δr for some constant δ > 0, then
there exist constants c, λ > 0 such that

Ent(P ∗t ν|µ) ≤ c(1 + ν(| · |2))e−λt, t ≥ 1, ν ∈P;

and if moreover Φ is convex with
∫∞

0
ds

Φ(s)
<∞, then there exist c, λ, t∗ > 0 such that

Ent(P ∗t ν|µ) ≤ ce−λt‖µ− ν‖var, t ≥ t∗, ν ∈P.

2.2 Singular reflecting SDEs

Consider the following reflecting SDE on D 6= Rd:

(2.10) dXt = b(Xt)dt+ σ(Xt)dWt + n(Xt)dlt, t ≥ 0,

where ∂D ∈ C2,L
b which is defined as follows.
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Definition 2.1. Let ρ∂ be the distance function to ∂D. For any k ∈ N, we write ∂D ∈ Ck
b

if there exists a constant r0 > 0 such that the polar coordinate around ∂D

∂D × [−r0, r0] 3 (θ, r) 7→ θ + rn(θ) ∈ Br0(∂D) := {x ∈ Rd : ρ∂(x) ≤ r0}

is a Ck-diffeomorphism. We write ∂D ∈ Ck,L
b , if it is Ck

b with∇kρ∂ being Lipschitz continuous
on Br0(∂D).

We also need heat kernel estimates for the Neumann semigroup {P σ
t }t≥0 generated by

Lσ :=
1

2
tr
(
σtσ

∗
t∇2

)
.

For any ϕ ∈ C2
b (D̄), let P σ

t ϕ be the solution of solve the PDE

(2.11) ∂tut = Lσut, ∇nut|∂D = 0 for s > 0, u0 = ϕ.

We will prove the exponential ergodicity of (2.10) under the following assumption.

(A2) ∂D ∈ C2,L
b and the following conditions hold.

(1) (A1) holds for D̄ replacing Rd, and there exists r0 > 0 such that

(2.12) ∇n(x)V (y) ≤ 0, x ∈ ∂D, |y − x| ≤ r0.

(2) For any ϕ ∈ C2
b (D̄), the PDE (2.11) has a unique solution P σ

t ϕ ∈ C
1,2
b (D̄), such that

for some constant c > 0 we have

‖∇iP σ
t ϕ‖∞ ≤ c(1 ∧ t)−

1
2‖∇i−1ϕ‖∞, t > 0, i = 1, 2, ϕ ∈ C2

b (D̄),

where ∇0ϕ := ϕ.

As explained in [21, Remark 2.2(2)] that, (A2)(2) holds if D is bounded and σ is Hölder
continuous. Moreover, (2.12) is trivial when ∂D is bounded, since in this case we may take
1 ≤ Ṽ ∈ C2(Rd) such that Ṽ = 1 on ∂r0(∂D) and Ṽ = V outside a compact set, so that
(2.1) remains true for Ṽ replacing V . Similarly, (2.12) holds for V (x1, x2) := V1(x1) +V2(x2)
and D = D1 × Rl where l ∈ N is less than d, ∂D1 ⊂ Rd−l is bounded, and V1 = 1 in a
neighborhood of ∂D1.

Theorem 2.3. Assume (A2). Then all assertions in Theorem 2.1 hold for the reflecting
SDE (2.10).

2.3 Singular McKean-Vlasov SDEs with or without reflection

We now consider the SDE (1.1) for D = Rd or D being a C2,L
b domain, where in the first

case we set lt = 0.

Theorem 2.4. Assume that for any ν ∈P, (σ, b(·, ν)) satisfies (A1) for D = Rd or (A2)
for D 6= Rd, and that

(2.13) |b(x, µ1)− b(x, µ2)| ≤ κ‖µ1 − µ2‖var, x ∈ D̄, µ1, µ2 ∈P

holds for some constant κ > 0. Then:
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(1) (1.1) is well-posed for any initial value.

(2) If κ > 0 is small enough and Φ is convex with
∫∞

0
ds

Φ(s)
< ∞, then P ∗t has a unique

invariant probability measure µ, µ(Φ(ε0V )) < ∞ holds for some constant ε0 > 0, and
there exist constants c, λ > 0 such that

(2.14) ‖P ∗t ν − µ‖var ≤ ce−λt‖µ− ν‖var, t ≥ 0, ν ∈P.

Remark 2.2. According to the proof of (2.3), when b(x, µ) = b(x) does not depend on µ,
(2.14) implies

‖P ∗t µ1 − P ∗t µ2‖var ≤ 2ce−λt‖µ1 − µ2‖var, t ≥ 0, µ1, µ2 ∈P.

However, the argument is no longer valid when b(x, µ) depends on µ, since in this case P ∗t
is nonlinear, so that the following formula fails:

P ∗t
{
εµ1 + (1− ε)µ2

}
= εP ∗t µ1 + (1− ε)P ∗t µ2, ε ∈ (0, 1), µ1, µ2 ∈P.

3 Some lemmas

We first present a result for time dependent reflecting SDEs, then solve the elliptic equation
with Neumann boundary condition when D 6= Rd which will be used to make Zvonkin’s
transform, and finally establish a general result on the uniform ergodicity of distribution
dependent SDEs.

3.1 The time dependent setting

We first consider the following time dependent SDE with reflection when ∂D exists:

(3.1) dXt = bt(Xt)dt+ σt(Xt)dWt + n(Xt)dlt, t ≥ 0.

For any T > 0 and p, q > 1, let L̃pq(T ) denote the class of measurable functions f on
[0, T ]× D̄ such that

‖f‖L̃pq(T ) := sup
z∈D̄

(∫ T

0

‖1B(z,1)ft‖qLpdt
) 1

q

<∞.

For any ε > 0, let H̃ε,p
q (T ) be the space of f ∈ L̃pq with

‖f‖H̃ε,p
q (T ) := sup

z∈D̄

(∫ T

0

‖ft‖qHε,pdt
) 1

q

<∞.

We will study the well-posedness, strong Feller property and irreducibility under the
following assumptions for D = Rd and D 6= Rd respectively.

(A3) Let T > 0, D = Rd, at(x) := (σtσ
∗
t )(x) and bt(x, µ) = b

(0)
t (x) + b

(1)
t (x, µ).
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(1) a is invertible with ‖a‖∞ + ‖a−1‖∞ <∞ and

lim
ε→0

sup
|x−y|≤ε,t∈[0,T ]

‖at(x)− at(y)‖ = 0.

(2) There exist (p0, q0), (p1, q1) ∈ K := {(p, q) : p, q ∈ (2,∞), d
p

+ 2
q
< 1} such that

|b(0)| ∈ L̃p0q0 , ‖∇σ‖ ∈ L̃
p1
q1
.

(3) There exist constants K, ε > 0, increasing φ ∈ C1([0,∞); [1,∞)) with
∫∞

0
ds

r+φ(s)
= ∞,

and a compact function V ∈ C2(Rd; [1,∞)) such that

sup
B(x,ε)

{
|∇V |+ ‖∇2V ‖

}
≤ KV (x),

〈b(1)
t (x),∇V (x)〉+ ε|b(1)

t (x)| sup
B(x,ε)

‖∇2V ‖ ≤ Kφ(V (x)), (t, x) ∈ [0, T ]× Rd.

When D 6= Rd, we consider the following time dependent differential operator on D̄:

(3.2) Lσt :=
1

2
tr
(
σtσ

∗
t∇2

)
, t ∈ [0, T ].

Let {P σ
s,t}T≥t1≥t≥s≥0 be the Neumann semigroup on D̄ generated by Lσt ; that is, for any

ϕ ∈ C2
b (D̄), and any t ∈ (0, T ], (P σ

s,tϕ)s∈[0,t] is the unique solution of the PDE

(3.3) ∂sus = −Lσsus, ∇nus|∂D = 0 for s ∈ [0, t), ut = ϕ.

For any t > 0, let C1,2
b ([0, t] × D̄) be the set of functions f ∈ Cb([0, t] × D̄) with bounded

and continuous derivatives ∂tf,∇f and ∇2f .

(A4) D ∈ C2,L
b , (A3) holds with V satisfying (2.12) holds for some r0 > 0. Moreover, for any

ϕ ∈ C2
b (D̄) and t ∈ (0, T ], the PDE (2.11) has a unique solution P σ

·,tϕ ∈ C
1,2
b ([0, t]× D̄),

such that for some constant c > 0 we have

(3.4) ‖∇iP σ
s,tϕ‖∞ ≤ c(t− s)−

1
2‖∇i−1ϕ‖∞, 0 ≤ s < t ≤ T, i = 1, 2, ϕ ∈ C2

b (D̄).

We have the following result, where the well-posedness for D = Rd has been addressed
in [12].

Lemma 3.1. Assume (A3) for D = Rd and (A4) for D 6= Rd. Then (3.1) is well-posed up
to time T . Moreover, for any t ∈ (0, T ],

(3.5) lim
D̄3y→x

‖P ∗t δx − P ∗t δy‖var = 0, t ∈ (0, T ], x ∈ D̄,

and Pt has probability density (i.e. heat kernel) pt(x, y) such that

(3.6) inf
x,y∈D̄∩BN , ρ∂(y)≥N−1

pt(x, y) > 0, N > 1, t ∈ (0, T ],

where inf ∅ :=∞.
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Proof. (a) The well-posedness. For any n ≥ 1, let

bn := 1Bnb
(1) + b(0).

Since b(1) is locally bounded, by [22, Theorem 1.1] for D = Rd and [21, Theorem 2.2] for
D 6= Rd, for any x ∈ D̄, the following SDE is well-posed:

dXx,n
t = bn(Xx,n

t )dt+ σ(Xx,n
t )dWt + n(Xx,n

t )dlx,nt , Xx,n
0 = x.

Let τxn := inf{t ≥ 0 : |Xx,n
t | ≥ n}. Then Xx,n

t solves (1.3) up to time τxn , and by the
uniqueness we have

Xx,n
t = Xx,m

t , t ≤ τxn ∧ τxm, n,m ≥ 1.

So, it suffices to prove that τxn →∞ as n→∞.
Let L0

t := Lσt +∇
b
(0)
t
. By [22, Theorem 3.1] for D = Rd and [21, Lemma 2.6] for D 6= Rd,

(A3) implies that for any λ ≥ 0, the PDE

(3.7) (∂t + L0
t )ut = λut − b(0)

t , t ∈ [0, T ], uT = 0,∇nut|∂D = 0

has a unique solution u ∈ H̃p0
q0

(T ), and there exist constants λ0, c, θ > 0 such that

(3.8) λθ(‖u‖∞ + ‖∇u‖∞) + ‖∂tu‖L̃p0q0 (T ) + ‖∇2u‖L̃p0q0 (T ) ≤ c, λ ≥ λ0.

So, we may take λ ≥ λ0 such that

(3.9) ‖u‖∞ + ‖∇u‖∞ ≤ ε,

where we take ε ≤ r0 when ∂D exists. Let Θt(x) = x+ ut(x). By (2.12) and (3.9) for ε ≤ r0

when ∂D exists, we have
〈∇V (Y x,n

t ),n(Xx,n
t )〉dlx,nt ≤ 0.

So, by Itô’s formula, Y x,n
t := Θt(X

x,n
t ) satisfies

(3.10) dY x,n
t =

{
1Bnb

(1)
t + λut + 1Bn∇b

(1)
t
ut
}

(Xx,n
t )dt+ {(∇Θt)σt}(Xx,n

t )dWt + n(Xn
t )dlnt .

By (3.9) and (A3)(3) with (2.12) when ∂D 6= ∅, there exists a constant c0 > 0 such that for
some martingale Mt,

d{V (Y x,n
t ) +Mt}

≤
[〈
{b(1) +∇b(1)ut}(X

x,n
t ),∇V (Y x,n

t )
〉

+ c0(|∇V (Y x,n
t )|+ ‖∇2V (Y x,n

t )‖)
]
dt

≤
{
〈b(1)(Xx,n

t ),∇V (Xx,n
t )〉+ ε|b(1)(Xx,n

t )| sup
B(Xx,n

t ,ε)

‖∇2V ‖+ c0KV (Y x,n
t )

}
dt

≤
{
Kφ(V (Xx,n

t )) + c0KV (Y x,n
t )

}
dt ≤ K

{
φ((1 + εK)V (Y x,n

t )) + c0V (Y x,n
t )

}
dt, t ≤ τxn .

Letting H(r) :=
∫ r

0
ds

r+φ((1+εK)s)
, by Itô’s formula and noting that φ′ ≥ 0, we find a constant

c1 > 0 such that
dH(V (Y x,n

t )) ≤ c1dt+ dM̃t, t ∈ [0, τxn ]
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holds for some martingale M̃t. Thus,

E[(H ◦ V )(Y x,n
t∧τxn )] ≤ V (x+ u(x)) + c1t, t ≥ 0, n ≥ 1.

Since (3.9) and |z| ≥ n imply |Θt(z)| ≥ |z| − |u(z)| ≥ n− ε, we derive

(3.11) P(τxn ≤ t) ≤ V (x+ Θ0(x)) + c1t

inf |y|≥n−εH(V (y))
=: εt,n(x), t > 0.

Since lim|x|→∞H(V )(x) =
∫∞

0
ds

s+φ((1+εK)s)
=∞, we obtain τxn →∞(n→∞) as desired.

(b) Proof of (3.5). By [17, Proposition 1.3.8], the log-Harnack inequality

Pt log f(y) ≤ logPtf(x) + c|x− y|2, x, y ∈ D̄, 0 < f ∈ Bb(D̄)

for some constant c > 0 implies the gradient estimate

|∇Ptf |2 ≤ 2cPt|f |2, f ∈ Bb(D̄),

and hence
lim
y→x
‖P ∗t δx − P ∗t δy‖var = 0, x ∈ D̄.

Let P n
t be the Markov semigroup associated with Xn

t . Thus, by the log-Harnack inequality
in [24, Theorem 4.1] for D = Rd and in [21, Theorem 4.1] for D 6= Rd, we have

(3.12) lim
y→x
‖(P n

t )∗δx − (P n
t )∗δy‖var = 0, t ∈ (0, T ].

On the other hand, by (3.11) and Xt = Xn
t for t ≤ τn, we obtain

lim
n→∞

sup
y∈D̄∩B(x,1)

‖P ∗t δy − (P n
t )∗δy‖var = lim

n→∞
sup

|f |≤1,y∈D̄∩B(x,1)

|Ptf(y)− P n
t f(y)|

≤ 2 lim
n→∞

sup
y∈D̄∩B(x,1)

P(τ yn ≤ t) = 0.

Combining this with (3.12) and the triangle inequality, we prove (3.5).
(c) Finally, let Lt := Lσt +∇bt . By Itô’s formula, for any f ∈ C2

0((0, T )×D) we have

dft(Xt) = (∂t + Lt)ft(Xt)dt+ dMt

for some martingale Mt, so that f0 = fT = 0 yields∫
(0,T )

Pt{(∂t + L)ft}dt = 0, f ∈ C∞0 ((0, T )×D).

By the Harnack inequality as in [1, Theorem 3] (see also [14]), for any 0 < s < t ≤ T and
N > 1 with

B̃N :=
{
x ∈ D̄ ∩BN : ρ∂(x) ≥ N−1

}
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having positive volume, there exists a constant c(s, t, N) > 0 such that the heat kernel
pt(x, y) of Pt satisfies

(3.13) sup
B̃N

ps(x, ·) ≤ c(s, t, N) inf
B̃N

pt(x, ·), x ∈ D̄.

Since
∫
B̃N

ps(x, y)dy → 1 asN →∞, this implies pt(x, y) > 0 for any (t, x, y) ∈ (0, T ]×D̄×D.

In particular, Pt1B̃N > 0. On the other hand, (3.5) implies that Pt1B̃N is continuous, so that

inf
x∈D̄∩BN

Pt1B̃N (x) > 0, t ∈ (0, T ].

This together with (3.13) gives

inf
(D̄∩BN )×B̃N

pt ≥
1

c(s, t, N)
inf

x∈D̄∩B̄N
Ps1B̃N (x) > 0, 0 < s < t ≤ T.

Therefore, (3.6) holds.

3.2 Elliptic equation

(A5) D = Rd, σ and b satisfy the following conditions.

(1) a := σσ∗ is invertible and uniformly continuous with ‖a‖∞ + ‖a−1‖∞ <∞.

(2) b = b(0) + b(1), where |b(0)| ∈ L̃p for some p > d, and b(1) is Lipschitz continuous.

(A6) ∂D ∈ C2,L
b , (A5) holds for D̄ replacing Rd, and (A2)(2) holds for L := Lσ + ∇b(1)

replacing Lσ.

The following lemma extends Theorem 2.10 in [23] for D = Rd and b(1) = 0.

Lemma 3.2. Assume (A5) for D = Rd and (A6) for D 6= Rd. There exist constants λ0 > 0
increasing in ‖b(0)‖L̃p such that for any λ ≥ λ0 and any f ∈ L̃k for some k ∈ (1,∞), the
elliptic equation

(3.14) (L− λ)u = f, ∇nu|∂D = 0 if D 6= Rd

has a unique solution u ∈ H̃2,k. Moreover, for any p′ ∈ [k,∞] and θ ∈ [0, 2− d
k

+ d
p′

), there

exists a constant c > 0 increasing in ‖b(0)‖L̃p such that

(3.15) λ
1
2

(2−θ+ d
p′−

d
k

)‖u‖H̃θ,p′ + ‖u‖H̃2,k ≤ c‖f‖L̃k , f ∈ L̃k.

Proof. (a) Let us verify the priori estimate (3.15) for a solution u to (3.14), which in particular
implies the uniqueness, since the difference of two solutions solves the equation with f = 0.

For u ∈ H̃2,k solving (3.14), let

ūt = u(1− t), t ∈ [0, 1].
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By (3.14) we have

(∂t + L− λ)ūt = f(1− t)− u, t ∈ [0, 1], ū1 = 0, ∇nūt|∂D = 0 if D 6= Rd.

By Theorem 2.1 with q = q′ = 2 in [24] for D = Rd, and Lemma 2.6 in [21] for D 6= Rd,
there exists a constant λ1, c1 > 1 increasing in ‖b(0)‖L̃p such that

(3.16) λ
1
2

(2−θ+ d
p′−

d
k

)‖ū‖
H̃θ,p′

2
+ ‖ū‖H̃2,k

2
≤ c1‖f(1− t)− u‖L̃k2 ≤ c1‖f‖L̃k + c1‖u‖L̃k .

Taking θ = 0, p = p′ noting that c′ := ‖1− g‖L2([0,1]) = 1√
3

for gt := 1− t, we obtain

λ
1
2

(2−θ)‖u‖L̃k ≤
√

3 c1

(
‖f‖L̃k + ‖u‖L̃k

)
, λ ≥ λ1.

By letting λ0 > λ1 such that

λ
1
2

(2−θ)
0 ≥ 2

√
3 c1,

we obtain
‖u‖L̃k ≤ ‖f‖L̃k , λ ≥ λ0.

Combining this with (3.16) implies (3.15) for some constant c > 0.
(b) Existence of solution for bounded f . Since the map

Bb(Rd) 3 g 7→ H(g) := f +

∫ 1

0

e−λsgds

is contractive under the uniform norm, there exists a unique g ∈ Bb(Rd) such that

(3.17) g = f +

∫ 1

0

e−λsgds.

By [24, Theorem 2.1] for D = Rd and [21, Lemma 2.6] for D 6= Rd, for any λ ≥ 0 the PDE

(3.18) (∂t + L)ūt = λūt + g, t ∈ [0, 1], ū1 = 0, ∇nūt|∂D = 0 if ∂D 6= ∅

has a unique solution ū ∈ H̃2,n
n (1) ∩ H̃1,∞

∞ (1) and (∂t +∇b(1))ū ∈ L̃nn(1) for any n ≥ 1. Thus,

u :=

∫ 1

0

e−λsūsds ∈ H̃2,k.

Since for each i = 1, 2, ∇i is a continuous linear operator from H̃ i,k to L̃k, (3.17) and (3.18)
imply a.e.

(3.19) Lu =

∫ 1

0

e−λsLūsds = g + λu−
∫ 1

0

e−λs∂sūsds = g + λu+ ū0.

On the other hand, let Xt solve (1.3). By Itô’s formula,

dūt(Xt) = (∂t + L)ū(Xt)dt+ dMt = {λūt + g}(Xt)dt+ dMt, t ∈ [0, 1]
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holds for some martingale Mt. This together with ū1 = 0 gives

0 = ū0eλ +

∫ 1

0

eλ(1−s)Psgds,

so that ū0 = −
∫ 1

0
e−λsPsgds. Combining this with (3.17) and (3.19), we conclude that u

solves (3.14).
(c) Existence of solution for f ∈ L̃k. Let {fn}n≥1 ⊂ Bb(D̄) such that ‖fn − f‖L̃k → 0 as

n→∞. Let un solves (3.14) for fn replacing f . Then

L(un − um) = fn − fm, n,m ≥ 1.

By (3.15),
lim

n,m→∞

{
‖un − um‖H̃θ,p′ + ‖∇2(un − um)‖L̃k

}
= 0,

so that u := limn→∞ un exists in H̃θ,p′ ∩ H̃2,k, which solves (3.14).

3.3 Uniform ergodicity for distribution dependent SDEs

We now consider (1.1). For any γ ∈P, consider the following SDE with fixed distribution
parameter:

(3.20) dXγ
t = b(Xγ

t , γ) + σ(Xγ
t )dWt + n(Xγ

t )dlγt .

The following result says that if (3.20) is uniformly ergodic uniformly in γ, and if the
dependence of b(x, µ) on µ is weak enough, then (1.1) is uniformly ergodic.

Lemma 3.3. Assume that for each γ ∈ P the SDE (3.20) is well-posed, the associated
Markov semigroup P γ

t satisfies

(3.21) ‖(P γ
t )∗µ1 − (P γ

t )∗µ2‖var ≤ ce−λt‖µ1 − µ2‖var, t ≥ 0, γ, µ1, µ2 ∈P

for some constants c, λ > 0. Then (1.1) is well-posed. Moreover:

(1) If (2.13) holds for some κ ∈
(
0,

√
λ

2
√

log(2c)

)
, then P ∗t associated with (1.1) has a unique

invariant probability measure µ.

(2) If (2.13) holds for some κ ∈ (0, κ̂), where

κ̂ := sup
{
κ > 0 :

(cκ)2(2c)
2κ2

λ

λ+ κ2
<

1

2

}
> 0,

then there exists a constant c′ > 0 such that

(3.22) ‖P ∗t ν − µ‖var ≤ c′e−λ
′t‖ν − µ‖var, t ≥ 0, ν ∈P

holds for

λ′ := − λ

log(2c)
log
(1

2
+

(cκ)2(2c)
2κ2

λ

λ+ κ2

)
> 0.
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Proof. The well-posedness follows from that of (3.20) and [21, Theorem 3.2] for k = 0.
(a) Existence and uniqueness of µ. For any γ ∈P, (3.21) implies that P γ

t has a unique
invariant probability measure µγ. It suffices to prove that the map γ 7→ µγ has a unique
fixed point µ, which is the unique invariant probability measure of P ∗t .

For γ1, γ2 ∈P, (3.20) implies

(3.23) ‖(P γ1
t )∗µγ2 − µγ1‖var ≤ ce−λt‖µγ2 − µγ1‖var, t ≥ 0.

On the other hand, let (X1
t , X

2
t ) solve the SDEs

dX i
t = b(X i

t , γi) + σ(X i
t)dWt + n(X i

t)dl
i
t, i = 1, 2

with X1
0 = X2

0 having distribution µγ2 . Since µγ2 is (P γ2
t )∗-invariant, we have

(3.24) LX2
t

= (P γ2
t )∗µγ2 = µγ2 , LX1

t
= (P γ1

t )∗µγ2 , t ≥ 0.

By (2.13),

Rt = e
∫ t
0 〈{σ

∗(σσ∗)−1[b(·,γ2)−b(·,γ1)]}(X1
s ),dWs〉− 1

2

∫ t
0 |{σ

∗(σσ∗)−1[b(·,γ2)−b(·,γ1)]}(X1
s )|2ds, t ≥ 0

is a martingale, and by Girsanov’s theorem, for any t > 0,

W̃r := Wr −
∫ r

0

{σ∗(σσ∗)−1[b(·, γ2)− b(·, γ1)]}(X1
s )ds, r ∈ [0, t]

is a Brownian motion under Qt := RtP. Reformulating the SDE for X1
r as

dX1
r = b(X1

r , γ2)dr + σ(X1
r )dW̃r + n(X1

r )dl1r , r ∈ [0, t],

by X1
0 = X2

0 and the weak uniqueness, the law of X1
t under Qt satisfies

LX1
t |Qt = LX2

t
= (P γ2

t )∗µγ2 .

Combining this with (3.24) and Pinsker’s inequality, we obtain

‖(P γ1
t )∗µγ2 − µγ2‖2

var = ‖(P γ1
t )∗µγ2 − (P γ2

t )∗µγ2‖2
var

= sup
|f |≤1

∣∣E[f(X1
t )]− E[f(X1

t )Rt]
∣∣2 ≤ (E|Rt − 1|

)2 ≤ 2E[Rt logRt]

= 2EQt [logRt] = EQt

∫ t

0

∣∣{σ∗(σσ∗)−1[b(·, γ2)− b(·, γ1)]}(X1
s )
∣∣2ds.

(3.25)

Thus, (2.13) implies

‖(P γ1
t )∗µγ2 − µγ2‖2

var ≤ κ2

∫ t

0

‖γ1 − γ2‖2
vards = κ2t‖γ1 − γ2‖2

var.

Combining this with (3.23) and taking t = log(2c)
λ

, we derive

‖µγ1 − µγ2‖var ≤ ‖(P
γ1
t )∗µγ1 − µγ1‖var + ‖(P γ1

t )∗ − µγ2‖var
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≤
{
κ
√
t+ ce−λt

}
‖γ1 − γ2‖var =

{
1

2
+
κ
√

log(2c)√
λ

}
‖γ1 − γ2‖var =: δ‖γ1 − γ2‖var.

When κ < κ0 :=
√
λ

2
√

log(2c)
, we have δ < 1 so that µγ is contractive in γ, hence it has a unique

fixed point.
(b) Uniform ergodicity. Let µ be the unique invariant probability measure of P ∗t , and for

any ν ∈P let (X̄0, X0) be F0-measurable such that

P(X̄0 6= X0) =
1

2
‖µ− ν‖var, LX̄0

= µ, LX0 = ν.

Let X̄t and Xt solve the following SDEs with initial values X̄0 and X0 respectively:

dX̄t = b(X̄t, µ)dt+ σ(X̄t)dWt + n(X̄t)dl̄t,

dXt = b(Xt, P
∗
t ν)dt+ σ(Xt)dWt + n(Xt)dlt.

Since µ is P ∗t -invariant, we have

(3.26) LX̄t = (P µ
t )∗µ = P ∗t µ = µ.

Moreover, LXt = P ∗t ν by the definition of P ∗t . Let

R̄t := e
∫ t
0 〈{σ

∗(σσ∗)−1[b(·,µ)−b(·,P ∗s ν)]}(X1
s ),dWs〉− 1

2

∫ t
0 |{σ

∗(σσ∗)−1[b(·,µ)−b(·,P ∗s )]}(X1
s )|2ds.

Similarly to (3.25), by (2.13), Girsanov’s theorem and Pinsker’s inequality, we obtain

‖(P µ
t )∗ν − P ∗t ν‖2

var = sup
|f |≤1

∣∣E[f(Xt)R̄t]− E[f(Xt)]
∣∣2 ≤ κ2

∫ t

0

‖µ− P ∗s ν‖2
vards, t ≥ 0.

This together with (3.23) for γ1 = µ and (3.26) gives

‖P ∗t ν − µ‖2
var ≤ 2‖P ∗t ν − (P µ

t )∗ν‖2
var + 2‖(P µ

t )∗ν − µ‖2
var

≤ 2κ2

∫ t

0

‖µ− P ∗s ν‖2
vards+ 2c2e−2λt‖ν − µ‖2

var, t ≥ 0.

By Gronwall’s inequality we obtain

‖P ∗t ν − µ‖2
var ≤ ‖µ− ν‖2

var

(
2c2e−2λt + 2κ2c2

∫ t

0

e−2λs+2κ2(t−s)ds

)
≤
{

2c2e−2λt +
(cκ)2e2κ2t

λ+ κ2

}
‖µ− ν‖2

var, t ≥ 0.

Taking t = t̂ := log(2c)
λ

, we arrive at

‖P ∗t̂ ν − µ‖
2
var ≤ δκ‖µ− ν‖2

var, ν ∈P

for

δκ :=
(1

2
+

(cκ)2(2c)
2κ2

λ

λ+ κ2

)
< 1, κ < κ̂.

So, (3.22) holds for some constant c′ > 0 due to the semigroup property P ∗t+s = P ∗t P
∗
s .
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To verify condition (3.21), we present below a Harris type theorem on the uniform er-
godicity for a family of Markov processes.

Lemma 3.4. Let (E, ρ) be a metric space and let {(P i
t )t≥0 : i ∈ I} be a family of Markov

semigroups on Bb(E). If there exist t0 > 0 and measurable set B ⊂ E such that

(3.27) α := inf
i∈I,x∈E

P i
t0

1B(x) > 0,

(3.28) β := sup
i∈I,x,y∈B

‖(P i
t1

)∗δx − (P i
t1

)∗δy‖var < 2,

then there exists c > 0 such that

(3.29) sup
i∈I,x,y∈E

‖(P i
t )
∗δx − (P i

t )
∗δy‖var ≤ ce−λt, t ≥ 0

holds for λ := 1
t0+t1

log 2
2−α2(2−β)

> 0.

Proof. The proof is more or less standard. By the semigroup property, we have

‖(P i
t0+t1

)∗δx − (P i
t0+t1

)∗δy‖var

= sup
|f |≤1

∣∣∣∣ ∫
E×E

(
P i
t1
f(x′)− P i

t1
f(y′)

)
{(P i

t0
)∗δx}(dx′){(P i

t0
)∗δy}(dy′)

∣∣∣∣
≤
∫
B×B
‖(P i

t1
)∗δx′ − (P i

t1
)∗δy′‖var{(P i

t0
)∗δx}(dx′){(P i

t0
)∗δy}(dy′)

+ 2

∫
(B×B)c

{(P i
t0

)∗δx}(dx′){(P i
t0

)∗δy}(dy′)

≤ β{P i
t0

1B(x)}P i
t0

1B(y) + 2
[
1− {P i

t0
1B(x)}P i

t0
1B(y)

]
≤ 2− α2(2− β).

Thus, for δ := 2−α2(2−β)
2

< 1, we have

‖(P i
t0+t1

)∗δx − (P i
t0+t1

)∗δy‖var ≤ δ‖δx − δy‖var, x, y ∈ E.

Combining this with the semigroup property, we find constants c > 0 such that (3.29) holds
for the claimed λ > 0.

4 Proofs of main results

Proofs of Theorems 2.1 and 2.3. Obviously, (2.1) implies (A3)(3) for any T > 0 and
φ(r) = 1, so that by Lemma 3.1, (A1) and (A2) imply the well-posedness, strong Feller
property and irreducibility of (1.3) and (2.10) respectively. According to [6, Theorem 4.2.1],
the strong Feller property and the irreducibility imply the uniqueness of invariant probability
measure. So, it remains to prove the existence of the invariant probability measure µ and
the claimed assertions on the ergodicity.

17



(a) Let u solve (3.14) for b = −b(0) and large enough λ > 0 such that (3.15) implies (3.9).
Moreover, for Θ(x) := x+u(x), let P̂t be the Markov semigroup associated with Yt := Θ(Xt),
so that

(4.1) P̂tf(x) = {Pt(f ◦ Φ)}(Φ−1(x)), t ≥ 0, x ∈ Rd, f ∈ Bb(Rd).

Since lim|x|→∞ sup|y−x|≤ε
|∇V (y)|
V (x)

= 0, by (3.9) and V ≥ 1 we find a constant θ ∈ (0, 1) such
that

(4.2) θV (y) ≤ V (x) ≤ θ−1V (y), y = Θ(x), x ∈ D̄.

Thus, it suffices to prove the desired assertions for P̂t replacing Pt, where the unique invariant
probability measure µ̂ of P̂t and that µ of Pt satisfies

(4.3) µ̂ = µ ◦Θ−1.

(b) Let Xn
t , Y

n
t and τn be in the proof of Lemma 3.1 for the present time-homogenous

setting. Since Y n
t = Yt and 1Bn(Xn

t ) = 1 for t ≤ τn, and since τn → ∞ as n → ∞, (3.10)
implies

dYt =
{
b(1) + λu+∇b(1)u

}
(Xt)dt+ {(∇Θ)σ}(Xt)dWt + n(Xt)dlt,

so that for any ε ∈ (0, 1 ∧ r0), where r0 > 0 is in (2.12) when ∂D 6= ∅, by Itô’s formula and
(2.12), we find a constant cε > 0 such that

d{V (Yt) +Mt} ≤
{〈
{b(1) +∇b(1)u}(Xt),∇V (Yt)

〉
+ cε(|∇V (Yt)|+ ‖∇2V (Yt)‖)

}
dt

≤
{
〈b(1)(Xt),∇V (Xt)〉+ ε|b(1)(Xt)| sup

B(Xt,ε)

‖∇2V ‖+ cε sup
B(Xt,ε)

(|∇V |+ ‖∇2V ‖)
}

dt.

Combining this with (2.1) and (2.12) for D 6= Rd, when ε > 0 is small enough we find
constants c1, c2 > 0 such that

d{V (Yt) +Mt} ≤ {c1 − c2Φ(V (Xt))}dt.

By (4.2), this implies that for some constant c4 > 0,

(4.4) dV (Yt) ≤
{
c4 − c2Φ(θV (Yt))

}
dt− dMt.

Thus, ∫ t

0

EΦ(θV (Ys))ds ≤
c4 + V (x)

c2

<∞, t > 0, Y0 = x ∈ Θ(D̄).

Since Φ(θV ) is a compact function, this implies the existence of invariant probability µ̂
according to the standard Bogoliov-Krylov’s tightness argument. Moreover, (4.4) implies
µ̂(Φ(θV )) <∞, so that by (4.2) and (4.3), µ(Φ(ε0V )) <∞ holds for ε0 = θ2.

(c) By (3.6), (4.1) and (4.2), any compact set K ⊂ Θ(D̄) is a petite set of P̂t, i.e. there
exit t > 0 and a nontrivial measure ν such that

inf
x∈K

P̂ ∗t δx ≥ ν.
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Let L̂ be the generator of P̂t. When Φ(r) ≥ kr for some constant k > 0, (4.4) implies

(4.5) L̂V (x) ≤ k1 − k2V (x), t ≥ 0, x ∈ Θ(D̄)

for some constants k1, k2 > 0. Since lim|x|→∞ V (x) = ∞ and as observed above that any

compact set is a petite set for P̂t, by Theorem 5.2(c) in [7], we obtain

‖P̂ ∗t δx − µ̂‖V ≤ ce−λtV (x), x ∈ Θ(D̄), t ≥ 0

for some constants c, λ > 0. Thus,

‖P̂ ∗t δx − P̂ ∗t δy‖V ≤ ce−λt(V (x) + V (y)), t ≥ 0, x, y ∈ Θ(D̄).

Therefore, for any probability measures µ1, µ2 on Θ(D̄),

‖P̂ ∗t µ1 − P̂ ∗t µ2‖V = ‖P̂ ∗t (µ1 − µ2)+ − P̂ ∗t (µ1 − µ2)−‖V

=
1

2
‖µ1 − µ2‖var

∥∥∥P̂ ∗t 2(µ1 − µ2)+

‖µ1 − µ2‖var
− P̂ ∗t

2(µ1 − µ2)−

‖µ1 − µ2‖var

∥∥∥
V

≤ c

2
e−λt‖µ1 − µ2‖var

( 2(µ1 − µ2)+

‖µ1 − µ2‖var
+

2(µ1 − µ2)−

‖µ1 − µ2‖var

)
(V )

≤ ce−λt‖µ1 − µ2‖V .

This together with (4.1) and (4.2) implies (2.3) for some constants c, λ > 0.
(d) Let Φ be convex. By Jensen’s inequality and (4.4), γt := θE[V (Yt)] satisfies

(4.6)
d

dt
γt ≤ θc4 − θc2Φ(γt), t ≥ 0.

Let

H(r) :=

∫ r

0

ds

Φ(s)
, r ≥ 0.

We aim to prove that for some constant k > 1

(4.7) γt ≤ k +H−1(H(γ0)− tk−1), t ≥ 0,

where H−1(r) := 0 for r ≤ 0. We prove this estimate by considering three situations.

(1) Let Φ(γ0) ≤ c4
c2
. Since (4.6) implies γ′t ≤ 0 for γt ≥ Φ−1( c4

c2
), so

(4.8) γt ≤ Φ−1(c4/c2), t ≥ 0.

(2) Let c4
c2
< Φ(γ0) ≤ 2c4

c2
. Then (4.6) implies γ′t ≤ 0 for all t ≥ 0 so that

(4.9) γt ≤ Φ−1(2c4/c2), t ≥ 0.

19



(3) Let Φ(γ0) > 2c4
c2
. If

t ≤ t0 := inf
{
t ≥ 0 : Φ(γt) ≤

2c4

c2

}
,

then (4.6) implies
dH(γt)

dt
≤ −2c4,

so that

(4.10) H(γt) ≤ H(γ0)− 2c4t, t ∈ [0, t0],

which implies
γt ≤ H−1(H(γ0)− 2c4t), t ∈ [0, t0].

Noting that when t > t0, (γt)t≥t0 satisfies (4.6) with γt0 satisfies c4
c2
< Φ(γt0) ≤ 2c4

c2
, so

that (4.8) holds, i.e.
γt ≤ Φ−1(2c4/c2).

In conclusion, we obtain

γt ≤ Φ−1(2c4/c2) +H−1(H(γ0)− 2c4t), t ≥ 0.

Combining this with (1) and (2), we prove (4.7) for some constant k > 1.

(e) Since 1 ≤ Φ(r)→∞ as r →∞, when Φ is convex we find a constant δ > 0 such that
Φ(r) ≥ δr, r ≥ 0. So, by step (b), (2.3) holds. Combining this with (4.7) and applying the
semigroup property, we derive

‖P̂ ∗t δx − µ̂‖V = sup
|f |≤V

|P̂t/2(P̂t/2f − µ̂(f))(x)|

≤ ce−λt/2P̂t/2V (x) ≤ c
{
k +H−1(H(θV (x))− (2k)−1t)

}
e−λt/2.

Combining this with (4.1), (4.2) and (4.3), we prove (2.4) for some constants k, λ > 0.
Finally, if H(∞) <∞, we take t∗ = kH(∞) in (2.4) to derive

sup
x∈D̄
‖Ptδx − µ‖V ≤ ce−λt, t ≥ t∗

for some constants c, λ > 0, which implies (2.5) by the argument leading to (2.3) in step (c).

Proof of Corollary 2.2. By (2.8), for any θ ∈ ((1−α)+, 1
2
) there exists a constant c3 > 0

such that
φ(r) ≥ c3(1 + r)1−θ, r ≥ 0.

Then (2.1) holds for V := e(1+|·|2)θ and Φ(r) = r. So the first assertion in (1) follows from
Theorem 2.1(1).

Next, (2.7) and (2.9) imply (2.1) for V := ψ(| · |2) and Φ(r) = r, so that the second
assertion in (1) holds by Theorem 2.1(1).

Finally, if
∫∞

0
ds
φ(s)

< ∞, then for any q > 0, (2.1) holds for V := (1 + | · |2)q and

Φ(r) = (1+r)1− 1
qφ(r

1
q ), so that

∫∞
0

ds
Φ(s)

<∞. Then the proof is finished by Theorem 2.1(2).
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Proof Theorem 2.4. According to Theorems 2.1-2.3 and Lemma 3.3, it suffices to verify
(3.21). By Lemma 3.4, we only need to prove (3.27) and (3.28) for the family {P γ

t : γ ∈P}.
(a) Proof of (3.28). Let us fix γ ∈ P, and let Xx,γ

t solve (3.20) with Xγ
0 = x. For any

ν ∈P, by Girsanov’s theorem we have

P ν
t f(x) = E[f(Xx,γ

t )Rx,γ,ν
t ], t ≥ 0,

where

Rx,γ,ν
t := e

∫ t
0 〈{σ

∗(σσ∗)−1[b(·,ν)−b(·,γ)]}(Xx,γ
s ),dWs〉− 1

2
|{σ∗(σσ∗)−1[b(·,ν)−b(·,γ)]}(Xx,γ

s )|2ds.

So, (2.13) and Pinsker’s inequality imply

‖(P γ
t )∗δz − (P ν

t )∗δz‖2
var ≤ (E|Rγ,ν

t − 1|)2 ≤ κ2t‖γ − ν‖2
var ≤ 4κ2t, t ≥ 0, z ∈ D̄, ν ∈P.

Taking t1 = 1
16κ2

, we obtain

(4.11) sup
ν∈P
‖(P γ

t1)
∗δz − (P ν

t1
)∗δz‖var ≤

1

2
, z ∈ D̄, ν ∈P.

On the other hand, by (3.5), there exists x0 ∈ D and a constant ε > 0 such that B(x0, ε) ⊂ D
and

‖(P γ
t1)
∗δx − (P γ

t1)
∗δy‖var ≤

1

4
, x, y ∈ B(x0, ε).

Combining this with (4.11) we derive

sup
ν∈P
‖(P ν

t1
)∗δx − (P ν

t1
)∗δy‖var ≤

3

2
< 2, x, y ∈ B(x0, ε).

So, (3.28) holds for B = B(x0, ε).
(b) Let u solve (3.14) for f = −b(0) and large λ > 0 such that (3.9) holds, and let Θ(x) =

x + u(x). Since (σ, b(·, γ)) satisfies (A1), by (2.13) we prove (4.4) with Y x,ν
t := Θ(Xx,ν

t )
replacing Yt for some constants c1, c2 > 0 and all ν ∈ P. So, by H(∞) < ∞ and the
argument leading to (4.7), we obtain

sup
ν∈P,x∈D̄

E[V (Y x,ν
t )] ≤ θ−1k, t ≥ kH(∞) =: t2.

This together with (4.2) implies

sup
ν∈P,x∈D̄

E[V (Xx,ν
t )] ≤ θ−2k, t ≥ t2.

Letting K := {V ≤ 2θ−2k}, we derive

(4.12) inf
ν∈P,x∈D̄

P ν
t2

1K(x) ≥ 1

2
.
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On the other hand, by Girsanov’s theorem and Schwartz’s inequality, we find a constant
c0 > 0 such that

P ν
1 1B(x0,ε)(x) = E

[
1B(x0,ε)(X

x,γ
1 )Rx,γ,ν

1

]
≥
{E1B(x0,ε)(X

x,γ
1 )}2

ERx,γ,ν
1

≥ c0(P γ
1 1B(x0,ε)(x))2.

Since K is bounded, combining this with Lemma 3.1 for P γ
t , we find a constant c1 > 0 such

that
inf

ν∈P,x∈K
P ν

1 1B(x0,ε)(x) ≥ c1.

This together with (4.12) and the semigroup property yields

P ν
t2+11B(x0,ε)(x) ≥ P ν

t2

{
1KP

ν
1 1B(x0,ε)}(x) ≥ c1P

ν
t2

1K(x) ≥ c1

2
> 0, x ∈ D̄, ν ∈P.

Therefore, (3.27) holds for t0 = t2 + 1.
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