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Abstract

For any divergence free initial datum u0 with ‖u0‖∞ + ‖∇u0‖Lp + ‖∇2u0‖Lp < ∞
for some p > d (d ≥ 2), the well-posedness and smoothness are proved for incompressible
Navier-Stokes equations on Rd or Td := Rd/Zd, up to a time given by the initial datum and
two constants coming from the upper bounds of the heat kernel and the Riesz transform.
A mild well-posedness is also proved for Lp-bounded initial data. The blow-up is proved
for both type solutions with finite maximal time.
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1 Introduction and main results

Consider the following incompressible Navier-Stokes equation on E := Rd or Rd/Zd (d ≥ 2):

∂tut = κ∆ut − (ut · ∇)ut −∇℘t,

∇ · ut :=
d∑
i=1

∂iu
i
t = 0, t ∈ [0, T ],

(1.1)

where T > 0 is a fixed time, and

u := (u1, · · · , ud) : [0, T ]× E → Rd, ℘ : [0, T ]× E → R.

This equation describes viscous incompressible fluids, where u is the velocity field of a fluid
flow, ℘ is the pressure, and κ > 0 is the viscosity constant. The real-world model in physics is

∗Supported in part by NNSFC (11831014, 11921001).

1



for d = 3, for which a challenging problem is to prove the well-posedness and characterize the
regularity of solutions.

For any p ∈ [1,∞], let Lp be the space of (real or vector valued) functions f on E such that

‖f‖Lp :=

(∫
E

|f(x)|pdx
) 1

p

<∞,

where we normalize the volume measure when E = Td. For d = 3, Leray [5] proved the weak
existence for u0 ∈ L3 and studied the blow-up property. See [2, 6, 8] and references within for
the blow-up in Lp, p ≥ 3, and see [7, 9] and references within for the study using probabilistic
approaches.

In this paper, we consider solutions of (1.1) in the class

Up :=
{
f : [0, T ]× E → Rd : ‖f‖∞ + ‖∇f‖p,∞ + ‖∇2f‖p,∞ <∞

}
for some p > d, where for a function f on [0, T ]× E,

‖f‖∞ := sup
(t,x)∈[0,T ]×E

|ft(x)|, ‖f‖p,∞ := sup
t∈[0,T ]

‖ft‖Lp .

By the Sobolev embedding theorem, f ∈ Up for some p > d implies

‖∇f‖∞ ≤ c
(
‖∇2f‖Lp + ‖∇f‖Lp

)
<∞

for some constant c > 0.
For any n ∈ Z+, we denote f ∈ C n

b if it is a function on E with

‖f‖Cnb :=
n∑
i=0

‖∇if‖∞ <∞, ∇0f := f.

For any α ∈ (0, 1), we write f ∈ C n+α
b if

‖f‖Cn+αb
:= ‖f‖Cnb + sup

x 6=y

|∇nf(x)−∇nf(y)|
|x− y|α

<∞.

Lemma 1.1. Let Pt = eκt∆ be the heat semigroup generated by κ∆, and let

Rt := (1 +∇(−∆)−1∇·)Pt, t ≥ 0.

For any p ∈ (1,∞), we have

(1.2) sup
t≥0
‖Rt‖Lp ≤ 1 + ‖∇(−∆)−1∇ · ‖Lp <∞,

where ‖ · ‖Lp is the operator norm in Lp, and

αp := sup
t>0

t
1
2‖∇Rt‖Lp <∞,

βp := sup
t>0

t
d
2p‖Rt‖Lp→L∞ <∞,

(1.3)

where ‖ · ‖Lp→L∞ is the operator norm from Lp to L∞.

2



Proof. We first observe that ∇(−∆)−1∇· is a bounded operator in Lp for functions E → Rd,
so that (1.2) follows from the Lp-contraction of Pt. This is implied by the Lp-boundedness

of the Riesz transform ∇(−∆)−
1
2 (for E = Td it is restricted to functions f ∈ Lp(E) with

µ(f) :=
∫
E
f(x)dx = 0), see [1], and the fact that

‖∇(−∆)−1∇ · f‖Lp =
∥∥∥ d∑
i=1

∇(−∆)−1∂i
{
f i − µ(f i)1E=Td

}∥∥∥
Lp

≤
d∑
i=1

∥∥∇(−∆)−
1
2∂i(−∆)−

1
2

{
f i − µ(f i)1E=Td

}∥∥
Lp

≤
d∑
i=1

‖∇(−∆)−
1
2‖2

Lp

∥∥f i − µ(f i)1E=Td
∥∥
Lp
.

Next, it is classical that for some constant c > 0 we have

‖∇Pt‖Lp ≤ ct−
1
2 , ‖Pt − µ(·)1E=Td‖Lp→L∞ ≤ ct−

d
2p , t > 0.

Combining this with (1.2) we prove (1.3).

For p > d, let

(1.4) Θp,T :=

{
(θ1, θ2) : 0 < θ1 <

1

2αp
√
T
, 0 < θ2 <

(2p− d)T
d−2p
2p

2pβp

}
.

For any initial datum u0 and (θ1, θ2) ∈ Θp,T , we solve (1.1) in the class

Γθ1,θ2(u0) :=
{
γ : [0, T ]× E → Rd : γ0 = u0, ‖γ‖∞ ≤ θ1, ‖∇γ‖p,∞ ≤ θ2

}
.

The main result of the paper is the following.

Theorem 1.2. Let p ∈ (d,∞), (θ1, θ2) ∈ Θp,T , and let u0 : [0, T ]× E → Rd satisfy

∇ · u0 = 0, ‖u0‖∞ + ‖∇u0‖∞ + ‖∇2u0‖Lp <∞

and

‖u0‖∞ ≤ θ1

(
1− 2pθ2βpT

2p−d
2p

2p− d

)
,

‖∇u0‖Lp ≤ θ2

(
1− 2θ1αp

√
T

)
.

(1.5)

Then the following assertions hold.

(1) (1.1) has a unique solution (u,∇℘) with

(1.6) u ∈ Up, ‖∇℘‖∞ + ‖∇2℘‖p,∞ <∞.

Moreover, the solution satisfies u ∈ Γθ1,θ2(u0) and

(1.7) ∇℘t = ∇(−∆)−1∇ ·
{

(ut · ∇)ut
}
, t ∈ [0, T ].
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(2) If ‖u0‖Lp +‖∇2u0‖∞ <∞ then ‖u‖p,∞+‖∇2u‖∞ <∞. If moreover
∑n

i=1 ‖∇iu0‖Lp <∞
for some n ≥ 3, then

(1.8)
n∑
i=1

{
‖∇iu‖p,∞ + ‖∇i℘‖p,∞

}
<∞.

Consequently,

(1.9) sup
t∈[0,T ]

{
‖ut‖

C
n− dp
b

+ ‖∇℘t‖
C
n−1− dp

}
<∞.

If furthermore ‖∇nu0‖∞ <∞, then

(1.10) sup
t∈[0,T ]

{
‖ut‖Cnb + ‖∇℘t‖Cn−1

b

}
<∞.

By taking for instance

θ1(T ) =
1

4αp
√
T
, θ2(T ) =

2p− d
4pβpT

2p−d
2p

,

(1.5) holds for (θ1, θ2) = (θ1(T ), θ2(T )) ∈ Θp,T if

‖u0‖∞ ≤
θ1(T )

2
, ‖∇u0‖Lp ≤

θ2(T )

2
.

By Theorem 1.2, (1.1) has a unique solution (ut,∇℘t) satisfying (1.6) for

(1.11) T = T ∗0 (u0) := min

{( 1

8αp‖u0‖∞

)2

,
( 2p− d

8pβp‖∇u0‖Lp

) 2p
2p−d
}
> 0.

We may apply this assertion to (1.1) starting from time T ∗0 (u0) with initial datum uT ∗0 (u0), such
that (1.1) has a unique solution satisfying (1.6) for

T = T ∗1 (u0) := T ∗0 (u0) + T ∗0 (uT ∗0 (u0)).

Repeating this procedure, we have the well-posedness of (1.1) up to the maximal time

(1.12) ζ(u0) :=
∞∑
n=0

T ∗n(u0),

where T ∗n(u0) := T ∗0 (uτn−1(u0)) with

τn−1(u0) :=
n−1∑
i=0

T ∗i (u0), n ≥ 1.

Moreover, (1.6) holds for any T ∈ (0, ζ(u0)). We have the following blow-up result at time
ζ(u0).
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Theorem 1.3. Let ∇·u0 = 0 and ‖u0‖∞+‖∇u0‖Lp+‖∇2u0‖Lp <∞ for some p ∈ (d,∞). Then
(1.1) has a unique solution up to time ζ(u0) such that (1.6) holds for all T ∈ (0, ζ(u0)). When

ζ(u0) <∞, for any continuous increasing function φ : [0,∞)→ [0,∞) with
∫∞

1
φ−1(r)
r2

dr <∞,

(1.13) lim sup
t→ζ(u0)

φ
(
‖ut‖2

∞ + ‖∇ut‖
2p

2p−d
Lp

)(
ζ(u0)− t

)
=∞.

In the following three sections, we prove Theorem 1.2(1), Theorem 1.2(2) and Theorem 1.3
respectively. Finally, in Section 5 investigate the mild well-posedness and blow up for (1.1)
with ‖u0‖Lp <∞.

2 Proof of Theorem 1.2(1)

We first introduce an equivalent equation of (1.1) where ∇℘t is formulated with ut.

Lemma 2.1. For a solution (u,∇℘) of (1.1) satisfying (1.6), the formula (1.7) holds so that
(1.1) becomes

(2.1) ∂tut = κ∆ut −
{

1 +∇(−∆)−1∇ ·
}[

(ut · ∇)ut
]
, t ∈ [0, T ], ∇ · u0 = 0.

On the other hand, if u ∈ Up solves (2.1), then it solves (1.1) with ℘ given by (1.7) such that
(1.6) holds.

Proof. Let (u,∇℘) solve (1.1) such that (1.6) holds. By Duhamel’s formula, we have

ut = Ptu0 −
∫ t

0

Pt−s
{

(us · ∇)us +∇℘s
}

ds, t ∈ [0, T ].

Taking divergence both sides and using ∇ · ut = 0, we derive∫ t

0

Pt−s
{
∇ · [(us · ∇)us] + ∆℘s

}
ds = 0, t ∈ [0, T ].

Therefore, (1.7) holds.
On the other hand, if u ∈ Up solves (2.1), then it solves (1.1) with ℘ given by (1.7). By

(1.2), we see that (1.6) holds.

To solve (2.1), we present the following lemma.

Lemma 2.2. For p ∈ (d
2
,∞), let (θ1, θ2) ∈ Θp,T . If u0 satisfies (1.5), then

(2.2) uγt := Ptu0 −
∫ t

0

Rt−s

{
(γs · ∇)γs

}
ds, t ∈ [0, T ]

defines a map u : Γθ1,θ2(u0)→ Γθ1,θ2(u0); γ 7→ uγ.
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Proof. Let γ ∈ Γθ1,θ2(u0). By (1.3), ∇Pt = Pt∇ and the Lp-contraction of Pt, for any γ ∈
Γθ1,θ2(u0) we have

‖uγt ‖∞ ≤ ‖u0‖∞ + βp

∫ t

0

(t− s)−
d
2p

∥∥(γs · ∇)γs
∥∥
Lp

ds

≤ ‖u0‖∞ + βp‖γ‖∞‖∇γ‖p,∞
∫ t

0

(t− s)−
d
2pds

≤ ‖u0‖∞ +
2pβpT

2p−d
2p

2p− d
θ1θ2,

and

‖∇uγt ‖Lp ≤ ‖u0‖Lp + αp

∫ t

0

(t− s)−
1
2

∥∥(γs · ∇)γs
∥∥
Lp

ds

≤ ‖∇u0‖Lp + 2αp
√
T‖γ‖∞‖∇γ‖p,∞

≤ ‖∇u0‖Lp + 2αp
√
Tθ1θ2.

Combining these with (1.5) we obtain

‖uγ‖∞ ≤ θ1, ‖∇uγ‖p,∞ ≤ θ2.

Therefore, uγ ∈ Γθ1,θ2(u0).

Finally, we introduce a result concerning the regularity of Kolmogorov equations. For any
p, q > 1, a (real or vector valued) function f on [0, T ]× E is said in the class Lpq , if

‖f‖Lpq :=

(∫ T

0

‖ft‖qLpdt
) 1

q

<∞.

Lemma 2.3. Let p, q ∈ (1,∞) with d
p

+ 2
q
< 1. For any f : [0, T ]× E → Rd with f ∈ Lpq,

(2.3) (∂t + κ∆)ut = ft, t ∈ [0, T ], uT = 0

has a unique solution in

H2,p
q :=

{
f : [0, T ]× E → Rd; ‖f‖Lpq + ‖∇f‖Lpq + ‖∇2f‖Lpq <∞

}
,

and the unique solution satisfies

(2.4) ‖u‖∞ + ‖∇u‖∞ + ‖∇2u‖Lpq ≤ c‖f‖Lpq

for some constant c > 0 independent of f .
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Proof. When E = Rd the assertion follows from Theorem 10.3 and Remark 10.4 in [4]. When
E = Td we extend ft from Td to Rd by letting

ft(x+ k) = ft(x), x ∈ [0, 1)d, k ∈ Zd.

Then

‖f‖L̃pq := sup
z∈Rd

(∫ T

0

‖1B(z,1)ft‖qLpdt
) 1

q

<∞,

where B(z, 1) is the unit ball in Rd. By [10, Theorem 3.1], (2.3) for Rd replacing Td has a
unique solution in the class

H̃2,p
q :=

{
u : [0, T ]× Rd → Rd; ‖u‖L̃pq + ‖∇u‖L̃pq + ‖∇2u‖L̃pq <∞

}
,

and the solution satisfies (2.4) for L̃pq replacing Lpq . By the periodicity of ft, ut(·+k) for k ∈ Zd
also solve the equation, so that the uniqueness implies ut(·+ k) = ut. Therefore, restricting to
Td, u is the unique solution of (2.3), and (2.4) holds.

We are now ready to prove the first assertion in the main result.

Proof of Theorem 1.2(1). By Lemma 2.1, it suffices to prove that (2.1) has a unique solution
satisfying u ∈ Up, and the solution satisfies u ∈ Γθ1,θ2(u0).

(a) We first prove that the map u defined in Lemma 2.2 has a unique fixed point in Γθ1,θ2(u0).
By (1.3), for any γ, γ2 ∈ Γθ1,θ2(u0) we have

‖uγt − u
γ̃
t ‖∞ ≤ βp

∫ t

0

(t− s)−
d
2p

∥∥(γs · ∇)γs − (γ̃s · ∇)γ̃s
∥∥
Lp

ds

≤ βp

∫ t

0

(t− s)−
d
2p
{
‖γs − γ̃s‖∞‖∇γ‖p,∞ + ‖γ̃‖∞‖∇(γs − γ̃s)‖Lp

}
ds

≤ βp(θ1 ∨ θ2)T
p−d
2p

∫ t

0

(t− s)−
1
2

{
‖γs − γ̃s‖∞ + ‖∇(γs − γ̃s)‖Lp

}
ds, t ∈ [0, T ],

and similarly,

‖∇(uγt − u
γ̃
t )‖Lp ≤ αp

∫ t

0

(t− s)−
1
2

∥∥(γs · ∇)γs − (γ̃s · ∇)γ̃s
∥∥
Lp

ds

≤ αp(θ1 ∨ θ2)

∫ t

0

(t− s)−
1
2

{
‖γs − γ̃s‖∞ + ‖∇(γs − γ̃s)‖Lp

}
ds, t ∈ [0, T ].

Letting C :=
({
βpT

p−d
2p
}

+ αp
)
(θ1 ∨ θ2), we derive

‖uγt − u
γ̃
t ‖∞ + ‖∇(uγt − u

γ̃
t )‖Lp

≤ C

∫ t

0

(t− s)−
1
2

{
‖γs − γ̃s‖∞ + ‖∇(γs − γ̃s)‖Lp

}
ds, t ∈ [0, T ].

(2.5)
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For any λ > 0, let

ρλ(γ, γ̃) := sup
t∈[0,T ]

e−λt
{
‖γt − γ̃t‖∞ + ‖∇(γt − γ̃t)‖Lp

}
, γ, γ̃ ∈ Γθ1,θ2(u0).

Then (2.5) yields
ρλ(u

γ, uγ̃) ≤ ελρλ(γ, γ̃), γ, γ̃ ∈ Γθ1,θ2(u0),

where

ελ := C

∫ T

0

t−
1
2 e−λtdt→ 0 as λ→∞.

So, when λ is large enough, the map u : Γθ1,θ2(u0) → Γθ1,θ2(u0) is contractive in the complete
metric ρλ. By the fixed point theorem, u has a unique fixed point γ ∈ Γθ1,θ2(u0). So, the
equation

(2.6) ut = Ptu0 −
∫ t

0

Rt−s
{

(us · ∇)us
}

ds, t ∈ [0, T ]

has a unique solution in Γθ1,θ2(u0).
(b) We intend to prove that u solves (2.1) with ‖∇2u‖p,∞ <∞. Let

(2.7) ft :=
(
1 +∇(−∆)−1∇ ·

){
(uT−t · ∇)uT−t

}
, t ∈ [0, T ].

By (1.2) and u ∈ Γθ1,θ2(u0), we have ‖f‖Lpq < ∞ for any q > 1. Let q ∈ ( 2p
p−d ,∞) such that

d
p

+ 2
q
< 1. By Lemma 2.3, the PDE

(∂t + κ∆)ũt = ft, ũT = 0

has a unique solution satisfying

(2.8) ‖ũ‖∞ + ‖∇ũ‖∞ <∞, ‖∇2ũ‖Lqp <∞.

Since ũT−· solves the PDE

(2.9) ∂tũT−t = κ∆ũT−t − fT−t, t ∈ [0, T ], ũT−0 = 0,

by Duhamel’s formula and (2.7), we obtain

ũT−t = −
∫ t

0

Pt−s

{(
1 +∇(−∆)−1∇ ·

)[
(us · ∇)us

]}
ds

= −
∫ t

0

Rt−s
[
(us · ∇)us

]}
ds, t ∈ [0, T ].

Combining this with (2.6) we get

(2.10) ut = Ptu0 + ũT−t, t ∈ [0, T ],

so that (2.8) and (2.9) yield that u solves (2.1) and by ‖∇2u0‖Lp <∞, we have ‖∇2u‖Lpq <∞.
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By Sobolev embedding theorem, ‖∇2u0‖Lp < ∞ and ‖∇u0‖Lp < ∞ imply ‖∇u0‖∞ < ∞,
which together with (2.8) and (2.10) implies ‖∇u‖∞ < ∞. Combining this with (2.6), (1.3)
and ∂i∂jRt−s = ∂iRt−s∂j for 1 ≤ i, j ≤ d, we obtain we find constants c2, c3 > 0 such that for
q ∈ ( 2p

p−d ,∞),

‖∇2ut‖Lp ≤ ‖∇2u0‖Lp +

∫ t

0

∥∥∇Rt−s
{
∇[(us · ∇)us]

}∥∥
Lp

ds

≤ αp

∫ t

0

(t− s)−
1
2

(
‖u‖∞‖∇2us‖Lp + ‖∇u‖∞‖∇u‖p,∞

)
ds

≤ 2αp
√
T‖∇u‖∞‖∇u‖p,∞ + αp‖u‖∞‖∇2u‖Lpq

(∫ T

0

s−
q

2(q−1) ds

) q−1
q

<∞, t ∈ [0, T ].

Therefore, ‖∇2u‖p,∞ <∞. Hence, (1.6) holds.
(c) If (1.1) has another solution (ũt,∇℘̃t) satisfying (1.6) and with ũ0 = u0, by Lemma 2.1

we have ∇ũt = ∇(−∆)−1∇ ·
{

(ũt · ∇)ũt
}

and

ũt = Ptu0 −
∫ t

0

Rt−s
{

(ũs · ∇)ũs
}

ds, t ∈ [0, T ].

Combining this with (2.6) and repeating the argument in step (a) with u, ũ ∈ Up, we prove
ut = ũt.

3 Proof of Theorem 1.2(2)

We first introduce a simple lemma collecting two inequalities, where (3.1) is well known and
(3.2) is included in [3, Lemma 2.10].

Lemma 3.1. Let p ∈ (1,∞). For any m ∈ N and α ∈ [0, m
2

], there exists a constant c > 0 such
that for any function f ,

(3.1) ‖∇mPtf‖Lp ≤ ct−α‖(1−∆)
m
2
−αf‖Lp , t > 0.

Moreover, for any α > 0, there exists a constant c > 0 such that for any functions f, g,

‖(1−∆)α(fg)− f(1−∆)αg‖Lp

≤ c
(
‖∇f‖∞‖(1−∆)α+ 1

2 g‖Lp + ‖g‖∞‖(1−∆)αf‖Lp
)
.

(3.2)

Proof of Theorem 1.2. Let (u,∇℘) be the solution given in Theorem 1.2(1) with ‖∇2u0‖∞ <∞.
(a) By ‖∇2u0‖∞+‖u‖∞+‖∇u‖∞+‖∇u‖p,∞+‖∇2u‖p,∞ <∞, (1.3) and ∂i∂jRt−s = ∂iRt−s∂j

for 1 ≤ i, j ≤ d, we find constants c1, c2 > 0 such that (2.6) implies

‖∇2ut‖∞ ≤ ‖∇2u0‖∞ + c1

∫ t

0

(t− s)−
d+p
2p

∥∥∇[(us · ∇)us]
∥∥
Lp

ds

≤ ‖∇2u0‖∞ + c1

∫ t

0

(t− s)−
d+p
2p
{
‖us‖∞‖∇2us‖Lp + ‖∇us‖∞‖∇us‖Lp

}
ds ≤ c2.
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Thus,

(3.3)
2∑
i=0

‖∇iu‖∞ <∞.

Similarly, by (1.2) and (2.6), we find a constant c > 0 such that ‖u0‖Lp <∞ and u ∈ Γθ1,θ2(u0)
imply

‖u‖p,∞ ≤ ‖u0‖Lp + c sup
t∈[0,T ]

∫ t

0

‖us‖∞‖∇us‖Lpds ≤ ‖u0‖Lp + cTθ1θ2 <∞.

(b) By the Sobolev embedding theorem, (1.8) implies (1.9). By (1.2) and (1.7), to get (1.8)
it suffices to prove

(3.4)
n∑
i=0

‖∇iu‖p,∞ <∞.

Assume that for some 2 ≤ m ≤ n− 1 we have

(3.5)
m∑
i=0

‖∇iu‖p,∞ <∞,

it remains to prove ‖∇m+1u‖p,∞ <∞. By the Sobolev embedding theorem, (3.5) and ‖u‖∞ <
∞ imply

(3.6) sup
t∈[0,T ]

‖ut‖Cm−1
b
≤ sup

t∈[0,T ]

‖ut‖
C
m− dp
b

<∞.

By (1.2), (2.6), (3.5), (3.6) and the fact that (3.1) yields

‖∇m+1(1−∆)−
1
4Ptf‖Lp ≤ ct−

3
4‖∇m−1f‖Lp

for some constant c > 0, we find constants c1, c2 > 0 such that for any t ∈ [0, T ],

‖∇m+1(1−∆)−
1
4ut‖Lp − ‖∇m+1(1−∆)−

1
4u0‖Lp

≤ c1

∫ t

0

(t− s)−
3
4

∥∥∥∇m−1
[
(us · ∇)us

]∥∥∥
Lp

ds ≤ c2, t ∈ [0, T ].

Combining this with the fact that

‖(1−∆)
2m+1

4 f‖Lp + ‖(1−∆)
2m−1

4 f‖Lp + ‖(1−∆)
2m−1

4 ∇f‖Lp

≤ c
(
‖f‖Lp + ‖∇m+1(1−∆)−

1
4f‖Lp

)
for some constant c > 0, we derive

(3.7) ‖(1−∆)
2m+1

4 u‖p,∞ + ‖(1−∆)
2m−1

4 u‖p,∞ + ‖(1−∆)
2m−1

4 ∇u‖p,∞ <∞.
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Moreover, (3.1) with α = −3
4

and (3.2) with α = 2m−1
4

imply

‖∇m+1Pt−sf‖Lp ≤ c(t− s)−
3
4‖(1−∆)

2m−1
4 f‖Lp ,

‖(1−∆)
2m−1

4 (fg)− f(1−∆)
2m−1

4 g‖Lp

≤ c
(
‖∇f‖∞‖(1−∆)

2m+1
4 g‖Lp + ‖(1−∆)

2m−1
4 f‖Lp‖g‖∞

)
for some constant c > 0. By combining these with (1.2), we find constants c3, c4, c5 > 0 such
that

‖∇m+1ut‖Lp − ‖∇m+1u0‖Lp

≤ c3

∫ t

0

(t− s)−
3
4

∥∥(1−∆)
2m−1

4

(
1 +∇(−∆)−1∇ ·

)[
(us · ∇)us

]∥∥
Lp

ds

≤ c4

∫ t

0

(t− s)−
3
4

∥∥(1−∆)
2m−1

4 [(us · ∇)us]
∥∥
Lp

ds

≤ c5

∫ t

0

(t− s)−
3
4

{
‖∇us‖∞‖(1−∆)

2m−1
4 us|

∥∥
Lp

+ ‖∇2us‖∞‖(1−∆)
2m+1

4 us‖Lp

+ ‖(1−∆)
2m−1

4 ∇us‖Lp‖us‖∞
}

ds.

This together with (3.3), (3.5) and (3.7) implies ‖∇m+1u‖p,∞ <∞.
Finally, when ‖∇nu0‖∞ <∞, by (1.9), to prove (1.10) it suffices to show that

sup
t∈[0,T ]

‖∇nut‖∞ <∞.

This can be shown as in step (a) using ∇n to replace ∇2 and applying (1.9).

4 Proof of Theorem 1.3

If (1.13) does not hold, then there exists a constant c > 0 such that

φ
(
‖ut‖2

∞ + ‖∇ut‖
2p

2p−d
Lp

)(
ζ(u0)− t

)
≤ c, t ∈ [0, ζ(u0)).

So,

An := ‖uτn−1(u0)‖2
∞ + ‖∇uτn−1(u0)‖

2p
2p−d
Lp , n ≥ 1

satisfies
∞∑
k=n

T ∗k (u0) = ζ(u0)− τn−1(u0) ≤ c

φ(An)
, n ≥ 1.

By (1.11) we find a constant c1 > 0 such that

T ∗k (u0) ≥ c1 min
{
‖uτk−1(u0)‖−2

∞ , ‖∇uτk−1(u0)‖
− 2p

2p−d
Lp

}
≥ c1

Ak
, k ≥ n.
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Then for some constant c2 > 0 we have

Bn :=
∞∑
k=n

A−1
k ≤

c2

φ(An)
, n ≥ 1.

Therefore,

Bn+1 −Bn = −A−1
n ≤ −

1

φ−1(c2B−1
n )

, n ≥ 1.

Noting that φ−1 is increasing while Bn is decreasing to 0 as n → ∞, the linear interpolation
(Bs)s∈[1,∞] of (Bn)n≥1 satisfies

B′s = Bn+1 −Bn ≤ −
1

φ−1(c2B−1
n )
≤ − 1

φ−1(c2B−1
s )

, s ∈ [n, n+ 1).

Since
∫∞

1
φ−1(s)
s2

ds <∞, this implies that

−∞ ≥
∫ ∞

1

φ−1(c2B
−1
s )dBs = −c2

∫ ∞
c2B
−1
1

φ−1(r)

r2
dr > −∞,

which is impossible. Thus, (1.13) has to be true.

5 The mild well-posedness

By Lemma 2.1, in the regular case as in Theorem 1.2, the solution of (1.1) is given by (1.7)
and (2.6). Since ∇ · ut = 0, we may reformulate (1.5) as

(5.1) ut = Ptu0 −
d∑
i=1

∫ t

0

∂iRt−s
{
uisus

}
ds, t ∈ [0, T ].

This leads to the following notion of mild solution to (1.1). Let

Definition 5.1. Let p ∈ (d,∞). We denote ∇ · f = 0 for a function f : E → Rd, if∫
E

〈f,∇h〉(x)dx = 0, h ∈ C∞0 (E),

where C∞0 is the class of C∞ real functions on E with compact support.
A function u : [0, T ]× E → Rd is called a weak solution of (1.1), if ‖u‖p,∞ <∞,∇ · ut = 0

and (5.1) holds.

For any p ∈ (d,∞), by the L
p
2 boundedness of the Riesz transform and that

‖∇Pt‖L p2→Lp ≤ ct−
p+d
2p , t > 0

for some constant c > 0, we have

Kp := sup
t>0

t
p+d
2p ‖∇Rt‖L p

2→Lp <∞.
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Let

θp,T,d :=
p− d

2pKpd
p−1
p

T
d−p
2p .

Moreover, let

Γθ(u0) :=
{
γ : [0, T ]× E → Rd; γ0 = u0, ∇ · γt = 0, ‖γ‖p,∞ ≤ θ

}
.

Theorem 5.1. Let p ∈ (d,∞), u0 ∈ Lp(E → Rd) with ∇ · u0 = 0, and θ ∈ (0, θp,T,d). If

(5.2) ‖u0‖Lp ≤ θ
(

1− θ

θp,T,d

)
,

then (1.1) has a unique mild solution, and the solution is in Γθ(u0). Consequently, (1.1) has a
unique solution for

(5.3) T = T̃ ∗0 (u0) :=
( p− d

8pKpd
p−1
p ‖u0‖Lp

) 2p
p−d
,

and the solution is in Γθ(u0) for θ = 1
2
θp,T,d.

Proof. We will use the fixed point theorem for the map

γ 7→ uγt := Ptu0 −
d∑
i=1

∫ t

0

∂iRt−s(γ
i
sγs)ds, t ∈ [0, T ].

(a) For any γ ∈ Γθ(u0), we intend to prove that uγ ∈ Γθ(u0). Indeed, by definition we have

‖uγt ‖Lp ≤ ‖u0‖Lp +Kp

d∑
i=1

∫ t

0

(t− s)−
p+d
2p ‖γisγs‖L p2 ds

≤ ‖u0‖Lp +Kp

d∑
i=1

∫ t

0

(t− s)−
p+d
2p ‖γis‖Lp‖γs‖Lpds.

Noting that p > d ≥ 2 implies
∑d

i=1 |γis|p ≤ |γs|p, by Hölder’s inequality,

d∑
i=1

‖γis‖Lp ≤ d
p−1
p

( d∑
i=1

∫
E

|γis(x)|pdx
) 1

p

≤ d
p−1
p ‖γs‖Lp .

Hence,

‖uγt ‖Lp ≤ ‖u0‖Lp +
2pKpd

p−1
p T

p−d
2p

p− d
‖γ‖2

p,∞ ≤ ‖u0‖Lp +
θ2

θp,T,d
, γ ∈ Γθ(u0).

So, (5.2) yields ‖uγ‖p,∞ ≤ θ. Moreover, by ∇ · u0 = 0 and ∇ ·Rt−s = 0, we have ∇ · uγt = 0.
Therefore, uγt ∈ Γθ(u0).

13



(b) We find a constant c > 0 such that

‖uγt − u
γ̃
t ‖Lp ≤ Kp

d∑
i=1

∫ t

0

(t− s)−
p+d
2p

∥∥(γis − γ̃is)γs + γ̃is(γs − γ̃s)
∥∥
L
p
2

≤ c

∫ t

0

(t− s)−
p+d
2p ‖γs − γ̃s‖Lpds, γ, γ̃ ∈ Γθ(u0).

So, when λ > 0 is large enough, u is contractive on Γθ(u0) under the complete metric

ρ̃λ(γ, γ̃) := sup
t∈[0,T ]

e−λt‖γt − γ̃t‖Lp .

Hence, u has a unique fixed point in Γθ(u0). This is the unique mild solution in the class Γθ(u0).
Finally, if (1.1) has another mild solution ũt with ũ0 = u0, by the same technique we prove

ũt = ut.

As explained after Theorem 1.2, for any u0 with ∇ · u0 = 0 and ‖u0‖Lp < ∞, we have the
mild well-posedness of (1.1) up to the maximal time

ζ̃(u0) :=
∞∑
n=0

T̃ ∗n(u0),

where T̃ ∗n(u0) := T̃ ∗0 (uτ̃n−1(u0)) with

τ̃n−1(u0) :=
n−1∑
i=0

T̃ ∗i (u0), n ≥ 1.

By (5.3), the same argument in the proof of Theorem 1.3 implies the following result.

Theorem 5.2. Let u0 ∈ Lp for some p ∈ (d,∞) and ∇ · u0 = 0. Then for any T ∈ (0, ζ̃(u0)),
(1.1) has a unique mild solution with ‖u‖p,∞ < ∞. Moreover, when ζ̃(u0) < ∞, for any

increasing continuous function φ : [0,∞)→ [1,∞) with
∫∞

1
φ−1(r)
r2

dr <∞, we have

lim sup
t→ζ̃(u0)

φ
(
‖ut‖

2p
p−d
Lp

)
(ζ̃(u0)− t) =∞.
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