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## Preface

In this thesis we mainly study Harnack inequalities (in the sense of Wang [Wan97]) and their applications to transition semigroups associated with stochastic equations.

Among the stochastic equations we aim at, are finite dimensional stochastic ordinary differential equations with irregular drifts (Chapter 4), infinite dimensional (semi-) linear stochastic partial differential equations with Gaussian or Lévy noise (Chapters 5, 6 and 7); multivalued stochastic differential equations in finite dimension and multivalued stochastic evolution equations in Banach spaces (Chapter 8). The applications of Harnack inequalities include the study of the regularizing property (for instance, the strong Feller property), heat kernel estimates, hyperboundedness etc. of the transition semigroups associated with the stochastic equations.

The main method we used to establish Harnack inequalities is applying Hölder's inequality after a measure transformation. There are two aspects: transformation of measures on state spaces and measures on sample probability spaces of the processes. The method of measure transformation on the probability spaces is due to Arnaudon, Thalmaier and Wang[ATW06] in which they used a coupling argument and a Girsanov transformation to study Harnack inequalities.

Two crucial ingredients of the method of Arnaudon et al. are the absolute continuity and successful coupling of processes. To apply their method to establish Harnack inequalities for Ornstein-Uhlenbeck processes with Lévy noise, we investigate the absolute continuity of Lévy processes in infinite dimension in Chapter 2; to establish Harnack inequalities for stochastic differential equations with general drift, we study the gluing of martingale solutions and its applications to the coupling of stochastic differential equations in Chapter 3.

As a complement to Harnack inequalities, we study entropy cost and HWI inequalities for Ornstein-Uhlenbeck processes driven by Wiener processes in Chapter 9.
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## Chapter 0

## Introduction

In this thesis, we mainly devote our study to the dimension free Harnack inequalities (in the sense of Wang [Wan97]) for the transition semigroups of solution processes to some stochastic equations. For various other Harnack inequalities we refer to [LY86, CZ97, BL02, BK05, BBK06, SV07, Kas07, CK09] etc. and references therein.

Wang's Harnack inequality has been extensively studied, see [Wan04b, Wan06] etc.. Here we first shortly review the related literatures.

Wang [Wan97] used a semigroup calculus to establish Harnack inequalities for diffusion processes on Riemannian manifolds with curvature bounded below by a constant. Aida and Kawabi [AK01, Kaw04, Kaw05] obtained Harnack inequalities for some infinite dimensional diffusion processes by adding an ingredient called martingale expansion. Röckner and Wang [RW03a] used the semigroup calculus and also used the relative densities of shifted infinite divisible measures to set up Harnack inequalities for generalized Mehler semigroup.

Recently, Arnaudon, Thalmaier and Wang [ATW06] introduced a new method to establish Harnack inequalities. This method is a combination of a coupling argument and the Girsanov transformation. It has been applied to establish the Harnack inequalities for diffusion processes on Riemannian manifolds with curvature unbounded below in [ATW06] and stochastic porous media equations in infinite dimensional spaces in [Wan07] and singular stochastic equations on Hilbert spaces in Da Prato et al. [DPRW09].

The main technique we will use to establish Harnack inequalities for the transition semigroups is applying Hölder's inequality after a measure transformation. There are two levels for the measure transformation: the measure transformation
on the state spaces (image measure transformation) and the measure transformation on the sample spaces.

To explain the idea of measure transformation, let $(E, \mathscr{E})$ be a Polish space and consider a stochastic process $X_{t}$ starting from $x \in E$ on a probability space $(\Omega, \mathscr{F}, \mathbb{P})$ and taking values in $E$. Denote by $\mu_{t}$ the distribution of $X_{t}$ on $E$. We have two representations for the transition semigroup of $X_{t}$ :

$$
P_{t} f(x)=\int_{\Omega} f\left(X_{t}\right) d \mathbb{P}=\int_{E} f(y) d \mu_{t}
$$

We can make a measure transformation for $\mathbb{P}$ on the probability space $(\Omega, \mathscr{F}, \mathbb{P})$ or take the image measure transformation for $\mu_{t}$ on the state space $(E, \mathscr{E})$. The details will become clear later.

We mention that the idea of the image measure transformation already appeared in [RW03a], but the authors of [RW03a] didn't apply the idea to simple cases to obtain better results than what they proved in [RW03a]. The use of the coupling technique and Girsanov transformation in [ATW06] realized the idea of the measure transformation on probability spaces.

We use the image measure transformation to establish Harnack inequalities for Gaussian Ornstein-Uhlenbeck semigroups: transition semigroups of OrnsteinUhlenbeck processes driven by Wiener processes in Chapter 5; fractional OrnsteinUhlenbeck semigroups and Ornstein-Uhlenbeck semigroups on Gaussian probability spaces in Chapter 6.

We also use the image measure transformation to consider Harnack inequalities for the transition semigroups of Ornstein-Uhlenbeck processes driven by Lévy processes in Chapter 7. But the idea can only be applied well to some special cases (e.g. $\alpha$-stable Ornstein-Uhlenbeck semigroups) when some estimates of the relative densities are available. However, by considering measure transformations on the (sample) probability spaces (via coupling method and Girsanov's transformation), we obtain Harnack inequalities for Lévy Ornstein-Uhlenbeck semigroups which are the same with results for the Gaussian case.

We apply the method of measure transformation on probability spaces to study Harnack inequalities for finite dimensional stochastic differential equations with general drift in Chpater 4; for multivalued stochastic ordinary differential equations and multivalued stochastic evolution equations in Chapter 8.

To deal with the coupling problems for stochastic differential equations with general drifts, we proved a gluing lemma in Chapter 3. We construct a martingale
solution for the sum of two second order differential operators separated by a stopping time. This makes it possible for us to study Harnack inequalities for stochastic differential equations without the assumptions of strong solutions which are usually supposed to exist by the other authors.

To apply measure transformation on probability spaces for the study of Harnack inequalities for Lévy Ornstein-Uhlenbeck semigroups, we prove a Girsanov theorem for Lévy processes in infinite dimensional spaces in Chapter 2. But we go further to study the general problem of absolute continuity for Lévy processes in Chapter 2 which is an infinite dimensional version of the lectures notes by Sato [Sat00]. The results may be known to some experts.

The applications of Harnack inequalities are standard now. See [RW03a, RW03b, Wan99, Wan01] for contractivity properties and functional inequalities; [AK01, AZ02, Kaw05] for short time heat kernel estimates of infinite dimensional diffusions; [DPRW09] for regularizing properties; [BGL01] for the transportationcost inequality; [BLQ97, GW01] for heat kernel estimates etc..

In this thesis, by applying the Harnack inequalities we proved, we correspondingly obtain heat kernel estimates, regularizing properties and contractivity properties of the transition semigroups.

In the last Chapter (Chapter 9), as a complement to Harnack inequalities, we study entropy cost and HWI inequalities for Ornstein-Uhlenbeck processes driven by Wiener processes. We do not claim that the contents of this chapter is really new. But it is interesting to regard this chapter as a first step to consider the corresponding functional inequalities for Lévy case.

In the following, we explain the main contents and main results of this thesis in more detail. For a simple introduction to Harnack inequalities we refer to Section 4.1, where we especially calculate a Harnack inequality for the classical Ornstein-Uhlenbeck processes on Euclidean space.

## I Harnack Inequalities for Ornstein-Uhlenbeck Processes Driven by Wiener Processes: Measure Transformation on the State Spaces

For simplicity, we first introduce Harnack inequalities for Ornstein-Uhlenbeck processes driven by Wiener processes. This is the topic of Chapter 5 .

Let $\mathbb{H}$ be a real separable Hilbert space with inner product $\langle\cdot, \cdot\rangle$ and norm $|\cdot|$. Consider the following linear stochastic partial differential equation

$$
\begin{equation*}
d X_{t}=A X_{t}+B d W_{t}, \quad X_{0}=x \in \mathbb{H}, \tag{1}
\end{equation*}
$$

where $A$ is the generator of some strongly continuous contraction semigroup $\left(S_{t}\right)_{t \geq 0}$ on $\mathbb{H}, B$ is a bounded linear operator on $\mathbb{H}$, and $\left(W_{t}\right)_{t \geq 0}$ is a cylindrical Wiener process on $H$.

Set $R=B B^{*}$ and

$$
\begin{equation*}
Q_{t}=\int_{0}^{t} S_{u} R S_{u}^{*} d u, \quad 0 \leq t<\infty \tag{2}
\end{equation*}
$$

Fix $T>0$. Assume that $Q_{T}$ is of trace class. Then the solution of Equation (1) exists on $[0, T]$. Denote the transition semigroup of $X_{t}$ by $P_{t}$. For every bounded measurable function $f$ on $\mathbb{H}$, we have

$$
\begin{equation*}
P_{t} f(x)=\int_{\mathrm{H}} f\left(S_{t} x+z\right) \mu_{t}(d z) \tag{3}
\end{equation*}
$$

where $x \in \mathbb{H}, t \in[0, T]$, and $\mu_{t}=N\left(0, Q_{t}\right)$.
For each $y \in \mathbb{H}$, by a change of variables we have

$$
\int_{\mathrm{H}} f\left(S_{T} x+z\right) \mu_{T}(d z)=\int_{\mathrm{H}} f\left(S_{T} y+z\right) \frac{d N\left(S_{T}(x-y), Q_{T}\right)}{d N\left(0, Q_{T}\right)}(z) \mu_{T}(d z),
$$

where we suppose that

$$
\begin{equation*}
S_{T}(\mathbb{H}) \subset Q_{T}^{1 / 2}(\mathbb{H}) \tag{4}
\end{equation*}
$$

Define

$$
\Gamma_{T}=Q_{T}^{-1 / 2} S_{T} .
$$

Then $\Gamma_{T}$ is bounded. By applying the Cameron-Martin formula for Gaussian measures on $\mathbb{H}$ and Hölder's inequality, we can prove the following Harnack inequality

$$
\begin{equation*}
\left(P_{T} f\right)^{\alpha}(x) \leq \exp \left(\frac{\beta}{2}\left|\Gamma_{T}(x-y)\right|^{2}\right) P_{T} f^{\alpha}(y) \tag{5}
\end{equation*}
$$

where $x, y \in \mathbb{H}, \alpha, \beta>1$ satisfying $1 / \alpha+1 / \beta=1$.
The constant $\exp \left(\frac{\beta}{2}\left|\Gamma_{T}(x-y)\right|^{2}\right)$ in the Harnack inequality (5) is optimal and new.

Let us look at a diagonal Ornstein-Uhlenbeck process.
Let $\left\{e_{n}\right\}_{n \geq 1}$ be a complete orthonormal basis of the real separable Hilbert space $\mathbb{H}$. Assume that $A$ and $R$ commute. Then there exist two sequences of
positive numbers $\delta_{n}, \gamma_{n}$ for $n \geq 1$ such that

$$
A e_{n}=-\delta_{n} e_{n}, \quad R e_{n}=\gamma_{n} e_{n}
$$

where $\delta_{n} \uparrow \infty$ as $n \uparrow \infty$. Under some conditions on $\delta_{n}$ and $\gamma_{n}$ (see Subsection 5.4.2 for details), from the inequality (5) we obtain

$$
\left(P_{t} f\right)^{\alpha}(x) \leq \exp \left(\sum_{n=1}^{\infty} \frac{\beta \delta_{n}\left\langle x-y, e_{n}\right\rangle^{2}}{\gamma_{n}\left(\mathrm{e}^{2 t \delta_{n}}-1\right)}\right) P_{t} f^{\alpha}(y)
$$

This inequality is stronger than the result in [RW03a] which states (suppose that $\gamma_{n} \equiv 1$ )

$$
\left(P_{t} f\right)^{\alpha}(x) \leq \exp \left(\frac{\beta \delta_{1}|x-y|^{2}}{\mathrm{e}^{2 t \delta_{1}}-1}\right) P_{t} f^{\alpha}(y)
$$

For more examples, we refer the reader to Section 5.4.
Now we explain how to estimate the quantity $\left|\Gamma_{T}(x-y)\right|$ in (5).
Consider the following deterministic linear control system on $\mathbb{H}$ for $t \in[0, T]$,

$$
\begin{equation*}
d x_{t}=A x_{t} d t+B u_{t} d t \tag{6}
\end{equation*}
$$

with initial data $x_{0}=y-x$, where $u$ is an $\mathbb{H}$-valued square integrable function on $[0, T]$.

By Theorem A.0.2 in Appendix A, under Assumption (4), there exists a control $u_{t}$ for the system (6) such that $x_{T}=0$. Moreover, we know $\left|\Gamma_{T}(x-y)\right|^{2}$ is the minimal energy for driving the initial state $x_{0}=y-x$ to 0 in time $T$ (see (A.4)):

$$
\begin{equation*}
\left|\Gamma_{T}(x-y)\right|^{2}=\inf \left\{\int_{0}^{T}\left|u_{s}\right|^{2}: u \in L^{2}([0, T], \mathbb{H}), x_{0}=y-x, x_{T}=0\right\} . \tag{7}
\end{equation*}
$$

Hence by choosing any concrete control function $u$ such that $x_{T}=0$, we can obtain an upper estimate of the constant in the Harnack inequality. See Subsection 5.2.2 for details. Especially, we can obtain the following inequality (8) proved by Röckner and Wang [RW03a].

Let $\langle\cdot, \cdot\rangle_{0},|\cdot|_{0}$ be the natural inner product and norm on $R^{1 / 2}(\mathbb{H})$ respectively defined through $|x|_{0}=\left|R^{-1 / 2} x\right|$ for every $x \in \mathbb{H}$. We further assume that

$$
\left|S_{t} x\right|_{0} \leq \sqrt{\xi(t)^{-1}}|x|_{0}, \quad x \in \mathbb{H}, t \in[0, T]
$$

for some function $\xi_{t}$ satisfying a certain integrable condition. Then we have

$$
\begin{equation*}
\left(P_{T} f\right)^{\alpha}(x) \leq \exp \left(\frac{\beta|x-y|_{0}^{2}}{2 \int_{0}^{T} \xi(t) d t}\right) P_{T} f^{\alpha}(y) \tag{8}
\end{equation*}
$$

We can apply these Harnack inequalities to study regularizing properties (such as the strong Feller property), heat kernel bound and hyperboundedness etc. of the Ornstein-Uhlenbeck semigroups. See Section 5.3 for details. Especially, we can prove that the Harnack inequality (5) holds if and only if the semigroup is strongly Feller.

In Chapter 5 (see Section 5.5), we also consider Harnack inequalities for the perturbed Ornstein-Uhlenbeck processes driven by Wiener processes. There we first consider Lipschitz perturbations, then perturbations by gradient of convex potentials using the Moreau-Yosida approximation.

For simplicity we just introduce Lipschitz perturbations. Consider the following semi-linear stochastic partial differential equation

$$
\begin{equation*}
d X_{t}=A X_{t} d t+F\left(X_{t}\right) d t+d W_{t}, \quad X_{0}=x \in \mathbb{H} \tag{9}
\end{equation*}
$$

where $A: D(A) \subset \mathbb{H} \rightarrow \mathbb{H}$ is self-adjoint such that $A^{-1}$ is of trace class and there exists $\omega>0$ such that

$$
\langle A x, x\rangle \leq-\omega|x|^{2}, \quad x \in D(A)
$$

$F$ is Lipschitz continuous and dissipative

$$
\langle F(x)-F(y), x-y\rangle \leq 0, \quad x, y \in \mathbb{H} .
$$

Then for every $\alpha, \beta>1$ satisfying $1 / \alpha+1 / \beta=1$, and for any $x, y \in \mathbb{H}$, $f \in \mathscr{C}_{b}^{+}(\mathbb{H})$, we have the following Harnack inequality for the transition semigroup $P_{t}$ associated with the solution process $X_{t}$ of the equation (9):

$$
\begin{equation*}
\left(P_{t} f\right)^{\alpha}(x) \leq \exp \left(\frac{\omega \beta|x-y|^{2}}{\mathrm{e}^{2 t \omega}-1}\right) P_{t} f^{\alpha}(y) \tag{10}
\end{equation*}
$$

This result can be proved by approximation using the Harnack inequality (16) for the finite dimensional stochastic differential equations. We refer to the work by Da Prato et al. [DPRW09] for details of the approximation procedure. In this thesis, aiming to show another strategy as a methodological complement, we
provide a semigroup calculus to "prove" (10) which is not strictly justified.

## II The Method of Measure Transformation on State Spaces for Other Cases

Similarly, in Chapter 6, by using measure transformation on the state space (image measure transformation), we establish Harnack inequalities for fractional Ornstein-Uhlenbeck processes (see Section 6.1) and Ornstein-Uhlenbeck semigroups on Gaussian probability spaces (see Section 6.2).

We also use the image measure transformation to study Harnack inequalities for Lévy driven Ornstein-Uhlenbeck processes (see Section 7.3), especially for $\alpha$ stable Ornstein-Uhlenbeck processes (see Subsection 7.3.2). By this method, we also show an (implicit) Harnack inequalities hold for irreducible Markov Chains (see Subsection 7.3.3).

The key point of the image measure transformation method for Harnack inequalities is the Radon-Nikodým derivative of a shift of the measure $\mu$ with respect to the measure $\mu$. For Gaussian Ornstein-Uhlenbeck semigroups, the measure $\mu$ is Gaussian and we can apply the Cameron-Martin formula. For some other cases, the Randon-Nikodým derivatives are not known. For instance, for Lévy OrnsteinUhlenbeck semigroups, the measure $\mu$ we need to deal with is an infinite divisible measure. In this case, nothing is known about the Radon-Nikodým derivative of $\mu$ with respect to its shift except some estimates for certain special cases. See Section 7.3 for a more detailed discussion.

## III Measure Transformations on Probability Spaces

As mentioned at the begging of Part I of this introduction, we can consider measure transformations on the underlying probability spaces. We first introduce the general idea shortly.

Let $E$ be a polish space and $x, y \in E$. Fix $T>0$. Consider two $E$-valued stochastic processes $\widetilde{X}_{t}^{x}$ and $X_{t}^{y}$ on a filtered probability space $\left(\Omega, \mathscr{F}_{T},\left(\mathscr{F}_{t}\right)_{0 \leq t \leq T}\right)$ starting from $x, y$ respectively. Let P and $\mathbb{Q}$ be two probability measures on $\left(\Omega, \mathscr{F}_{T},\left(\mathscr{F}_{t}\right)_{0 \leq t \leq T}\right)$.

We suppose that
(1) The transition law of $X_{T}^{y}$ under $\mathbb{P}$ is the same as the transition law of $\widetilde{X}_{t}^{x}$ under $\mathbb{Q}$. That is, they have the same transition semigroup $P_{t}$ :

$$
P_{t} f(y)=\mathbb{E}_{\mathbb{P}} f\left(X_{t}^{y}\right) \quad \text { and } \quad P_{t} f(x)=\mathbb{E}_{\mathbb{Q}} f\left(\widetilde{X}_{t}^{x}\right)
$$

for every bounded continuous function $f$ on $E$.
(2) $\mathbb{Q}$ is absolutely continuous with respect to $\mathbb{P}$ :

$$
\mathbb{Q} \ll \mathbb{P}
$$

(3) The processes $\widetilde{X}_{t}^{x}$ and $X_{t}^{y}$ meet each other at the fixed time $T>0$ :

$$
\widetilde{X}_{T}^{x}=X_{T}^{y} \quad \mathbb{Q} \text {-a.s. }
$$

With the assumptions above, for every $f \in \mathscr{C}_{b}^{+}(\mathbb{H})$ and $\alpha, \beta>1$ satisfying $1 / \alpha+1 / \beta=1$, by applying Hölder's inequality, we have

$$
\begin{aligned}
P_{T} f(x) & =\mathbb{E}_{\mathbb{Q}} f\left(\widetilde{X}_{T}^{x}\right)=\mathbb{E}_{\mathbb{Q}} f\left(X_{T}^{y}\right)=\mathbb{E}_{\mathbb{P}} \frac{d \mathrm{Q}}{d \mathbb{P}} f\left(X_{T}^{y}\right) \\
& \leq\left[\mathbb{E}_{\mathbb{P}}\left(\frac{d \mathbb{Q}}{d \mathbb{P}}\right)^{\beta}\right]^{1 / \beta}\left[\mathbb{E}_{\mathbb{P}} f^{\alpha}\left(X_{T}^{y}\right)\right]^{1 / \alpha} \\
& =\left[\mathbb{E}_{\mathbb{P}}\left(\frac{d \mathrm{Q}}{d \mathbb{P}}\right)^{\beta}\right]^{1 / \beta}\left[P_{T} f^{\alpha}(y)\right]^{1 / \alpha} .
\end{aligned}
$$

Hence we obtain the following Harnack inequality

$$
\left(P_{T} f\right)^{\alpha}(x) \leq\left[\mathbb{E}_{\mathbb{P}}\left(\frac{d \mathbb{Q}}{d \mathbb{P}}\right)^{\beta}\right]^{\alpha / \beta} P_{T} f^{\alpha}(y)
$$

In applications, we can take $\widetilde{X}_{t}^{x}$ as a drift transformation of $X_{t}^{y}$ and choose the drift properly to force the two processes $\widetilde{X}_{t}^{x}$ and $X_{t}^{y}$ to meet at time $T$. Under some conditions, we can construct the measure $\mathbb{Q}$ from $\mathbb{P}$ by using the Girsanov theorem and keep the transition law of the processes. This is the idea of the method of the coupling and Girsanov's transformation introduced by Arnaudon et al. [ATW06] for Harnack inequalities. Hence, for preparation (and independent interest), we investigate the absolute continuity of Lévy processes and the existence of coupling in Chapter 2 and Chapter 3 respectively.

## IV Absolute Continuity of Lévy Processes

In Chapter 2, we study the absolute continuity of Lévy processes in infinite dimensional spaces.

Denote by $\mathbb{D}$ the Skorokhod space over the Hilbert space $\mathbb{H}$. Let $X_{t}$ be the canonical process on D and $\mathscr{F},\left(\mathscr{F}_{t}\right)_{0 \leq t<\infty}$ be the canonical filtrations on D .

Consider two probability measures $\mathbb{P}_{1}$ and $\mathbb{P}_{2}$ on (D, $\left.\mathscr{F},\left(\mathscr{F}_{t}\right)_{0 \leq t<\infty}\right)$. We
assume that $X_{t}$ is a Lévy process with characteristic triplet $\left(b_{j}, R_{j}, \nu_{j}\right)$ under $\mathbb{P}_{j}$ for $j=1,2$.

Fix any $t \geq 0$. We denote the restriction of $\mathbb{P}_{j}$ to $\mathscr{F}_{t}$ by $\mathbb{P}_{j}^{t}$. We are interested in the absolute continuity of $\mathbb{P}_{2}^{t}$ with respect to $\mathbb{P}_{1}^{t}$ and in the Radon-Nikodým derivative etc..

Sato [Sat99, Sat00] studied such questions extensively for the case $\mathbb{H}=\mathbb{R}^{d}$. We aim to write down an infinite dimensional version of the main results in [Sat00]. One of the main results for the infinite dimensional case is presented below.

Suppose that for some $0<r<1$ we have

$$
k_{r}\left(\nu_{1}, \nu_{2}\right)<\infty, \quad R:=R_{1}=R_{2}, \quad b_{21} \in \mathbb{H}_{0}:=R^{1 / 2}(\mathbb{H})
$$

where $k_{r}\left(\nu_{1}, \nu_{2}\right)$ is the Hellinger-Kakutani distance between $\nu_{1}$ and $\nu_{2}$, and

$$
b_{21}=b_{2}-b_{1}-\int_{\{|x| \leq 1\}} x d\left(\nu_{2}-\nu_{1}\right) .
$$

Then we prove that $\mathbb{P}_{2}^{t}$ is absolutely continuous with respect to $\mathbb{P}_{1}^{t}$.
We also study the Radon-Nikodým derivative of $\mathbb{P}_{2}^{t}$ with respect to $\mathbb{P}_{1}^{t}$ (see Section 2.7 for details). A special case is the following Girsanov transformation for Lévy process (see also [RR07]). We will use this result to study Harnack inequalities for Ornstein-Uhlenbeck processes driven by Lévy processes.

Fix $T>0$. Let $(X(t))_{0 \leq t \leq T}$ be an $H$-valued Lévy process on a filtered probability space $\left(\Omega, \mathscr{F},\left(\mathscr{F}_{t}\right)_{0 \leq t \leq T}, \mathbb{P}\right)$ with characteristic triplet $(b, R, \nu)$. Denote by $X^{\prime}(t)$ the Gaussian part of $X(t)$. Then $X^{\prime}(t)$ is an $R$-Wiener process. Let $(\psi(t))_{0 \leq t \leq T}$ be an $\mathbb{H}_{0}$-valued $\mathscr{F}_{t}$-predictable process, independent of the jump part $X-X^{\prime}$, and such that $\mathbb{E} \rho^{X^{\prime}}(T)=1$ with

$$
\rho^{X^{\prime}}(T)=\exp \left(\int_{0}^{T}\left\langle\psi(s), d X^{\prime}(s)\right\rangle_{0}-\frac{1}{2} \int_{0}^{T}|\psi(s)|_{0}^{2} d s\right) .
$$

Then

$$
\widetilde{X}(t):=X(t)-\int_{0}^{t} \psi(s) d s, \quad 0 \leq t \leq T
$$

is also a Lévy process on $\left(\Omega, \mathscr{F}_{,},\left(\mathscr{F}_{t}\right)_{0 \leq t \leq T}\right)$ with the same characteristic triplet $(b, R, \nu)$ under the new probability measure $\widetilde{\mathbb{P}}$ defined by

$$
\widetilde{\mathbb{P}}=\rho^{X^{\prime}}(T) \mathbb{P}
$$

This result is easy to show. We only need to use the Girsanov theorem for Wiener processes and use the independence of the three parts in the Lévy-Itô decomposition. In fact, we first motivate and prove this result in Chapter 2. The idea of the proof for the general case is the same.

## V Gluing and Coupling

In Chapter 3 we prove a gluing lemma for martingales and studied its applications for couplings.

Set

$$
\begin{equation*}
L(a, b):=L(a(t, x), b(t, x)):=\frac{1}{2} \sum_{i, j=1}^{n} a_{i j}(t, x) \frac{\partial^{2}}{\partial x_{i} \partial x_{j}}+\sum_{i=1}^{n} b_{i}(t, x) \frac{\partial}{\partial x_{i}}, \tag{11}
\end{equation*}
$$

where $a(t, x)$ is a symmetric nonnegative definite real matrix and $b(t, x) \in \mathbb{R}^{n}$ defined on $[0, \infty) \times \mathbb{R}^{n}$.

Let $L_{1}$ and $L_{2}$ be two second order differential operators of the form (11) on $\mathbb{R}^{n}$. Let $\tau$ be a stopping time on $\Omega$.

Assume that
(1) There exists a solution $\mathbb{P}_{1}^{x}$ to the martingale problem for $L_{1}$ up to $\tau$;
(2) For each $\omega \in \Omega$, there exists a solution $\mathbb{P}_{2}^{\tau(\omega), X_{\tau(\omega)}(\omega)}$ to the martingale problem for $L_{2}$ starting from $\left(\tau(\omega), X_{\tau(\omega)}(\omega)\right)$;
(3) and some other conditions (see Theorem 3.1.5).

Define

$$
\mathbb{Q}_{\omega}:=\delta_{\omega} \otimes \mathbb{P}_{2}^{\tau(\omega), X_{\tau(\omega)}(\omega)} \mathbb{1}_{\{\tau<\infty\}}+\delta_{\omega} \mathbb{1}_{\{\tau=\infty\}}
$$

for every $\omega \in \Omega$. Then $\mathbb{P}_{1}^{x} \otimes_{\tau} \mathbb{Q}$ is a solution to the martingale problem for

$$
L=L_{1} \mathbb{1}_{\{t<\tau\}}+L_{2} \mathbb{1}_{\{t \geq \tau\}} .
$$

The proof is based on a result by Stroock and Varadhan [SV79, Theorem 6.1.2]. This gluing lemma generalizes a lemma by Chen and Li [CL89, Lemma 3.4]. Lemma 3.4 in [CL89] studies the gluing of martingale generators via the diffusion coefficients. By the general gluing lemma we proved we can study the gluing of martingale generators via the drifts.

We can use this result to study the existence of coupling and the weak existence of solutions to coupled stochastic differential equations. For example, we have the following result.

Consider the following stochastic differential equations on $\mathbb{R}^{2 d}$ :
where $W_{t}$ is an $\mathbb{R}^{d}$-valued Brownian motion. Suppose that there exists a weak solution to (12) up to $\tau$ and there is a weak solution of the following equation

$$
\left\{\begin{array}{rl}
d X_{t}=\sigma\left(t, X_{t}\right) d W_{t}+b\left(t, X_{t}\right) d t, & X_{s}=x \in \mathbb{R}^{d} \\
d Y_{t} & =\sigma\left(t, Y_{t}\right) d W_{t}+b\left(t, Y_{t}\right) d t,
\end{array} \quad Y_{s}=y \in \mathbb{R}^{d}\right. \text {, }
$$

for every fixed $(s, x, y) \in[0, \infty) \times \mathbb{R}^{d} \times \mathbb{R}^{d}$. Then there exists a weak solution to the equation (12) for all $t \in[0, \infty)$.

With the coupling results, we can study Harnack inequalities for stochastic differential equations with unique weak solutions. This is natural but it is new.

VI Harnack Inequalities for Ornstein-Uhlenbeck Processes Driven by Lévy Processes

Now we turn to the introduction of Harnack inequalities for Lévy driven Ornstein-Uhlenbeck processes studied in Chapter 7. We use the measure transformation on probability space.

Let $\left(Z_{t}\right)_{0 \leq t \leq T}$ be an $\mathbb{H}$-valued Lévy process with characteristic triplet $(b, R, \nu)$ on some filtered probability space $\left(\Omega, \mathscr{F},\left(\mathscr{F}_{t}\right)_{0 \leq t \leq T}, \mathbb{P}\right)$.

Consider the following generalized Langevin stochastic differential equation

$$
\begin{equation*}
d X_{t}=A X_{t} d t+d Z_{t}, \quad X_{0}=x \tag{13}
\end{equation*}
$$

We denote the transition semigroup of $X_{t}$ by $P_{t}$.
Fix $T>0$ and $x, y \in \mathbb{H}$. Assume (4) holds. Consider

$$
\left\{\begin{aligned}
d \widetilde{X}_{t} & =A \widetilde{X}_{t} d t+d Z_{t}-R^{1 / 2} u_{t} d t, \quad \widetilde{X}_{0}=x \\
d Y_{t} & =A Y_{t} d t+d Z_{t}, \quad Y_{0}=y
\end{aligned}\right.
$$

Here $u \in L^{2}([0, T] ; \mathbb{H})$ is a control of the system (6) such that $x_{T}=0$ and hence it follows that $\widetilde{X_{T}}=Y_{T}$. By results from control theory (see Appendix A), the control function $u$ exist.

By Girsanov's theorem, we construct a new probability measure $\mathbb{Q}$ on the space $\left(\Omega, \mathscr{F}_{T},\left(\mathscr{F}_{t}\right)_{0 \leq t \leq T}\right)$ such that $\mathbb{Q}$ is absolute continuous with respect to $\mathbb{P}$
and $\widetilde{Z}_{t}:=Z_{t}-u_{t}$ is also a Lévy process with characteristic triplet $(b, R, \nu)$, the same characteristic triplet as that of $Z_{t}$ under $\mathbb{P}$.

Now by using the procedure introduced in (III), we obtain

$$
\begin{equation*}
\left(P_{T} f\right)^{\alpha}(y) \leq \exp \left(\frac{\beta}{2} \int_{0}^{T}\left|u_{t}\right|^{2} d t\right) P_{T} f^{\alpha}(x) \tag{14}
\end{equation*}
$$

for every $x, y \in \mathbb{H}, f \in \mathscr{C}_{b}^{+}(\mathbb{H})$ and $\alpha, \beta>1$ satisfying $1 / \alpha+1 / \beta=1$.
By optimization Inequality (14) over all possible null control function $u$ of the system (6), and by noting the representation (7), we obtain the Harnack inequality (5) for the Lévy Ornstein-Uhlenbeck semigroup associated with the solution process of the equation (13).

Similar to the Gaussian case, by choosing any control function $u$ (or applying (14)), we also obtain an upper estimate of the coefficient in the Harnack inequality. Especially, we also have (8) which generalizes the Harnack inequalities in Röckner and Wang [RW03a] for the Lévy Ornstein-Uhlenbeck semigroups from $\alpha=2$ to general order $\alpha>1$.

We refer to Section 7.5 for the applications of Harnack inequalities for Lévy Ornstein-Uhlenbeck semigroups.

## VII Harnack Inequalities for Stochastic Differential Equations

In Chapter 4 we consider Harnack inequalities for the following distorted Brownian motion on $\mathbb{R}^{d}$ :

$$
\begin{equation*}
d X_{t}=b\left(t, X_{t}\right) d t+d W_{t} \tag{15}
\end{equation*}
$$

where $W_{t}$ is a Wiener process on $\mathbb{R}^{d}, b(t, x)$ is a measurable function from $[0, \infty) \times$ $\mathbb{R}^{d}$ to $\mathbb{R}^{d}$.

Let $b$ be a continuous function satisfying the following linear growth condition

$$
|b(t, x)| \leq C(1+|x|), \quad x \in \mathbb{R}^{d}, \quad 0 \leq t \leq T
$$

for some constant $C>0$ and the following classical global monotonicity condition

$$
\langle x-y, b(t, x)-b(t, y)\rangle \leq K|x-y|^{2}, \quad x, y \in \mathbb{R}^{d}, \quad 0 \leq t \leq T
$$

for some $K \in \mathbb{R}$. then for the transition semigroup $P_{t}$ associated with $X_{t}$, we
have the following well known result

$$
\begin{equation*}
\left(P_{T} f\right)^{\alpha}(x) \leq \exp \left(\frac{\beta K|x-y|^{2}}{1-\mathrm{e}^{-2 K T}}\right) P_{T} f^{\alpha}(y) \tag{16}
\end{equation*}
$$

where $x, y \in \mathbb{R}^{d}, f \in \mathscr{C}_{b}^{+}\left(\mathbb{R}^{d}\right)$ and $T>0$.
The inequality (16) is essentially from [Wan97]. We can reproduce it by coupling and Girsanov's transformation.

We aim to go further and prove Harnack inequalities for $P_{t}$ under general conditions on $b$. Especially, we have the following result.

Assume that $b(t, x)$ is of linear growth, the solution to equation (15) is weakly unique and there exists a nonnegative increasing function $g$ on $[0, \infty)$ such that

$$
\sup _{|x-y|=r} \frac{1}{r}\langle b(x)-b(y), x-y\rangle \leq g(r) .
$$

Then

$$
\left(P_{T} f\right)^{\alpha}(x) \leq \exp \left(\frac{\beta}{2} \int_{0}^{T}\left[g(|x-y|)+\frac{\xi_{t}|x-y|}{\int_{0}^{T} \xi_{u} d u}\right]^{2} d t\right) P_{T} f^{\alpha}(y)
$$

where $\xi_{t}$ is any positive continuous function on $[0, T]$.
In Chapter 4 we also consider estimates of heat kernels of the transition semigroup by applying Harnack inequalities.

## VIII Harnack Inequalities for Multivalued Stochastic Equations

Now we introduce the contents of Chapter 8 which is devoted to the study the Harnack inequalities for multivalued stochastic differential equations and multivalued stochastic evolution equations.

The motivation comes from the study of Harnack inequalities for perturbations of Ornstein-Uhlenbeck processes driven by Wiener processes in Section 5.5. If the perturbation is given by the sub-differential of some convex function, then we come to the multivalued stochastic equations. Below we introduce Harnack inequalities for general multivalued stochastic evolution equations and their applications.

Let $\mathrm{V} \subset \mathbb{H}=\mathbb{H}^{*} \subset \mathbb{V}^{*}$ be an evolution triplet, where $\mathbb{V}$ is a real separable and reflexive Banach space which is continuously and densely embedded into a separable Hilbert space $\mathbb{H}$.

Consider the following multivalued stochastic evolution equation

$$
\left\{\begin{array}{l}
d X_{t} \in-A X_{t} d t+B X_{t} d t+\sigma(t) d W_{t}  \tag{17}\\
X_{0}=x \in \overline{D(A)}
\end{array}\right.
$$

where $A$ is a multivalued maximal monotone operator* on $\mathbb{H}, B: \mathbb{V} \rightarrow \mathbb{V}^{*}$ is a single valued operator from $\mathbb{V}$ to $\mathbb{V}^{*}, \sigma: \mathbb{R}^{+} \times \Omega \times \mathbb{H} \rightarrow \mathbb{H} \otimes \mathbb{H}$, and $W_{t}$ is a cylindrical Wiener process on $\mathbb{H}$ with respect to a complete filtered probability space $\left(\Omega, \mathscr{F}^{\prime},\left(\mathscr{F}_{t}\right)_{t \geq 0}, \mathbb{P}\right)$.

Assume (H1)-(H5) stated in Theorem 8.3.2. We mention here that (H4) says that there exists $\gamma>0, \omega \in \mathbb{R}$ and $q>1$ such that for every $x, y \in \mathbb{V}$,

$$
{ }_{\mathrm{V}}\langle x-y, B x-B y\rangle_{\mathrm{V}^{*}} \leq-\gamma|x-y|_{\mathrm{V}}^{q}+\omega|x-y|_{\mathrm{H}}^{2}
$$

For simplicity, we assume in this introduction that $\sigma$ is constant and $q$ is strictly greater than 2. We refer to Section 8.3 for details about these conditions.

With these conditions, Zhang [Zha07] proved that Equation (17) has a unique solution $X_{t}$. Define $P_{t} f(x)=\mathbb{E}_{\mathbb{P}} f\left(X_{t}\right)$ for every $f \in \mathscr{B}_{b}(\overline{D(A)})$. Then $P_{t}$ is a Markov semigroup. Zhang [Zha07, Theorem 5.8] studied the existence, uniqueness, and finiteness of the second moment of the the invariant measures $\mu$ associated with the semigroup $P_{t}$. We can prove the following stronger concentration property:

$$
\begin{equation*}
\int_{\overline{D(A)}}\left(\mathrm{e}^{\theta|x|_{\mathrm{H}}^{q}}+|x|_{\mathrm{V}}^{q}\right) \mu(d x)<\infty \tag{18}
\end{equation*}
$$

for some $\theta>0$.
Assume in addition (i.e. Condition (8.33))

$$
\zeta^{2}|x|_{\sigma}^{2+r} \cdot|x|_{\mathrm{H}}^{q-2-r} \leq|x|_{\mathrm{V}}^{q}, \quad \text { for all } x \in \mathbb{V}, t \geq 0
$$

for some $\zeta>0$ and $r \geq q-4$. Then

$$
\left(P_{T} f^{\alpha}\right)(x) \leq \exp \left(\frac{\beta}{2} \widetilde{\Theta}_{T}|x-y|_{\mathrm{H}}^{\frac{2(4+r-q)}{2+r}}\right) P_{T} f^{\alpha}(y)
$$

for every $T>0, x, y \in \overline{D(A)}$ and $f \in \mathscr{B}_{b}^{+}(\overline{D(A)})$, where $\widetilde{\Theta}_{T}$ is some constant only dependent on $T, \delta, \gamma, \omega$ and $\zeta$ (see (8.37)).

An immediate consequence of the Harnack inequality (with $r>q-4$ ) is that

[^0]for every $f$ in $L^{p}(\overline{D(A)}, \mu)$ with $p>1, P_{t} f$ is continuous on $\overline{D(A)}$.
We also apply the Harnack inequalities to get the following results.
(1) $\mu$ is fully supported by $\overline{D(A)}$.
(2) For every $x \in \overline{D(A)}, t>0$, the transition densities $p_{t}(x, \cdot)$ of $P_{t}$ (with respect to $\mu$ ) exist and for every $\alpha>1$
$$
\left\|p_{t}(x, \cdot)\right\|_{L^{\alpha}(\mathbb{H}, \mu)} \leq\left[\int_{\overline{D(A)}} \exp \left(-\frac{\alpha}{2} \widetilde{\Theta}_{t}|x-y|_{\mathrm{H}}^{\frac{2(4+r-q)}{2+r}}\right) \mu(d y)\right]^{-(\alpha-1) / \alpha}
$$
(3) Suppose $K \leq 0$. Then $P_{t}$ is ultrabounded. More precisely, we have
$$
\left\|P_{t}\right\|_{2 \rightarrow \infty} \leq \exp \left(c\left(1+t^{-\frac{q}{q-2}}\right)\right)
$$
for some constant $c>0$. Hence, $P_{t}$ is compact for large $t>0$.

## IX Entropy Cost and HWI Inequalities for Ornstein-Uhlenbeck Processes Driven by Wiener Processes

We are also interested in other functional inequalities for stochastic equations, especially for stochastic equations with Lévy noise. But it seems that this is not easy. As a first step, we write down entropy cost inequalities and HWI inequalities for Ornstein-Uhlenbeck processes driven by Wiener processes in Chapter 9. We also write it as a complement to this thesis. The results maybe be well known for experts.

We go back to consider Equation (1). We assume that $A$ is a bounded selfadjoint and nonnegative definite operator. Suppose that $Q_{\infty}$ is of trace class and $S_{t} R=R S_{t}$ for all $t \geq 0$. Denote by $P_{t}$ the associated transition semigroup. Then $P_{t}$ is symmetric. We also assume that there exist $M, \omega>0$ such that for all $t \geq 0$,

$$
\left\|S_{t}\right\| \leq M \mathrm{e}^{-\omega t}
$$

Then we can prove the following entropy cost inequality

$$
\operatorname{Ent}_{\mu}\left(P_{t} f\right) \leq \frac{M \omega}{2\left(\mathrm{e}^{2 \omega t}-1\right)} W_{2}(f \mu, \mu)^{2}
$$

and HWI inequality

$$
\operatorname{Ent}_{\mu}(f) \leq M \sqrt{I(f)} W_{2}(f \mu, \mu)-\frac{M \omega}{2} W_{2}(f \mu, \mu)^{2}
$$

for every $t \geq 0$ and nonnegative bounded measurable function $f$ on $\mathbb{H}$ with
$\mu(f)=1$. For the definition of the entropy ("H") Ent ${ }_{\mu}$, Wasserstein distance $W_{2}(\cdot, \cdot)$, and Fisher information $I(\cdot)$, we refer to Section 9.1.

## Chapter 1

## Preliminaries

This chapter is devoted to some preliminary material which will be used in this thesis. In Section 1.1, we introduce some basic notations. In Section 1.2 we recall Gaussian measures and the Cameron-Martin formula. In Section 1.3 we introduce shortly Wiener processes and stochastic integrals with respect to Wiener processes. In Section 1.4 we introduce Lévy processes and infinite divisible distributions, the Lévy-Itô decomposition, stochastic integral with respect to Lévy processes and symmetric $\alpha$-stable processes.

### 1.1 Some Basic Notations

Operators on Hilbert Spaces Let $H$ be a real separable Hilbert space with norm $|\cdot|$ and inner product $\langle\cdot, \cdot\rangle$. Let $T$ be a bounded linear operator on $\mathbb{H}$. We denote by $T^{*}$ the adjoint operator of $T$.
$T$ is called symmetric if $\langle T x, y\rangle=\langle x, T y\rangle$ for every $x$ and $y$ in $\mathbb{H}$ and positive definite if $\langle T x, x\rangle \geq 0$ for every $x \in \mathbb{H}$.

Let $\left\{e_{k}\right\}_{k \geq 1}$ be a complete orthonormal basis of $\mathbb{H}$. Let $T$ be a bounded symmetric and positive operator on $H$. We call $T$ a Hilbert-Schmidt operator if

$$
\sum_{k=1}^{\infty}\left|T e_{k}\right|^{2}<+\infty
$$

We call $T$ a trace class operator if

$$
\operatorname{Tr} T:=\sum_{k=1}^{\infty}\left\langle T e_{k}, e_{k}\right\rangle<+\infty
$$

It is clear that every trace class operator is a Hilbert-Shimidt operator. We call $\operatorname{Tr} T$ the trace of $T$.

Spaces of functions We introduce some basic spaces of functions.
As usual, we denote by $\mathscr{C}(\mathbb{H})$ the space of continuous functions on $\mathbb{H}, \mathscr{C}_{b}(\mathbb{H})$ the space of bounded continuous on $\mathbb{H}, \mathscr{C}_{b}^{+}(\mathbb{H})$ the space of positive bounded continuous functions on $\mathbb{H}$. Similarly, we denote by $\mathscr{B}(\mathbb{H}), \mathscr{B}_{b}(\mathbb{H}), \mathscr{B}_{b}^{+}(\mathbb{H})$ the spaces of measurable, bounded measurable, positive bounded measurable functions on H .

We denote by $\mathcal{B}(\mathbb{H})$ the Borel $\sigma$-algebra on $\mathbb{H}$. Let $\mu$ be a probability measure on $(\mathbb{H}, \mathcal{B}(\mathbb{H}))$. For every $p>1$, we denote by $L^{p}(\mathbb{H}, \mu)$ the space of all measurable functions $f$ on $\mathbb{H}$ such that $|f|^{p}$ is integrable with respect to $\mu$. For every $f \in$ $L^{p}(\mathbb{H}, \mu)$, we denote $\|f\|_{L^{p}(H, \mu)}=\mu\left(|f|^{p}\right)^{1 / p}$. If there is no confusion, we also write $\|f\|_{p}$ for $\|f\|_{L^{p}(\mathbb{H}, \mu)}$.

Denote $\mathscr{E}(\mathbb{H})$ for the space of all exponential functions, that is

$$
\mathscr{E}(\mathbb{H}):=\text { Linear } \operatorname{Span}\left\{\operatorname{Re} \varphi_{h}, \operatorname{Im} \varphi_{h}: h \in \mathbb{H}, \varphi_{h}(x):=\mathrm{e}^{i\langle h, x\rangle}, x \in \mathbb{H}\right\} .
$$

For a self-adjoint operator $(A, D(A))$ on $\mathbb{H}$, we denote $\mathscr{E}_{A}(\mathbb{H})$ for the space of all real parts of the functions $\left(\mathrm{e}^{i\langle h, x\rangle}\right)_{h \in D\left(A^{*}\right)}$.

Derivatives For every $\varphi \in \mathscr{E}(\mathbb{H})$ and $h \in \mathbb{H}$ we denote the (weak-) derivative of $\varphi$ in the direction of $h$ by $D_{h} \varphi$. Recall that it is defined as usual by

$$
D_{h} \varphi(x):=\lim _{\varepsilon \rightarrow 0} \frac{1}{\varepsilon}[\varphi(x+\varepsilon h)-\varphi(x)], \quad x \in \mathbb{H} .
$$

For $h=e_{k}$ we simply denote it $D_{e_{k}} \varphi$ by $D_{k} \varphi(x)$ as the derivative of $\varphi$ in the direction of $e_{k}$.

The gradient $D \varphi$ is defined by

$$
\langle D \varphi, h\rangle=D_{h} \varphi, \quad \varphi \in \mathscr{E}(\mathbb{H}), h \in \mathbb{H} .
$$

It can be shown that the linear mappings $D_{k}$ and

$$
D: \mathscr{E}(\mathbb{H}) \subset L^{2}(\mathbb{H}, \mu) \rightarrow L^{2}(\mathbb{H}, \mu, \mathbb{H}), \quad \varphi \mapsto D \varphi,
$$

are closable and we shall still denote the closures respectively by $D$ and $D$.
Cameron-Martin Spaces Let $Q$ be a trace class operator. It is well known that there exists a complete orthonormal system $\left\{e_{k}\right\}_{k \in \mathbb{N}}$ on $\mathbb{H}$ and a sequence
of numbers $\left\{\lambda_{k}\right\}_{k \in \mathbb{N}}$ such that

$$
Q e_{k}=\lambda_{k} e_{k}, \quad \lambda_{k} \geq 0, k \in \mathbb{N}
$$

See Reed and Simon [RS80, Theorem VI. 16 and Theorem VI.21], or Dunford and Schwartz [DS88].

We define the square root of $Q$ by

$$
Q^{1 / 2} x=\sum_{k=1}^{\infty} \sqrt{\lambda_{k}}\left\langle x, e_{k}\right\rangle e_{k}, \quad x \in \mathbb{H} .
$$

It is obvious that $Q^{1 / 2}$ is a Hilbert-Schmidt operator. We call the range $\mathbb{H}_{0}:=Q^{1 / 2}(\mathbb{H})$ of $Q^{1 / 2}$ the Cameron-Martin space of $\mathbb{H}$. This subspace is also called the reproducing kernel space for the measure $\mu$. We know $H_{0}$ is densely embedded in $\mathbb{H}$ but with measure zero: $\mu\left(\mathbb{H}_{0}\right)=0$ (see [DP06, Proposition 1.27]).

We are going to introduce a scalar product on $\mathbb{H}_{0}$. With this product, the Cameron-Martin space become an Hilbert space. To do so, we first recall an useful concept - pseudo inverse of linear operator. See [PR07, Appendix C] for more details.

Pseudo inverse Let $T$ be a linear bounded operator on $\mathbb{H}$. It is not necessary to be one-to-one and onto. Then $\operatorname{Ker} T:=\{x: T x=0\}$ is a closed subspace of $\mathbb{H}$. Denote by $\mathbb{H}_{1}$ the orthogonal complement of $\operatorname{Ker}(T): \mathbb{H}_{1}=\operatorname{Ker}(T)^{\perp}$. The subspace $\mathbb{H}_{1}$ of $\mathbb{H}$ is also closed. Denote the restriction of $T$ on $\mathbb{H}_{1}$ by $T_{1}$ :

$$
T_{1}=\left.T\right|_{\mathbb{H}_{1}}: \mathbb{H}_{1} \rightarrow T_{1}(\mathbb{H}) .
$$

Then $T_{1}$ is one-to-one. What is more, $T(\mathbb{H})=T_{1}(\mathbb{H})$. So we can define the pseudo inverse $T^{-1}$ of $T$ by

$$
T^{-1}: T(\mathbb{H}) \rightarrow \mathbb{H}_{1}, \quad x \mapsto T_{1}^{-1} x
$$

for every $x \in T(\mathbb{H})$.
Remark 1.1.1. Equivalently, for every $x \in T(\mathbb{H})$, the pseudo inverse $T^{-1} x$ can be defined as the element in the hyperplane $\{y \in \mathbb{H}: T y=x\}$ with minimal norm.

Intrinsic Distance Let $Q$ be a trace class operator on $\mathbb{H}$. Denote the pseudo inverse of $Q^{1 / 2}$ by $Q^{-1 / 2}$. We define a scalar product on $H_{0}$ by

$$
\langle x, y\rangle_{\mathbb{H}_{0}}:=\left\langle Q^{-1 / 2} x, Q^{-1 / 2} y\right\rangle, \quad x, y \in \mathbb{H}_{0} .
$$

Denote by $|\cdot|_{H_{0}}$ the norm corresponding to the inner product. When there is no confusion, we will simply write $\langle\cdot, \cdot\rangle_{0}$ and $|\cdot|_{0}$ for $\langle\cdot, \cdot\rangle_{\mathrm{H}_{0}}$ and $|\cdot|_{\mathrm{H}_{0}}$.

Since $\mathbb{H}_{0}$ is dense in $\mathbb{H}$, we can extend the mapping $\langle\cdot, y\rangle_{0}$ to the whole space $\mathbb{H}$ for every fixed $y \in \mathbb{H}$.

Remark 1.1.2. Equivalently, we also have

$$
\langle x, y\rangle_{\mathbb{H}_{0}}=\sum_{k=1}^{\infty} \frac{\left\langle x, e_{k}\right\rangle\left\langle y, e_{k}\right\rangle}{\lambda_{k}} \mathbb{1}_{\left\{\lambda_{k}>0\right\}},
$$

where $\left\{e_{k}\right\}_{k \in \mathbb{N}}$ are the eigenvectors of $Q$ with eigenvalues $\left\{\lambda_{k}\right\}_{k \in \mathbb{N}}$.
Now we can introduce an intrinsic distance on $\mathbb{H}$ by

$$
\rho(x, y)= \begin{cases}|x-y|_{0}, & \text { if } x-y \in \mathbb{H}_{0}  \tag{1.1}\\ \infty, & \text { otherwise }\end{cases}
$$

### 1.2 Absolute Continuity of Gaussian Measures

There are also lots of monographs on Gaussian measures. See, for example, [Xia72, Kuo75, Bog98] etc.. What we will introduce is basic and can also be found in the books by Da Prato and Zabczyk [DPZ92, DPZ02].

Definition 1.2.1. Let $m \in \mathbb{H}$ and $Q$ be a trace class operator on $\mathbb{H}$. A probability measure $\mu$ on $(\mathbb{H}, \mathcal{B}(\mathbb{H}))$ is called a Gaussian measure with mean $m$ and covariance $Q$ if the Fourier transformation (characteristic function) $\hat{\mu}$ of $\mu$

$$
\hat{\mu}(u)=\mathbb{E}_{\mu} \exp (i\langle x, u\rangle)=\int_{\mathbb{H}} \exp (i\langle x, u\rangle) \mu(d x), \quad u \in \mathbb{H}
$$

is given by

$$
\hat{\mu}(u)=\exp \left(\langle m, u\rangle-\frac{1}{2}\langle Q u, u\rangle\right), \quad u \in \mathbb{H} .
$$

In this case, we will write $\mu=N(m, Q)$ or $N_{m, Q}$. When $m=0$ we shall write $N_{Q}$ instead of $N_{0, Q}$ for short.

It can be shown (see for example [PR07, Definition 2.1.1 and Theorem 2.1.2]) that $\mu$ is a Gaussian measure on $(\mathbb{H}, \mathcal{B}(\mathbb{H}))$ if and only if every random variable

$$
x^{\prime}: \mathbb{H} \rightarrow \mathbb{R}, \quad u \mapsto\langle x, u\rangle, \quad h \in \mathbb{H}
$$

has Gaussian law for every $x \in \mathbb{H}$ under $\mu$.
We are interested at the absolute continuity of Gaussian measures. We first recall some basic notations related to the absolute continuity of measures.

Let $\sigma_{1}, \sigma_{2}$ be two $\sigma$-finite measures on a general measure space $(E, \mathscr{E})$. If $\sigma_{2}(A)=0$ for each $A \in \mathscr{E}$ with $\sigma_{1}(A)=0$, then we say $\sigma_{2}$ is absolutely continuous with respect to $\sigma_{1}$. And we write it as $\sigma_{2} \ll \sigma_{1}$.

If both $\sigma_{1} \ll \sigma_{2}$ and $\sigma_{2} \ll \sigma_{1}$, then we say $\sigma_{1}, \sigma_{2}$ are mutually absolutely continuous or equivalent. And we denote it by $\sigma_{1} \approx \sigma_{2}$.

If there exists some $A \in \mathscr{E}$ such that $\sigma_{1}(A)=\sigma_{2}(E \backslash A)=0$, then we say $\sigma_{1}$ is orthogonal or singular to $\sigma_{2}$ and denoted it by $\sigma_{1} \perp \sigma_{2}$. Obviously $\sigma_{1} \perp \sigma_{2}$ if and only if $\sigma_{2} \perp \sigma_{1}$. So we shall also say $\sigma_{1}$ and $\sigma_{2}$ are orthogonal to each other.

When the measure $\sigma_{2}$ is absolutely continuous with respect to the measure $\sigma_{1}$, the famous Radon-Nikodým theorem (see the book Halmos [Hal50]) asserts that there exists a $\sigma_{1}$-a.s determined $\mathscr{E}$-measurable function $f(x)$ such that

$$
\begin{equation*}
\sigma_{2}(A)=\int_{A} f(x) \sigma_{1}(d x) \quad \text { for every } A \in \mathscr{E} \tag{1.2}
\end{equation*}
$$

We denote the relation (1.2) by $f(x)=\frac{d \sigma_{2}}{d \sigma_{1}}(x)$, and termed it as Radon-Nikodým derivative or relative density of the measure $\sigma_{2}$ with respect to the measure $\sigma_{1}$.

The equivalence and perpendicularity of two Gaussian measures on a separable Hilbert space $\mathbb{H}$ have been studied for a long time. The first result concerning the equivalence or singularity of two Gaussian measures is essentially due to Kakutani [Kak48]. We have the so called Feldman-Hájek [Fel58, Fel59, Háj58] theorem which states that any two Gaussian measures on a Hilbert space are either equivalent or orthogonal. There are some ways to prove it. For example, it can be proved by using the "Hellinger-Kakutani distance" due to Hellinger [Hel07] and Kakutani [Kak48]; the "method of entropy" due to Hájek [Háj58] and Rozanov [Roz62]; and the "method of reproducing kernel" due to Kallianpur and Oodaira [KO63].

Now one can find the introduction of the absolute continuity of two Gaussian measures in many monographs, see for example, [Xia72, Var68, GS74, Kuo75, DPZ92, Bog98] etc..

In this thesis, we will only need to use the following simple case: the absolute continuity of Gaussian measures $N_{m, Q}$ with respect to $N_{Q}$.

To be intuitive, let us first show the formula in one-dimension. Let $N_{b, q}$ and $N_{0, q}$ be two the normal distributions on $\mathbb{R}$ with the same variance $q$ and means $b$
and 0 respectively. If $q=0$, then $N_{b, q}$ and $N_{0, q}$ are equivalent only when $b=0$. If $q \neq 0$, then $N_{b, q}$ and $N_{0, q}$ are always equivalent and the derivative is given by

$$
\begin{align*}
\frac{d N_{b, q}}{d N_{0, q}}(x) & =\frac{(2 \pi q)^{-1 / 2} \exp \left[-\frac{(x-b)^{2}}{2 q}\right]}{(2 \pi q)^{-1 / 2} \exp \left[-\frac{x^{2}}{2 q}\right]}  \tag{1.3}\\
& =\exp \left[\frac{2 b x-b^{2}}{2 q}\right]=\exp \left[\left\langle q^{-1 / 2} b, q^{-1 / 2} x\right\rangle-\frac{1}{2}\left|q^{-1 / 2} b\right|^{2}\right] .
\end{align*}
$$

Formally, the infinite dimensional version of the Cameron-Martin formula is the formula (1.3) if we replace $q^{-1 / 2}$ by $Q^{-1 / 2}$.

The proof of the following Cameron-Martin formula can be found, for instance, in [GS74, Chapter VII, Section 4, Theorem 1], or [Kuo75, Theorem 3.1] or [DPZ92, Theorem 2.21].

Theorem 1.2.2. Let $\mu=N(m, Q)$ and $\nu=N(0, Q)$ on $\mathbb{H}$ be two Gaussian measures on $\mathbb{H}$.
(1) If $m \notin Q^{1 / 2}(H)$, then $\mu$ and $\nu$ are singular.
(2) If $m \in Q^{1 / 2}(H)$, then $\mu$ and $\nu$ are equivalent and the Radon-Nikodým derivative of $\mu$ with respect to $\nu$ is given by

$$
\frac{d \mu}{d \nu}(x)=\exp \left(\langle x, m\rangle_{0}-\frac{1}{2}|m|_{0}^{2}\right), \quad \text { for all } x \in \mathbb{H}
$$

Remark 1.2.3. One of the powerful tools in the study of absolute continuity of Gaussian measures is the so called Kakutani distance of two measures which is introduced in Kakutani [Kak48]. (As pointed out in Kakutani's paper, Kakutani distance is the same with the Hellinger integral introduced by Hellinger in his thesis [Hel07]. So we shall call the distance by Hellinger-Kakutani distance.) We will introduce these concepts in detail in Section 2.3 for the study of absolute continuity of Lévy processes.

### 1.3 Wiener Processes and Stochastic Integrals

We will first recall the definition of standard $Q$-Wiener processes and stochastic integrals with respect to standard $Q$-Wiener processes. Then we will introduce cylindrical $Q$-Wiener processes and the stochastic integrals with respect to cylindrical Wiener process. We refer to [DPZ92, PR07] for more details.

Definition 1.3.1. Suppose that $Q$ is a trace class operator on a real separable Hilbert space $\mathbb{H}$. A family of $\mathbb{H}$-valued random variables $W=\left(W_{t}\right)_{0 \leq t \leq T}$ is called a standard $Q$-Wiener process on $[0, T]$ if
(1) $W_{0}=0$;
(2) $W$ has continuous trajectories;
(3) $W$ has independent increments, that is, the random variables

$$
W_{t_{1}}, W_{t_{2}-t_{1}}, \ldots, W_{t_{n}}-W_{t_{n-1}}
$$

are independent for all $0 \leq t_{1}<t_{2}<\cdots<t_{n} \leq T$ and all $n \in \mathbb{N}$;
(4) The increments of $W$ have Gaussian laws: $W_{t}-W_{s}$ is Gaussian distributed as $N_{(t-s) Q}$ for every $0 \leq s \leq t \leq T$.

Let $\left\{e_{k}\right\}_{k \in \mathbb{N}}$ be an orthonormal basis of $\mathbb{H}$ consisting of eigenvectors of $Q$, and $\left\{\lambda_{k}\right\}_{k \in \mathbb{N}}$ be the corresponding sequence of eigenvalues:

$$
Q e_{k}=\lambda_{k} e_{k}, \quad \text { for all } k \in \mathbb{N} .
$$

Then $\left(W_{t}\right)_{0 \leq t \leq T}$ is a $Q$-Wiener process if and only if

$$
\begin{equation*}
W_{t}=\sum_{k=1}^{\infty} \sqrt{\lambda_{k}} \beta_{k}(t) e_{k}, \quad 0 \leq t \leq T, \tag{1.4}
\end{equation*}
$$

where $\left\{\beta_{k}\right\}_{k \in \mathbb{N}}$ are independent real valued standard Brownian motions.
The proof of the representation (1.4) of $Q$-Wiener processes can be found in [DPZ92, Proposition 4.1] or [PR07, Proposition 2.1.10] etc..

Let $\left(\Omega, \mathscr{F},\left(\mathscr{F}_{t}\right)_{0 \leq t \leq T}, \mathbb{P}\right)$ be a filtered probability space. We call $\left(W_{t}\right)_{0 \leq t \leq T}$ a $Q$-Wiener process with respect to the filtration $\left(\mathscr{F}_{t}\right)_{0 \leq t \leq T}$, if $\left(W_{t}\right)_{0 \leq t \leq T}$ is a $Q$-Wiener process satisfying the following conditions
(1) $W_{t}$ is adapted to $\mathscr{F}_{t}$ for all $0 \leq t \leq T$;
(2) $W_{t}-W_{s}$ is independent of $\mathscr{F}_{s}$ for all $0 \leq s \leq t \leq T$.

We say that a filtration $\left(\mathscr{F}_{t}\right)_{0 \leq t \leq T}$, on a probability space $(\Omega, \mathscr{F}, \mathbb{P})$ is a normal filtration if the following two usual conditions are satisfied.
(1) $\mathscr{F}_{0}$ (and hence every $\mathscr{F}_{t}$ for $0 \leq t \leq T$ ) contains all elements $A \in \mathscr{F}$ with $\mathrm{P}(A)=0$.
(2) The filtration is right continuous: $\mathscr{F}_{t}=\mathscr{F}_{t+}:=\cap_{s>t} \mathscr{F}_{s}$ for every $0 \leq t \leq T$.

It is easy to show that any $Q$-Wiener process is a $Q$-Wiener process with respect to some normal filtration (see [PR07, Proposition 2.1.13]). In this thesis,
if it is not explicitly stated, we will always assume that the filtration is normal.

## Stochastic Integral

In this thesis we mainly concern the stochastic integrals of deterministic functions with respect to Wiener processes. So we only introduce shortly this simple case. For more on stochastic integrals, we refer to the book by Da Prato and Zabczyk [DPZ92] or the lecture notes by Prévôt and Röckner [PR07].

Let $\left(W_{t}\right)_{0 \leq t \leq T}$, be an $\mathbb{H}$-valued $Q$-Wiener process defined on a filtered probability space $\left(\Omega, \mathscr{F},\left(\mathscr{F}_{t}\right)_{0 \leq t \leq T}, \mathbb{P}\right)$. Let $(1.4)$ be a representation of $\left(W_{t}\right)_{0 \leq t \leq T}$.

Let $U$ be another real separable Hilbert space. Denote by $L(H, U)$ the space of all linear bounded operators from $\mathbb{H}$ to $U$. Let $\Phi:[0, T] \rightarrow L(U, H), t \mapsto \Phi(t)$ be a deterministic function.

For every $0 \leq t \leq T$, we define the stochastic integral of $\Phi(\cdot)$ with respect to the Wiener process $W(\cdot)$ by

$$
\begin{equation*}
\int_{0}^{t} \Phi_{s} d W_{s}:=\sum_{k=1}^{\infty} \int_{0}^{t} \sqrt{\lambda_{k}} \Phi_{s} e_{k} d \beta_{k}(s)=\sum_{k=1}^{\infty} \int_{0}^{t} \Phi_{s} Q^{1 / 2} e_{k} d \beta_{k}(s) . \tag{1.5}
\end{equation*}
$$

The generic term

$$
\int_{0}^{t} \Phi_{s} Q^{1 / 2} e_{k} d \beta_{k}(s)
$$

in the series (1.5) is a $U$-valued Wiener integral defined by

$$
\int_{0}^{t} \Phi_{s} Q^{1 / 2} e_{k} d \beta_{k}(s)=\sum_{l=1}^{\infty}\left(\sum_{k=1}^{\infty} \int_{0}^{t}\left\langle\Phi_{s} Q^{1 / 2} e_{k}, f_{l}\right\rangle d \beta_{k}(s)\right) f_{l}
$$

where $\left\{f_{l}\right\}_{l \in \mathbb{N}}$ is a complete orthogonal normal basis of the Hilbert space $U$.
It is easy to check

$$
\begin{aligned}
\mathbb{E}\left|\int_{0}^{t} \Phi_{s} d W_{s}\right| & =\sum_{k=1}^{\infty} \int_{0}^{t}\left|\Phi(s) Q^{1 / 2} e_{k}\right|^{2} d s \\
& =\sum_{k=1}^{\infty} \int_{0}^{t}\left\langle\left(\Phi_{s} Q^{1 / 2}\right)^{*} \Phi(s) Q^{1 / 2} e_{k}, e_{k}\right\rangle d s \\
& =\int_{0}^{t} \operatorname{Tr}\left[\left(\Phi_{s} Q^{1 / 2}\right)^{*} \Phi(s) Q^{1 / 2}\right] d s
\end{aligned}
$$

Hence, the series (1.5) converges in $L^{2}(\Omega, \mathscr{F}, U)$ if and only if

$$
\begin{equation*}
\int_{0}^{t} \operatorname{Tr}\left(\Phi_{s} Q \Phi_{s}^{*}\right) d s<\infty \tag{1.6}
\end{equation*}
$$

In this case, we can show that the stochastic integral Gaussian random variable with covariance (see [DPZ92, Theorem 5.2])

$$
Q_{t}:=\int_{0}^{t} \Phi_{s} Q \Phi_{s}^{*} d s
$$

## Cylindrical $Q$-Wiener Processes and Stochastic Integrals

Formally, in the definition of the stochastic integrals (1.5), the operator $Q$ is not necessary to be of trace class since we only need the condition (1.6) hold. This leads us to introduce cylindrical $Q$-Wiener processes.

Let $Q$ be a bounded, self-adjoint and nonnegative operator on $U$. Set $U_{0}=$ $Q^{1 / 2}(U)$. Let $\widetilde{U_{0}}$ be an arbitrary Hilbert space such that $U_{0}$ is embedded continuously into $\widetilde{U_{0}}$

$$
J:\left(U_{0},|\cdot|{ }_{U_{0}}\right) \rightarrow\left(\widetilde{U_{0}},|\cdot| \widetilde{\widetilde{U}_{0}}\right)
$$

and the embedding $J$ is a Hilbert-Schmidt operator.
Now we define

$$
W_{t}=\sum_{k=1}^{\infty} \beta_{k}(t) J g_{k}, \quad 0 \leq t \leq T,
$$

where $\left\{g_{k}\right\}_{k \in \mathbb{N}}$ is an orthogonal normal basis of $U_{0}$ and $\left\{\beta_{k}\right\}_{k \in \mathbb{N}}$ is a family of independent real Brownian motions.

Therefore $\left(W_{t}\right)_{0 \leq t \leq T}$ defines a $\widetilde{Q}:=J J^{*}$-Wiener process on $\widetilde{U_{0}}$ with $\operatorname{Tr} \widetilde{Q}<\infty$.
If $\operatorname{Tr} Q=\infty$, then we will call the constructed process $\left(W_{t}\right)_{0 \leq t \leq T}$ a cylindrical $Q$-Wiener process on $U$. If $Q=I$, then we simply call it a cylindrical Wiener process.

When there is no confusion, we will simply say $Q$-Wiener processes without distinguishing whether it is the standard one and cylindrical one.

The cylindrical $Q$-Wiener processes are not uniquely defined but the stochastic integrals with respect to cylindrical $Q$-Wiener processes are independent of the choices of $U_{1}$ and hence are well-defined.

### 1.4 Lévy Processes

In this section, we introduce some preliminaries on Hilbert space valued Lévy processes. See the books Bertoin [Ber96], K. Sato [Sat99], Applebaum [App04], and Cont and Tankov [CT04] etc. for general introductions to Lévy processes in finite dimension spaces. We refer to the monograph Peszat and Zabczyk [PZ07] and bibliographies therein for the introduction of Lévy processes in infinite dimension.

### 1.4.1 Lévy Processes and Infinite Divisible Distributions

Let $\mathbb{H}$ be a real separable Hilbert space. A Lévy process is a time-homogeneous Markov process with space homogeneity. We give the precise definition of Lévy processes in the following.

Definition 1.4.1. Let $\left(X_{t}\right)_{0 \leq t<\infty}$ be an $\mathbb{H}$-valued stochastic process defined on a filtered probability space $\left(\Omega, \mathscr{F},\left(\mathscr{F}_{t}\right)_{0 \leq t<\infty}, \mathbb{P}\right)$. We call $X_{t}$ a Lévy process if it is an $\mathscr{F}_{t}$-adapted, stochastically continuous process with independent stationary increments. That is, $X_{t}$ satisfies the following conditions.
(1) $X_{0}=0$ P-a.s.
(2) $X_{t}$ is adapted: $X_{t} \in \mathscr{F}_{t}$ for every $t \geq 0$;
(3) Independent increments: $X_{t}-X_{s}$ is independent of $\mathscr{F}_{s}$ for every $0 \leq s \leq t$;
(4) Stationary increments: the distribution of $X_{t}-X_{s}$ only depends on the time interval $t-s$ for every $0 \leq s \leq t$;
(5) Stochastically continuous: for every $s \geq 0$ and $\varepsilon>0$,

$$
\lim _{t \rightarrow s} \mathbb{P}\left(\left|X_{t}-X_{s}\right|>\varepsilon\right)=0
$$

It can be proved (see [Sat99, Chap. 1] or [Pro90, Theorem 30]) that there is a unique modification of each Lévy process such that every path of the process is right continuous with left limits. Without loss of generality, we will assume in this thesis that every Lévy process is right continuous with left limits.

Lévy processes are closely related to infinite divisible distributions (or measures).

Let $\mu$ and $\nu$ be two $\sigma$-finite measures on $(\mathbb{H}, \mathcal{B}(\mathbb{H}))$, their convolution $\mu * \nu$ is defined by

$$
\mu * \nu(A)=\int_{\mathrm{H}} \mu(A-x) \nu(d x), \quad A \in \mathcal{B}(\mathbb{H}) .
$$

A measure $\mu$ (or a random variable with distribution $\mu$ ) is called infinitely divisible
if for every $n \in \mathbb{N}$, there exists a measure $\mu_{n}$ such that

$$
\mu=\mu_{n}^{* n}=\underbrace{\mu_{n} * \mu_{n} * \cdots * \mu_{n}}_{n \text { times }} .
$$

We will introduce a representation of the characteristic functions of infinitely divisible distributions. We first recall the definition of Lévy measure.

Definition 1.4.2. We call a $\sigma$-finite measure $\nu$ on $\mathbb{H}$ a Lévy measure if it is concentrated on $\mathbb{H} \backslash\{0\}$ and satisfies

$$
\int_{\mathbb{H} \backslash\{0\}}\left(1 \wedge|z|^{2}\right) \nu(d x)<\infty .
$$

The following Lévy-Kintchine formula characterize the structure of infinite divisible distributions.

Theorem 1.4.3. If $\mu$ is an infinite divisible distribution on $\mathbb{H}$, then the characteristic function of $\mu$ is given by

$$
\mu[\exp (i\langle u, x\rangle)]=\exp [-\lambda(u)], \quad \text { for all } u \in \mathbb{H}
$$

with

$$
\begin{align*}
\lambda(u)=-i\langle u, b\rangle & +\frac{1}{2}\langle R u, u\rangle \\
& +\int_{\mathbb{H}}\left[1-\exp (i\langle x, u\rangle)+i\langle x, u\rangle \mathbb{1}_{\{|x| \leq 1\}}(x)\right] \nu(d x), \tag{1.7}
\end{align*}
$$

where $b \in \mathbb{H}$, $R$ is a trace class operator on $\mathbb{H}$, and $\nu$ is a Lévy measure on $\mathbb{H}$.

Definition 1.4.4. We call $\lambda$ the symbol or the characteristic exponent of the infinite divisible distribution $\mu$ and $(b, R, \nu)$ the characteristic triplet (or generating triplet ) of $\mu$.

Denote the law of $X_{t}$ by $\mu_{t}$. It is easy to see that $\mu_{t+s}=\mu_{t} * \mu_{s}$ for all $t, s \geq 0$. This follows that $\mu_{t}$ is an infinite divisible measure for every $t>0$.

Remark 1.4.5. The distribution $\left(\mu_{t}\right)_{t \geq 0}$ is called a convolution semigroup, or an infinite divisible family. Comparing with the concepts of skew convolution semigroup in Remark 7.1.1.

Define the transition semigroup by

$$
P_{t} f(x)=\int_{\mathbb{H}} f(x+y) \mu_{t}(d y), \quad f \in \mathscr{C}_{b}^{+}(\mathbb{H})
$$

By Kolmogorov's theorem, there is a one-to-one correspondence between Lévy processes and infinite divisible distributions. And it is easy to see that for each $t \geq 0$, the random variable $X_{t}$ is infinitely divisible and

$$
\mathbb{E} \exp \left(i\left\langle X_{t}, u\right\rangle\right)=\exp (-t \eta(u)), \quad \text { for all } u \in \mathbb{H}
$$

Here $\eta: \mathbb{H} \mapsto \mathbb{C}$ is the characteristic exponent of $X_{1}$, that is,

$$
\eta(u)=-\log \mathbb{E} \exp \left(i\left\langle X_{1}, u\right\rangle\right), \quad \text { for all } u \in \mathbb{H} .
$$

By the representation for infinite divisible distribution (see Theorem 1.4.3), we have the following Lévy-Kintchine formula for lévy processes, which is a characterization of Lévy processes.

Theorem 1.4.6. There exists a triplet $(b, R, \nu)$ such that for every $u \in \mathbb{H}$,

$$
\begin{align*}
\eta(u)=-i\langle u, b\rangle & +\frac{1}{2}\langle R u, u\rangle \\
& +\int_{\mathrm{H}}\left[1-\exp (i\langle x, u\rangle)+i\langle x, u\rangle \mathbb{1}_{\{|x| \leq 1\}}(x)\right] \nu(d x) \tag{1.8}
\end{align*}
$$

where $b$ is element in $\mathbb{H}, R$ is a trace class operator on $\mathbb{H}$, and $\nu$ is a Lévy measure on $\mathbb{H}$.

Definition 1.4.7. We call $\eta$ the Lévy symbol or the characteristic exponent of the Lévy process $X_{t}$ and $(b, R, \nu)$ the characteristic triplet (or generating triplet) of $X_{t}$.

### 1.4.2 The Lévy-Itô Decomposition and Stochastic Integrals

Corresponding to the three terms in the Lévy-Kintchine formula (1.8), every Lévy process can be decomposed into three independent processes.

We first introduce Poisson random measure.
Definition 1.4.8. A Poisson random measure on $(\mathbb{H}, \mathcal{B}(\mathbb{H}))$ with intensity measure $\nu$ is a family of random variables $\{N(B), B \in \mathcal{B}(\mathbb{H})\}$ on some probability
space $\Omega$

$$
\begin{aligned}
N: \Omega \times \mathbb{H} & \rightarrow \mathbb{Z}_{+}:=\{0,1,2, \ldots\}, \\
(\omega, B) & \mapsto N(\omega, B)
\end{aligned}
$$

such that
(1) For almost all $\omega \in \Omega, N(\omega, \cdot)$ is an non-negative integer valued measure on H;
(2) For each measurable set $B \in \mathcal{B}(\mathbb{H}), N(\cdot, B)=N(B)$ is a Poisson random variable with parameter $\nu(B)$;
(3) For all disjoint measurable sets $B_{1}, B_{2}, \ldots, B_{n}$ in $\mathcal{B}(\mathbb{H})$ with $n \in \mathbb{N}$, the random variables $N\left(B_{1}\right), N\left(B_{2}\right), \ldots, N\left(B_{n}\right)$ are independent.

We define the corresponding compensated Poisson random measure by

$$
\widetilde{N}(B):=N(B)-\nu(B)
$$

for all $B \in \mathcal{B}(\mathbb{H})$.
Let $X_{t}$ be a Lévy process on $\mathbb{H}$. The jump of $X_{t}$ at time $t$ is defined as $\Delta X_{t}=X_{t}-X_{t-}$, where $X_{t-}=\lim _{s \uparrow t} X_{s}$.

For every $B \in \mathcal{B}(\mathbb{H} \backslash\{0\})$, we count the number of jumps of $X_{t}$ in $B$ before time $t$ by

$$
N(t, B):=\sharp\left\{s \in[0, t): \Delta X_{s} \in B\right\} .
$$

It can be shown that $N(d t, d x)$ is a Poisson random measure on $[0,+\infty) \times \mathbb{H}$ with intensity measure $d t \times \nu(d x)$. And the associated compensated Poisson random measure of $N(d t, d x)$ is given by

$$
\tilde{N}(d t, d x)=N(d t, d x)-d t \times \nu(d x) .
$$

Now we can state the famous Lévy-Itô decomposition of Lévy processes.
Proposition 1.4.9. Let $X_{t}$ be a Lévy process on $\mathbb{H}$ with characteristic triplet $(b, R, \nu)$. Then we have

$$
\begin{align*}
X_{t} & =b t+W_{t}+\int_{0}^{t} \int_{\{|x| \leq 1\}} x \widetilde{N}(d s, d x)+\int_{0}^{t} \int_{\{|x|>1\}} z N(d s, d x)  \tag{1.9}\\
& =b t+W_{t}+\int_{\{|x| \leq 1\}} z \widetilde{N}(t, d x)+\int_{\{|x|>1\}} z N(t, d x),
\end{align*}
$$

where $W_{t}$ is a $R$-Wiener process on $\mathbb{H}$ and $N$ is a Poisson random measure on
$[0, \infty) \times(\mathbb{H} \backslash\{0\})$ with intensity measure $d t \times \nu$.

For a proof, we refer to [AR05] for a general introduction to the Lévy-Itô decomposition on separable Banach spaces.

### 1.4.3 Stochastic integral with respect to Lévy noise

We will only consider the stochastic integrals with respect to Lévy processes when the integrand is just time-dependent. We refer to [App04, AR05, App06, MR06, App07a] etc. for more details of stochastic integrals with respect to Lévy processes.

Let $F$ be a measurable function from $[0, \infty)$ to the space of all linear bounded operators on $\mathbb{H}$ such that $t \mapsto|F(t)|$ is locally square integrable. Then the integral of $F$ with respect to $X_{t}$ could be defined in the following via (1.9):

$$
\begin{aligned}
\int_{0}^{t} F(s) d X_{s}:= & \int_{0}^{t} F(s) b d s+\int_{0}^{t} F(s) d W_{s} \\
& +\int_{0}^{t} \int_{\{|x| \leq 1\}} F(s) x \tilde{N}(d s, d x)+\int_{0}^{t} \int_{\{|x|>1\}} F(s) x N(d s, d x)
\end{aligned}
$$

Here, in the right hand side of the definition of integral above, the first and fourth integrals are defined by the standard Bochner integrals; the second integrals are stochastic integral with respect to Wiener process; and third integral is stochastic integral with respect to Poisson random measure (refer to the literatures mentioned above).

We have the following assertion about the stochastic integrals.
Proposition 1.4.10. For every $t \geq 0$, the integral $\int_{0}^{t} F(s) d X_{s}$ is infinitely divisible and its characteristic exponent is given by

$$
\lambda_{t, F}(u):=\int_{0}^{t} \eta\left(F(s)^{*} u\right) d s, \quad u \in \mathbb{H} .
$$

See Chojnowska-Michalik [Cho87, Corollary 2.1], Applebaum [App07b, Proposition 2.1], or [PZ07, Corollary 4.1] for a proof.

The following corollary is an immediate consequence of Equation (1.8) and Proposition 1.4.10.

Corollary 1.4.11. For every $t \geq 0$, the characteristic triplet $\left(b_{t}, R_{t}, \nu_{t}\right)$ of the integral $\int_{0}^{t} F(s) d X_{s}$ is given by

$$
\begin{aligned}
b_{t} & =\int_{0}^{t} F(s) b d s+\int_{0}^{t} \int_{\mathbb{H} \backslash\{0\}} F(s) x\left[\mathbb{1}_{B}(F(s) x)-\mathbb{1}_{B}(x)\right] \nu(d x) d s ; \\
R_{t} & =\int_{0}^{t} F(s) R F(s)^{*} d s ; \\
\nu_{t}(A) & =\int_{0}^{t} v\left(F(s)^{-1} A\right) d s, \quad A \in \mathcal{B}(\mathbb{H} \backslash\{0\}),
\end{aligned}
$$

where $B=\{x \in \mathbb{H}:|x| \leq 1\}$.
Remark 1.4.12. The conclusion of Corollary 1.4 .11 is also stated in $[\operatorname{App} 07 \mathrm{~b}$, Corollary 2.1]. But note that there is a misprint therein: $\left[\mathbb{1}_{B}(F(s) x)-\mathbb{1}_{B}(x)\right]$ is written as $\left[\mathbb{1}_{B}(x)-\mathbb{1}_{B}(F(s) x)\right]$ in $[A p p 07 b$, Corollary 2.1].

Proof of Corollary 1.4.11. By applying Proposition 1.4.10 and note the LévyKintchine formula (1.8), for every $u \in \mathbb{H}$, we have

$$
\begin{aligned}
& \int_{0}^{t} \eta\left(F(s)^{*} u\right) d s \\
= & -i \int_{0}^{t}\left\langle b, F(s)^{*} u\right\rangle d s+\frac{1}{2} \int_{0}^{t}\left\langle F(s)^{*} u, R F(s)^{*} u\right\rangle d s \\
& +\int_{0}^{t} \int_{\mathbb{H} \backslash\{0\}}\left[1-\mathrm{e}^{i\left\langle x, F(s)^{*} u\right\rangle}+i\left\langle x, F(s)^{*} u\right\rangle \mathbb{1}_{B}(x)\right] \nu(d x) d s \\
= & -i\left\langle u, \int_{0}^{t} F(s) b d s\right\rangle+\frac{1}{2}\left\langle u,\left(\int_{0}^{t} F(s) R F(s)^{*} d s\right) u\right\rangle \\
& +\int_{0}^{t} \int_{\mathbb{H} \backslash\{0\}}\left[1-\mathrm{e}^{i\langle F(s) x, u\rangle}+i\langle F(s) x, u\rangle \mathbb{1}_{B}(x)\right] \nu(d x) d s .
\end{aligned}
$$

Now we rewrite the last term of the equation above in the following way.

$$
\begin{aligned}
& i \int_{0}^{t} \int_{\mathbb{H} \backslash\{0\}}\left[\langle F(s) x, u\rangle \mathbb{1}_{B}(x)-\langle F(s) x, u\rangle \mathbb{1}_{B}(F(s) x)\right] \nu(d x) d s \\
& \quad+\int_{0}^{t} \int_{\mathbb{H} \backslash\{0\}}\left[1-\mathrm{e}^{i\langle F(s) x, u\rangle}+i\langle F(s) x, u\rangle \mathbb{1}_{B}(F(s) x)\right] \nu(d x) d s \\
& = \\
& i\left\langle\int_{0}^{t} \int_{\mathbb{H} \backslash\{0\}} F(s) x\left[\mathbb{1}_{B}(x)-\mathbb{1}_{B}(F(s) x)\right] \nu(d x) d s, u\right\rangle \\
& \quad+\int_{0}^{t} \int_{\mathbb{H} \backslash\{0\}}\left[1-\mathrm{e}^{i\langle x, u\rangle}+i\langle x, u\rangle \mathbb{1}_{B}(x)\right] \nu\left(F(s)^{-1} d x\right) d s .
\end{aligned}
$$

Therefore, we have

$$
\begin{aligned}
& \int_{0}^{t} \eta\left(F(s)^{*} u\right) d s \\
= & -i\left\langle u, \int_{0}^{t} F(s) b d s+\int_{0}^{t} \int_{\mathbb{H} \backslash\{0\}} F(s) x\left[\mathbb{1}_{B}(F(s) x)-\mathbb{1}_{B}(x)\right] \nu(d x) d s\right\rangle \\
& +\frac{1}{2}\left\langle u,\left(\int_{0}^{t} F(s) R F(s)^{*} d s\right) u\right\rangle \\
& +\int_{0}^{t} \int_{\mathbb{H} \backslash\{0\}}\left[1-\mathrm{e}^{i\langle x, u\rangle}+i\langle x, u\rangle \mathbb{1}_{B}(x)\right] \nu\left(F(s)^{-1} d x\right) d s .
\end{aligned}
$$

This completes the proof.

### 1.4.4 Symmetric $\alpha$-Stable Processes

We will shortly introduce a special Lévy processes - symmetric $\alpha$-stable processes on $\mathbb{R}^{d}$. We refer to the monograph Samorodnitsky and Taqqu [ST94] for more details.

We start with the introduction with symmetric $\alpha$-stable random variable.
Definition 1.4.13. An $\mathbb{R}^{d}$-valued random variable $\zeta$ is called a symmetric $\alpha$ stable random variable if

$$
\mathbb{E} \exp (i\langle u, \zeta\rangle)=\exp \left(-|u|^{\alpha}\right), \quad u \in \mathbb{R}^{d}
$$

for some $\alpha \in(0,2]$.
All $\alpha$-stable random variables have densities. We denote the relative density of the stable random variable $\zeta$ with respect to the Lebesgue measure on $\mathbb{R}^{d}$ by $\hat{p}_{\alpha}(\cdot)$ :

$$
\mathbb{P}(\zeta \in A)=\int_{A} \hat{p}_{\alpha}(x) d x, \quad A \in \mathcal{B}\left(\mathbb{R}^{d}\right) .
$$

But only for a few stable random variables the densities have closed forms. For $\alpha \neq 2$, the stable random variable have polynomial decay ([BG60, Theorem 2.1]):

$$
\begin{equation*}
\hat{p}_{\alpha}(x) \sim \frac{1}{|x|^{d+\alpha}} \quad(|x| \rightarrow+\infty) \tag{1.10}
\end{equation*}
$$

Definition 1.4.14. An $\mathbb{R}^{d}$-valued process $\left(X_{t}\right)_{t \geq 0}$ is called a symmetric $\alpha$-stable $(S \alpha S)$ process if it is a Lévy process such that for all $t \geq 0, X_{t}$ is a symmetric
$\alpha$-stable random variable with

$$
\mathbb{E} \exp \left(\left\langle u, X_{t}\right\rangle\right)=\exp \left(-t|u|^{\alpha}\right), \quad u \in \mathbb{R}^{d} .
$$

Let us denote the transition density of $X_{t}$ by $\hat{p}_{\alpha}(t, \cdot)$, and the transition density of $X_{t}$ starting from $x$ by $\hat{p}_{\alpha}(t, x, \cdot)$. That is,

$$
\mathbb{P}\left(X_{t} \in A\right)=\int_{A} \hat{p}_{\alpha}(t, x) d x, \quad A \in \mathcal{B}\left(\mathbb{R}^{d}\right)
$$

and

$$
\mathbb{P}\left(X_{t} \in A \mid X_{0}=x\right)=\int_{A} \hat{p}_{\alpha}(t, x, y) d y, \quad x \in \mathbb{R}^{d}, A \in \mathcal{B}\left(\mathbb{R}^{d}\right)
$$

Their connection is given by

$$
\hat{p}_{\alpha}(t, x, y)=\hat{p}_{\alpha}(t, x-y), \quad \text { for all } x, y \in \mathbb{R}^{d} .
$$

The transition density $\hat{p}_{\alpha}(t, x)$ of the process $X_{t}$ has the following scaling property.

Lemma 1.4.15. For every $a>0$, we have

$$
\begin{equation*}
\hat{p}_{\alpha}(t, x)=a^{d} \hat{p}_{\alpha}\left(a^{\alpha} t, a x\right) \tag{1.11}
\end{equation*}
$$

Proof. For each $u \in \mathbb{R}^{d}$,

$$
\begin{aligned}
& \int_{\mathbb{R}^{d}} \mathrm{e}^{i\langle x, u\rangle} \hat{p}_{\alpha}(t, x) d x=\exp \left(-t|u|^{\alpha}\right)=\exp \left(-a^{\alpha} t\left|a^{-1} u\right|^{\alpha}\right) \\
= & \int_{\mathbb{R}^{d}} \mathrm{e}^{i\left\langle x, a^{-1} u\right\rangle} \hat{p}_{\alpha}\left(a^{\alpha} t, x\right) d x=\int_{\mathbb{R}^{d}} \mathrm{e}^{i\left\langle a^{-1} x, u\right\rangle} \hat{p}_{\alpha}\left(a^{\alpha} t, x\right) d x \\
= & \int_{\mathbb{R}^{d}} \mathrm{e}^{i\langle x, u\rangle} \hat{p}_{\alpha}\left(a^{\alpha} t, a x\right) a^{d} d x .
\end{aligned}
$$

There is a natural relationship $\hat{p}_{\alpha}(1, x)=\hat{p}_{\alpha}(x)$ between the transition density of the process at time 1 and the density of stable random variable. Therefore, by taking $a=t^{-1 / \alpha}$ in the scaling property (1.11), we can get

$$
\hat{p}_{\alpha}(t, x)=t^{-d / \alpha} \hat{p}_{\alpha}\left(t^{-1 / \alpha} x\right), \quad x \in \mathbb{R}^{d}, t \geq 0
$$

Based on (1.10), Bogdan et al. [BSS03, Theorem 3.1] proved the following
estimates of the transition density.
Lemma 1.4.16. For every $x, y \in \mathbb{R}^{d}$ with $x \neq y$ and $t>0$, there exists some constant $K>0$ such that

$$
K^{-1}\left(\frac{t}{|x-y|^{d+\alpha}} \wedge t^{-d / \alpha}\right) \leq \hat{p}_{\alpha}(t, x, y) \leq K\left(\frac{t}{|x-y|^{d+\alpha}} \wedge t^{-d / \alpha}\right)
$$

## Chapter 2

## Absolute Continuity of Lévy Processes in Infinite Dimensional Spaces

In this chapter we aim to generalize the main results in the lecture notes by Sato [Sat00] to the infinite dimensional case. In Section 2.1 we introduce some basic notations and the main problems. We refer to the summary of the structure of this chapter at the end of Section 2.1.

The Girsanov theorem for Lévy processes studied in Section 2.2 will be used in Subsection 7.4.1 to establish Harnack inequalities for Ornstein-Uhlenbeck processes driven by Lévy processes.

### 2.1 Introduction

Let $\mathbb{H}$ be a separable Hilbert space with inner product $\langle\cdot, \cdot\rangle$ and norm $|\cdot|$. Denote by $\mathbb{D}$ the Skorokhod space $D([0, \infty), \mathbb{H})$ over $\mathbb{H}$. Recall that $\mathbb{D}$ consists of all right continuous with left limits functions from $[0, \infty)$ to $\mathbb{H}$. Denote by $X_{t}$ the canonical process on $\mathbb{D}$ defined by $X_{t}(\omega)=\omega(t)$ for every path $\omega \in \mathbb{D}$ and $t \geq 0$.

Set

$$
\mathscr{F}_{t}=\sigma\left(X_{s}: 0 \leq s \leq t\right), \quad t \geq 0
$$

and

$$
\mathscr{F}=\sigma\left(X_{s}: 0 \leq s<\infty\right) .
$$

Note that every Lévy process can be realized as a canonical process on the
filtered Skorokhod space $\left(\mathbb{D}, \mathscr{F},\left(\mathscr{F}_{t}\right)_{0 \leq t<\infty}\right)$ with some probability measure $\mathbb{P}$. So we will regard each Lévy process as a probability measure on the Skorokhod space D and vise versa.

Now we consider two probability measures $\mathbb{P}_{1}$ and $\mathbb{P}_{2}$ on $\left(\mathbb{D}, \mathscr{F},\left(\mathscr{F}_{t}\right)_{0 \leq t<\infty}\right)$. Assume that the characteristic triplet of the canonical Lévy process $X_{t}$ on $\mathbb{D}$ is $\left(b_{j}, R_{j}, \nu_{j}\right)$ under $\mathbb{P}_{j}$ for $j=1,2$. In other words, for $j=1,2$,

$$
\mathbb{E}_{\mathbb{P}_{j}} \exp \left(i\left\langle u, X_{t}\right\rangle\right)=\exp \left(-t \eta_{j}(u)\right), \quad u \in \mathbb{H},
$$

where the characteristic symbol $\eta_{j}$ is given by

$$
\begin{aligned}
\eta_{j}(u)=-i\left\langle u, b_{j}\right\rangle & +\frac{1}{2}\left\langle R_{j} u, u\right\rangle \\
& +\int_{\mathbb{H}}\left[1-\exp (i\langle u, x\rangle)+i\langle u, x\rangle \mathbb{1}_{\{|x| \leq 1\}}(x)\right] \nu_{j}(d x) .
\end{aligned}
$$

For every $t \geq 0$, we denote the restriction of $\mathbb{P}_{j}$ on $\mathscr{F}_{t}$ by $\mathbb{P}_{j}^{t}$ :

$$
\mathbb{P}_{j}^{t}=\mathbb{P}_{j} \mid \mathscr{F}_{t}, \quad j=1,2
$$

We are interested at the following problems.
(1) The necessary and sufficient conditions for the absolute continuity and orthogonality of $\mathbb{P}_{2}^{t}$ with respect to $\mathbb{P}_{1}^{t}$;
(2) The Radon-Nikodým derivative of $\mathbb{P}_{2}^{t}$ with respect to $\mathbb{P}_{1}^{t}$ in the case $\mathbb{P}_{2}^{t} \ll$ $\mathbb{P}_{1}^{t}$;
(3) The Lebesgue decomposition of $\mathbb{P}_{2}^{t}$ with respect to $\mathbb{P}_{1}^{t}$;
(4) The Radon-Nikodým derivative of the absolute continuous part of $\mathbb{P}_{2}^{t}$ with respect to $\mathbb{P}_{1}^{t}$.

For the finite dimensional case, the first two problems were solved by Skorokhod [Sko57, Sko60], Kunita and Watanabe [KW67], Newman [New72, New73] and treated and reformulated by Sato [Sat99, Chapter 6, Section 33]. And the last two problems were treated explicitly first in [Sat00] for the finite dimensional case. We refer to [Sat00] for more notes.

In this chapter, we are going to follow the line in Sato's lecture notes [Sat00] and formulate the main results therein for the infinite dimensional case.

The generalization may sounds trivial to some experts. For example, Jacod and Shiryaev [JS87] studied the absolute continuity of general semi-martingales. But it seems that maybe it is interesting to write down the results for Lévy
processes directly. Moreover, as mentioned in [Sat00], the problems (3) and (4) are new.

Now we describe the organization of this chapter.
We start with a Girsanov theorem for Lévy process in Section 2.2. Here we consider a drift transforamtion of a Lévy process with characteristic triplet $\left(b_{1}, R, \nu_{1}\right)$. We obtain another Lévy process with characteristic triplet $\left(b_{2}, R, \nu_{2}\right)$ for the case $\nu_{2}=\nu_{1}$ under a new probability measure. We just apply Girsanov's theorem for the Gaussian part of the Lévy process by using the independence of the Gaussian part and the jump part of the Lévy process. We will generalize this Girsanov theorem from the case $\nu_{1}=\nu_{2}$ to the case when the Hellinger-Kakutani distance of $\nu_{1}$ and $\nu_{2}$ is finite. It will turn out that the main idea of this chapter is using the independence.

We introduce Hellinger-Kakutani inner product and distance of $r$-order $(r \in$ $(0,1))$ for any two $\sigma$-finite measures in Section 2.3. These concepts have first been introduced by Hellinger [Hel07] and Kakutani [Kak48] for the order $r=1 / 2$. They are powerful tools in the study of absolute continuity of measures (see Remark 1.2.3 for bibliographic notes). We list here some related references: Brody [Bro71], Newman [New72, New73], Memin and Shiryayev [MS85] etc.. We also refer to [Sat00] and the references therein.

In Section 2.4 we introduce the non-singularity condition (2.2) for the absolute continuity of two Lévy processes. See Theorem 2.4.1 and Corollary 2.4.5.

To prove Theorem 2.4.1, we need the corresponding results for the Gaussian case which are proved in Section 2.5. The generalization of the non-singularity condition from the finite dimensional case to the infinite dimensional case stems from the Gaussian case.

Then we sketch the proof of Theorem 2.4.1 in Seciton 2.6. In Section 2.7, we study the density of one Lévy process with respect to another.

We mention that some applications which is omitted on the density transformation can be done similar to [Sat00, Section 7].

### 2.2 Girsanov's Theorem for Lévy Processes

We will prove a special Girsanov theorem for Lévy processes. It says that a drift transformed Lévy process is still a Lévy process with the same distribution under a new probability measure.

Let $\mathbb{H}$ be a separable Hilbert space and $R$ a trace class operator on $\mathbb{H}$. We denote the Cameron-Martin space of $\mathbb{H}$ by $\mathbb{H}_{0}=R^{1 / 2}(\mathbb{H})$ and the inner product of $H_{0}$ by $\langle\cdot, \cdot\rangle_{0}$ :

$$
\langle x, y\rangle_{0}=\left\langle R^{-1 / 2} x, R^{-1 / 2} y\right\rangle, \quad x, y \in \mathbb{H}_{0} .
$$

We denote by $|\cdot|_{0}$ for the norm on $\mathbb{H}_{0}$ corresponding to the inner product $\langle\cdot, \cdot\rangle_{0}$.
The following Girsanov's theorem for Wiener processes in infinite dimensional spaces is due to Bensoussan [Ben71] and Kozlov [Koz78] (see also [DPZ92, Theorem 10.14] for a proof).
Theorem 2.2.1. Let $T>0$. Suppose that $(W(t))_{0 \leq t \leq T}$ is an $\mathbb{H}$-valued $R$-Wiener process on some filtered probability space $\left(\Omega, \mathscr{F},\left(\mathscr{F}_{t}\right)_{0 \leq t \leq T}, \mathbb{P}\right)$. Let $\psi(\cdot)$ be an $\mathrm{H}_{0}$-valued $\mathscr{F}_{t}$-predictable process such that

$$
\mathbb{E} \rho^{W}(T)=1
$$

with

$$
\rho^{W}(T)=\exp \left(\int_{0}^{T}\langle\psi(s), d W(s)\rangle_{0}-\frac{1}{2} \int_{0}^{T}|\psi(s)|_{0}^{2} d s\right) .
$$

Then

$$
\widetilde{W}(t):=W(t)-\int_{0}^{t} \psi(s) d s, \quad 0 \leq t \leq T
$$

is an $R$-Wiener process on $\left(\Omega, \mathscr{F}, \mathscr{F}_{t}, 0 \leq t \leq T\right)$ under a new probability measure $\widetilde{\mathbb{P}}$ defined by

$$
\left.\widetilde{\mathbb{P}}\right|_{\mathscr{F}_{T}}=\rho^{W}(T) \mathbb{P} .
$$

With Theorem 2.2.1, we can prove the following Girsanov theorem for Lévy process.
Theorem 2.2.2. Let $T>0$. Suppose that $(X(t))_{0 \leq t \leq T}$ is an $\mathbb{H}$-valued Lévy process on a filtered probability space $\left(\Omega, \mathscr{F},\left(\mathscr{F}_{t}\right)_{0 \leq t \leq T}, \mathbb{P}\right)$ with characteristic triplet $(b, R, \nu)$. Denote by $X^{\prime}(\cdot)$ the Gaussian part of $X(\cdot)$. Let $\psi(\cdot)$ be an $\mathrm{H}_{0}$-valued $\mathscr{F}_{t}$-predictable process, independent of $X(t)-X^{\prime}(t)$ such that

$$
\mathbb{E} \rho^{X^{\prime}}(T)=1
$$

with

$$
\rho^{X^{\prime}}(T)=\exp \left(\int_{0}^{T}\left\langle\psi(s), d X^{\prime}(s)\right\rangle_{0}-\frac{1}{2} \int_{0}^{t}|\psi(s)|_{0}^{2} d s\right) .
$$

Then

$$
\widetilde{X}(t):=X(t)-\int_{0}^{t} \psi(s) d s, \quad 0 \leq t \leq T
$$

is also a Lévy process on $\left(\Omega, \mathscr{F},\left(\mathscr{F}_{t}\right)_{0 \leq t \leq T}\right)$ with the same characteristic triplet $(b, R, \nu)$ under a new probability measure $\widetilde{\mathbb{P}}$ defined by

$$
\widetilde{\mathbb{P}}=\rho^{X^{\prime}}(T) \mathbb{P} .
$$

Proof. Since $(X(t))_{0 \leq t \leq T}$ is a Lévy process with characteristic triplet $(b, R, \nu)$ on $\mathbb{H}$, the Fourier transformation of $X_{t}$ is given by

$$
\mathbb{E}_{\mathbb{P}} \exp (i\langle X(t), u\rangle)=\exp \left[-t \vartheta_{1}(u)-t \vartheta_{2}(u)\right], \quad u \in \mathbb{H}
$$

where for every $u \in \mathbb{H}$,

$$
\vartheta_{1}(u)=\frac{1}{2}\langle R u, u\rangle
$$

and

$$
\vartheta_{2}(u)=-i\langle u, b\rangle+\int_{\mathrm{H}}\left[1-\exp (i\langle u, x\rangle)+i\langle u, x\rangle \mathbb{1}_{\{|x| \leq 1\}}(x)\right] \nu(d x) .
$$

In other words, we have the following (Lévy-Itô) decomposition

$$
X(t)=X^{\prime}(t)+X^{\prime \prime}(t)=X^{\prime}(t)+\left(X(t)-X^{\prime}(t)\right)
$$

Here $X^{\prime}(t)$ is the Gaussian part of $X(t)$ with symbol $\vartheta_{1}$; while $X^{\prime \prime}(t)$ is a drifted jump process with symbol $\vartheta_{2}$. These two processes, $X^{\prime}(t)$ and $X^{\prime \prime}(t)$, are independent to each other.

For every $0 \leq t \leq T$, we define

$$
\rho^{X^{\prime}}(t)=\exp \left(\int_{0}^{t}\left\langle\psi(s), d X^{\prime}(s)\right\rangle_{0}-\frac{1}{2} \int_{0}^{t}|\psi(s)|_{0}^{2} d s\right) .
$$

Then we have

$$
\left.\widetilde{\mathbb{P}}\right|_{\mathscr{Y}_{t}}=\rho^{X^{\prime}}(t) \mathbb{P}, \quad 0 \leq t \leq T .
$$

By the Girsanov theorem for Wiener processes on Hilbert space (see Theorem 2.2.1), we know

$$
\tilde{X}^{\prime}(t)=X^{\prime}(t)-\int_{0}^{t} \psi(s) d s
$$

is a still an $R$-Wiener process with respect to the new probability measure $\widetilde{\mathbb{P}}$.
Consequently, for all $0 \leq t \leq T$ and all $u \in \mathbb{H}$, we have

$$
\begin{equation*}
\mathbb{E}_{\mathbb{P}} \rho^{X^{\prime}}(t) \exp \left(i\left\langle u, \widetilde{X}^{\prime}(t)\right\rangle\right)=\mathbb{E}_{\widetilde{\mathbb{P}}} \exp \left(i\left\langle u, \widetilde{X}^{\prime}(t)\right\rangle\right)=\exp \left[-t \vartheta_{1}(u)\right] . \tag{2.1}
\end{equation*}
$$

Therefore, by the independence of $X^{\prime}$ and $X^{\prime \prime}$ and the equation (2.1) above, we get

$$
\begin{aligned}
& \mathbb{E}_{\widetilde{\mathbb{P}}} \exp (i\langle u, \widetilde{X}(t)\rangle) \\
= & \mathbb{E}_{\mathbb{P}} \rho^{X^{\prime}}(t) \exp (i\langle u, \widetilde{X}(t)\rangle) \\
= & \mathbb{E}_{\mathbb{P}} \rho^{X^{\prime}}(t) \exp \left(i\left\langle u, X(t)-\int_{0}^{t} \psi(s) d s\right\rangle\right) \\
= & \mathbb{E}_{\mathbb{P}} \rho^{X^{\prime}}(t) \exp \left(i\left\langle u, X^{\prime}(t)-\int_{0}^{t} \psi(s) d s+X^{\prime \prime}(t)\right\rangle\right) \\
= & \mathbb{E}_{\mathbb{P}} \rho^{X^{\prime}}(t) \exp \left[i\left\langle u, \widetilde{X}^{\prime}(t)\right\rangle\right] \cdot \mathbb{E}_{\mathbb{P}} \exp \left(i\left\langle u, X^{\prime \prime}(t)\right\rangle\right) \\
= & \exp \left[-t \vartheta_{1}(u)\right] \cdot \exp \left[-t \vartheta_{2}(u)\right] \\
= & \exp \left[-t \vartheta_{1}(u)-t \vartheta_{2}(u)\right] .
\end{aligned}
$$

It follows that the characteristic symbol of $\widetilde{X}$ with respect to $\widetilde{\mathbb{P}}$ is $\vartheta_{1}+\vartheta_{2}$, which is the same with the characteristic symbol of $X$ with respect to $\mathbb{P}$. This fact implies that $\widetilde{X}$ is also a Lévy process with characteristic triplet $(b, R, \nu)$ under the new probability measure $\widetilde{\mathbb{P}}$.

Remark 2.2.3. Ren and Röckner [RR07] considered also a similar Girsanov theorem by martingale methods.

### 2.3 Hellinger-Kakutani Theory

Let $\sigma_{1}, \sigma_{2}$ be two $\sigma$-finite measures on a general measurable space $(E, \mathscr{E})$. Consider a $\sigma$-finite measure $\sigma$ on $(E, \mathscr{E})$ such that both $\sigma_{1}$ and $\sigma_{2}$ are absolute continuous with respect to $\sigma$ :

$$
\sigma_{1} \ll \sigma \quad \text { and } \quad \sigma_{2} \ll \sigma
$$

Note that the measure $\sigma$ does exist. For example, we can simply take $\sigma=$ $\sigma_{1}+\sigma_{2}$.

For $i=1,2$, we denote by $f_{i}=d \sigma_{i} / d \sigma$ for the Radon-Nikodým derivative of $\sigma_{i}$ with respect to $\sigma$. We will fix one version of the derivative $f_{i}$ for $i=1,2$.

Definition 2.3.1. The Hellinger-Kakutani inner product $\mathbb{H}_{r}\left(\sigma_{1}, \sigma_{2}\right)$ of $\sigma_{1}$ and $\sigma_{2}$
of order $r \in(0,1)$ is defined by

$$
\mathbb{H}_{r}\left(\sigma_{1}, \sigma_{2}\right)(A)=\int_{A} f_{1}^{r} f_{2}^{1-r} d \sigma, \quad A \in \mathscr{E}
$$

The Hellinger-Kakutani integral $h_{r}\left(\sigma_{1}, \sigma_{2}\right)$ is defined by as the total mass of $\mathbb{H}_{r}\left(\sigma_{1}, \sigma_{2}\right)$ on $E$ :

$$
h_{r}\left(\sigma_{1}, \sigma_{2}\right)=\mathbb{H}_{r}\left(\sigma_{1}, \sigma_{2}\right)(E)
$$

Remark 2.3.2. It is easy to verify (see [Sat00, Remark 2.3, 2.4]) that the definition of $\mathbb{H}_{r}\left(\sigma_{1}, \sigma_{2}\right)$ is independent of the choice of $\sigma$. Therefore, $\mathbb{H}_{r}$ is well-defined. And it is also easy to verify that for all $r \in(0,1)$,

$$
\mathbb{H}_{r}\left(\sigma_{1}, \sigma_{2}\right) \leq r \sigma_{1}+(1-r) \sigma_{2}
$$

The following proposition shows that we can use Hellinger-Kakutani integral and inner product to characterize the orthogonality of two measures. This explains why these two notions are useful.

Proposition 2.3.3. Two $\sigma$-finite measures are orthogonal to each other if and only if their Hellinger-Kakutani inner product (equivalently, Hellinger-Kakutani integral) of some (and hence all) order in (0,1) is zero. That is, for any two $\sigma$-finite measures $\sigma_{1}$ and $\sigma_{2}$,

$$
\sigma_{1} \perp \sigma_{2} \Longleftrightarrow h_{r}\left(\sigma_{1}, \sigma_{2}\right)=0 \Longleftrightarrow \mathbb{H}_{r}\left(\sigma_{1}, \sigma_{2}\right)=0
$$

for some (and hence all) order $r \in(0,1)$.
See [Sat00, Remark 2.5] for a proof of Proposition 2.3.3. See also [DPZ92, Proposition 2.19] for the case $r=1 / 2$.

Now we continue to introduce the Hellinger-Kakutani distance between two $\sigma$-finite measures.

Definition 2.3.4. For every $r \in(0,1)$, define

$$
\mathbb{K}_{r}\left(\sigma_{1}, \sigma_{2}\right)(A)=\int_{A}\left[r f_{1}+(1-r) f_{2}-f_{1}^{r} f_{2}^{1-r}\right] d \sigma, \quad A \in \mathscr{E} .
$$

The total mass of $\mathbb{K}_{r}\left(\sigma_{1}, \sigma_{2}\right)$ on $E$

$$
k_{r}\left(\sigma_{1}, \sigma_{2}\right)=\mathbb{K}_{r}\left(\sigma_{1}, \sigma_{2}\right)(E)
$$

is called the Hellinger-Kakutani distance between $\sigma_{1}$ and $\sigma_{2}$.

Remark 2.3.5. As the definition of $\mathbb{H}_{r}\left(\sigma_{1}, \sigma_{2}\right)$ (see Remark 2.3.2), the definition of $\mathbb{K}_{r}\left(\sigma_{1}, \sigma_{2}\right)$ is also independent of the choice of $\sigma$. Moreover, we know $\mathbb{K}_{r}\left(\sigma_{1}, \sigma_{2}\right)$ is a $\sigma$-finite measure.

We denote the weak convergence of measures by $\mu_{n} \rightarrow \mu$. The following assertions are useful. See [Sat00, Lemma 2.21] for a proof.

Lemma 2.3.6 (Newman, 1973). Let $\mu_{n}, \mu, \nu_{n}, \nu$ and $\pi$ be finite measures on $(E, \mathscr{E})$. Fix $r \in(0,1)$. If $\mu_{n} \rightarrow \mu, \nu_{n} \rightarrow \nu, \mathbb{H}_{r}\left(\mu_{n}, \nu_{n}\right) \rightarrow \pi$ and $\inf _{n} h_{r}\left(\mu_{n}, \nu_{n}\right) \geq$ $h_{r}(\mu, \nu)$, then $\mathbb{H}_{r}(\mu, \nu)=\pi$.

The Kakutani distance $k_{r}\left(\sigma_{1}, \sigma_{2}\right)$ of two $\sigma$-finite measures $\sigma_{1}, \sigma_{2}$ may be infinite. The finiteness of $k_{r}\left(\sigma_{1}, \sigma_{2}\right)$ ensures the existence of some integrals we will use.

Lemma 2.3.7. Let $\nu_{1}, \nu_{2}$ be two Lévy measures on a separable Hilbert space $\mathbb{H}$. If $k_{r}\left(\nu_{1}, \nu_{2}\right)<\infty$ for some $r \in(0,1)$, then

$$
\int_{\{|x| \leq 1\}}|x| d\left|\nu_{1}-\nu_{2}\right|<\infty,
$$

and

$$
\int_{\{|x| \leq 1\}}|x| d\left|\nu_{j}-\mathbb{H}_{r}\left(\nu_{1}, \nu_{2}\right)\right|<\infty, \quad j=1,2 .
$$

Proof. It is similar to the proof in [New73, Proposition 4] (or [Sat00, Lemma 2.18]). We only need to extend the proof into the infinite dimension case which is easy.

Remark 2.3.8. By [Sat00, Lemma 2.15], we know if $k_{r}\left(\sigma_{1}, \sigma_{2}\right)<\infty$ for some $r \in(0,1)$, then it holds for every $r \in(0,1)$.
Remark 2.3.9. Let $\sigma_{2}=\exp (g) \sigma_{1}$ for some measurable function $g(x)$ satisfying $-\infty \leq g(x)<\infty$ on $E$. Then $k_{r}\left(\sigma_{1}, \sigma_{2}\right)<\infty$ for some $r \in(0,1)$ if and only if

$$
\int_{\{|g| \leq 1\}} g^{2} d \sigma_{1}+\int_{\{g>1\}} \exp (g) d \sigma_{1}+\int_{\{g<-1\}} d \sigma<\infty .
$$

See [Sat00, Remark 2.16] and the proof of [Sat00, Lemma 2.15]
We will need the following concept.
Definition 2.3.10. Define

$$
C_{\sigma}\left(\sigma_{1}\right)=\left\{x \in E: \frac{d \sigma_{1}}{d \sigma}>0\right\}, \quad C_{\sigma}\left(\sigma_{2}\right)=\left\{x \in E: \frac{d \sigma_{2}}{d \sigma}>0\right\} .
$$

We call $C_{\sigma}\left(\sigma_{1}\right)$ (resp. $\left.C_{\sigma}\left(\sigma_{2}\right)\right)$ the carrier of $\sigma_{1}$ (resp. $\sigma_{2}$ ) relative to $\sigma$. Sometimes we simply write $C\left(\sigma_{j}\right)$ for $C_{\sigma}\left(\sigma_{j}\right)$ for $j=1,2$.

### 2.4 Conditions for Absolute Continuity of Lévy Processes

The following theorem is an infinite dimensional version of Sato [Sat00, Theorem A].

Theorem 2.4.1. Let $\left(X_{t}, \mathbb{P}_{1}\right)$ and $\left(X_{t}, \mathbb{P}_{2}\right)$ be two $\mathbb{H}$-valued Lévy processes on $\left(\mathrm{D}, \mathscr{F},\left(\mathscr{F}_{t}\right)_{t \geq 0}\right)$ with characteristic triplets $\left(b_{1}, R_{1}, \nu_{1}\right)$ and $\left(b_{2}, R_{2}, \nu_{2}\right)$ respectively.
(1) Suppose that the following non-singularity conditions are satisfied for some $r \in(0,1)$

$$
\begin{equation*}
k_{r}\left(\nu_{1}, \nu_{2}\right)<\infty, \quad R:=R_{1}=R_{2}, \quad b_{21} \in \mathbb{H}_{0}:=R^{1 / 2}(\mathbb{H}) \tag{2.2}
\end{equation*}
$$

where

$$
\begin{equation*}
b_{21}=b_{2}-b_{1}-\int_{\{|x| \leq 1\}} x d\left(\nu_{2}-\nu_{1}\right) . \tag{2.3}
\end{equation*}
$$

Then for every $t>0$ and $r \in(0,1)$,

$$
\begin{equation*}
\mathbb{H}_{r}\left(\mathbb{P}_{1}^{t}, \mathbb{P}_{2}^{t}\right)=\exp \left(-t \Phi_{r}\right) \mathbb{P}_{r}^{t}, \tag{2.4}
\end{equation*}
$$

where

$$
\Phi_{r}=\frac{1}{2} r(1-r)\left|b_{21}\right|_{0}^{2}+k_{r}\left(\nu_{1}, \nu_{2}\right),
$$

and $\mathbb{P}_{r}$ is the probability measure under which $X_{t}$ is a Lévy process with characteristic triplet $\left(b_{r}, R, \mathbb{H}_{r}\left(\nu_{1}, \nu_{2}\right)\right)$. Here

$$
b_{r}=r b_{1}+(1-r) b_{2}-\int_{\{|x| \leq 1\}} x d \mathbb{K}_{r}\left(\nu_{1}, \nu_{2}\right)
$$

(2) If (2.2) is not satisfied, then we have

$$
\mathbb{H}_{r}\left(\mathbb{P}_{1}^{t}, \mathbb{P}_{2}^{t}\right)=0
$$

for all $t>0$ and $r \in(0,1)$.
Remark 2.4.2. (1) By Remark 2.3.8, the finiteness of $k_{r}\left(\nu_{1}, \nu_{2}\right)$ does not depend on the choice of $r \in(0,1)$.
(2) By Lemma 2.3.7, the integral in (2.3) is well-defined, and hence $b_{21}$ is welldefined.
(3) By Remark 2.3.2, $\mathbb{H}_{r}\left(\nu_{1}, \nu_{2}\right)$ is a Lévy measure.

Remark 2.4.3. To go from the finite dimensional case to the infinite dimensional case, we use the Cameron-Martin space $R^{1 / 2}(\mathbb{H})$ in the non-singularity condition (2.2) instead of the range $R(\mathbb{H})$ used in [Sat00, Theorem A] for the finite dimensional case. In Section 2.8, we show that if $\mathbb{H}$ is infinite dimensional, then $R(\mathbb{H}) \neq R^{1 / 2}(\mathbb{H})$.

Remark 2.4.4. Suppose that

$$
\int_{\mathrm{H}} x \nu_{j}(d x)<\infty, \quad j=1,2
$$

Then by the Lévy-Itô decomposition, we can write for $j=1,2$,

$$
\begin{aligned}
X_{t} & =t b_{j}+W_{t}^{j}+\int_{\{|x| \leq 1\}} x \widetilde{N}(t, d x)+\int_{\{|x|>1\}} x N(t, d x) \\
& =t\left[b_{j}-\int_{\{|x| \leq 1\}} x \nu_{j}(d x)\right]+W_{t}^{j}+\int_{\{|x| \leq 1\}} x \widetilde{N}(t, d x)+\int_{\mathrm{H}} x N(t, d x) .
\end{aligned}
$$

Here $N(t, d x)$ is the Poisson random measure associated with $X_{t}$ and $\tilde{N}(t, d x)$ is the compensated random measure of $N(t, d x)$.

Then we see $b_{21}$ is the difference of the "drifts":

$$
b_{21}=\left[b_{2}-\int_{\{|x| \leq 1\}} x \nu_{2}(d x)\right]-\left[b_{1}-\int_{\{|x| \leq 1\}} x \nu_{1}(d x)\right] .
$$

From Theorem 2.4.1, we have the following corollaries which correspond to [Sat00, Corollaries 3.6-3.15] for the finite dimensional case.

Corollary 2.4.5. (1) Fix $t>0 . \mathbb{P}_{1}^{t}$ and $\mathbb{P}_{2}^{t}$ are not mutually singular iff condition (2.2) is satisfied. In other words, $\mathbb{P}_{1}^{t} \perp \mathbb{P}_{2}^{t}$ iff condition (2.2) is not satisfied.
(2) If $\mathbb{P}_{1}^{t} \perp \mathbb{P}_{2}^{t}$ for some $t>0$, then $\mathbb{P}_{1}^{t} \perp \mathbb{P}_{2}^{t}$ for all $t>0$.
(3) Fix $t>0$. If $\mathbb{P}_{1}^{t}$ and $\mathbb{P}_{2}^{t}$ are not mutually singular, then

$$
\nu_{2}\left[C\left(\nu_{1}\right)^{c}\right]<\infty, \quad \nu_{1}\left[C\left(\nu_{2}\right)^{c}\right]<\infty
$$

and

$$
\mathbb{P}_{2}^{t}\left[C\left(\mathbb{P}_{1}^{t}\right)\right]=\exp \left[-t \nu_{2}\left(C\left(\nu_{1}\right)^{c}\right)\right], \quad \mathbb{P}_{1}^{t}\left[C\left(\mathbb{P}_{2}^{t}\right)\right]=\exp \left[-t \nu_{1}\left(C\left(\nu_{2}\right)^{c}\right)\right]
$$

(4) Fix $t>0 . \mathbb{P}_{2}^{t} \ll \mathbb{P}_{1}^{t}$ iff $\nu_{2} \ll \nu_{1}$ and (2.2) are both satisfied.
(5) If $\mathbb{P}_{2}^{t} \ll \mathbb{P}_{1}^{t}$ for some $t>0$, then $\mathbb{P}_{2}^{t} \ll \mathbb{P}_{1}^{t}$ for all $t>0$.
(6) Fix $t>0$. $\mathbb{P}_{1}^{t} \approx \mathbb{P}_{2}^{t}$ iff $\nu_{1} \approx \nu_{2}$ and (2.2) are both satisfied.
(7) If $\mathbb{P}_{1}^{t} \approx \mathbb{P}_{2}^{t}$ for some $t>0$, then $\mathbb{P}_{1}^{t} \approx \mathbb{P}_{2}^{t}$ for all $t>0$.
(8) If $\nu_{1} \approx \nu_{2}$, then either $\mathbb{P}_{1}^{t} \approx \mathbb{P}_{2}^{t}$ for all $t>0$ or $\mathbb{P}_{1}^{t} \perp \mathbb{P}_{2}^{t}$ for all $t>0$.
(9) If $\mathbb{P}_{1} \neq \mathbb{P}_{2}$, then $\mathbb{P}_{1}^{t} \perp \mathbb{P}_{2}^{t}$.
(10) Suppose that $\mathbb{P}_{1}^{t}$ and $\mathbb{P}_{2}^{t}$ are not mutually singular for some $t>0$. Then the following are true.
(a) If $\nu_{1}(\mathbb{H})<\infty$, then $\nu_{2}(\mathbb{H})<\infty$;
(b) If $\int_{\{|x| \leq 1\}}|x| \nu_{1}(d x)<\infty$ and $\nu_{1}(\mathbb{H})=\infty$, then $\int_{\{|x| \leq 1\}}|x| \nu_{2}(d x)<\infty$ and $\nu_{2}(\mathbb{H})=\infty$;
(c) If $\int_{\{|x| \leq 1\}}|x| \nu_{1}(d x)=\infty$, then $\int_{\{|x| \leq 1\}}|x| \nu_{2}(d x)=\infty$.

### 2.5 Gaussian Case

In this section we prove Theorem 2.4.1 first for the Gaussian case. This section corresponds to Sato [Sat00, Section 5] where finite dimensional Gaussian case is treated. We will use Theorem 2.5.1 to prove Theorem 2.4.1 in the next section. We utilize Girsanov's theorem for Wiener processes in infinite dimensional space and the Cameron-Martin formula for Gaussian measures.

Theorem 2.5.1. Suppose that $\left(X_{t}, \mathbb{P}_{1}\right)$ and $\left(X_{t}, \mathbb{P}_{2}\right)$ are two Lévy processes on $\left(\mathrm{D}, \mathscr{F},\left(\mathscr{F}_{t}\right)_{t \geq 0}\right)$ with characteristic triplets $\left(b_{1}, R_{1}, 0\right)$ and $\left(b_{2}, R_{2}, 0\right)$ respectively. For any fixed $t>0$, we have the following statements.
(1) The dichotomy holds: either $\mathbb{P}_{2}^{t} \approx \mathbb{P}_{1}^{t}$ or $\mathbb{P}_{1}^{t} \perp \mathbb{P}_{2}^{t}$;
(2) $\mathbb{P}_{1}^{t} \approx \mathbb{P}_{2}^{t}$ if and only if the following non-singularity conditions are satisfied

$$
\begin{equation*}
R:=R_{1}=R_{2}, \quad b_{21}:=b_{2}-b_{1} \in \mathbb{H}_{0}:=R^{1 / 2}(\mathbb{H}) . \tag{2.5}
\end{equation*}
$$

(3) If $\mathbb{P}_{1}^{t} \approx \mathbb{P}_{2}^{t}$, then for any $0<r<1$,

$$
\begin{equation*}
\mathbb{H}_{r}\left(\mathbb{P}_{1}^{t}, \mathbb{P}_{2}^{t}\right)=\exp \left(-t \Psi_{r}\right) \mathbb{P}_{r}^{t}, \tag{2.6}
\end{equation*}
$$

where

$$
\Psi_{r}=\frac{1}{2} r(1-r)\left|b_{21}\right|_{0}^{2},
$$

and $\mathbb{P}_{r}$ is the probability measure under which $\left(X_{t}\right)_{t \geq 0}$ is a Lévy process with characteristic $\left(b_{r}, R, 0\right)$. Here $b_{r}$ is given by

$$
\begin{equation*}
b_{r}=r b_{1}+(1-r) b_{2} . \tag{2.7}
\end{equation*}
$$

(4) If $\mathbb{P}_{1}^{t} \approx \mathbb{P}_{2}^{t}$, then

$$
\begin{equation*}
\frac{d \mathbb{P}_{2}^{t}}{d \mathbb{P}_{1}^{t}}=\exp \left(U_{t}\right) \tag{2.8}
\end{equation*}
$$

with

$$
U_{t}=\left\langle b_{21}, X_{t}-t b_{1}\right\rangle_{0}-\frac{t}{2}\left|b_{21}\right|_{0}^{2}
$$

Proof. (1) We prove that if (2.5) holds, then $\mathbb{P}_{1}^{t} \approx \mathbb{P}_{2}^{t}$ and (2.8) holds.
Let $W_{s}^{1}=X_{s}-s b_{1}$ for $0 \leq s \leq t$. Obviously $\left(W_{s}^{1}\right)_{0 \leq s \leq t}$ is a $R$-Wiener process on $\left(\mathrm{D}, \mathscr{F}_{t},\left(\mathscr{F}_{s}\right)_{0 \leq s \leq t}, \mathbb{P}_{1}^{t}\right)$. Define a new probability measure $\mathrm{Q}_{t}$ on $\mathscr{F}_{t}$ by setting

$$
\begin{equation*}
\mathrm{Q}_{t}=\exp \left(U_{t}\right) \mathbb{P}_{1}^{t} \mid \mathscr{\mathscr { F }}_{t} . \tag{2.9}
\end{equation*}
$$

Then by Girsanov's theorem (refer to Theorem 2.2.1), we see

$$
W_{s}^{1}-s b_{21}=X_{s}-s b_{1}-s b_{21}=X_{s}-s b_{2}, \quad 0 \leq s \leq t
$$

is a $R$-Wiener process on $\left(\mathbb{D}, \mathscr{F}_{t},\left(\mathscr{F}_{s}\right)_{0 \leq s \leq t}, \mathrm{Q}_{t}\right)$. That is, $X_{t}$ is a $\left(b_{2}, R, 0\right)$-Lévy process under $\mathbb{Q}_{t}$. So, $\mathbb{Q}_{t}$ coincides with $\mathbb{P}_{2}^{t}$. Hence from (2.9), we see $\mathbb{P}_{2}^{t} \ll \mathbb{P}_{1}^{t}$ and (2.8) holds. Now $\mathbb{P}_{1}^{t} \ll \mathbb{P}_{2}^{t}$ also follows immediately from (2.9). Therefore we have $\mathbb{P}_{1}^{t} \approx \mathbb{P}_{2}^{t}$.
(2) We prove that if the non-singularity condition (2.5) is not satisfied, then $\mathbb{P}_{1}^{t} \perp \mathbb{P}_{2}^{t}$. Condition (2.5) does not hold if (a) $R_{1} \neq R_{2}$ or (b) $R_{1}=R_{2}$ but $b_{21} \notin \mathbb{H}_{0}$.
(2.a) To prove the implication from $R_{1} \neq R_{2}$ to $\mathbb{P}_{1}^{t} \perp \mathbb{P}_{2}^{t}$, one method is to use the arguments in [Sat00, Step 2 of the Proof Theorem 4.1].

Since $R_{1} \neq R_{2}$, there exist $z_{0} \in \mathbb{H}$ such that $\left\langle z_{0}, R_{1} z_{0}\right\rangle \neq\left\langle z_{0}, R_{2} z_{0}\right\rangle$. Let $X_{t}^{z_{0}}=\left\langle z_{0}, X_{t}\right\rangle$. Then $\left(X_{t}^{z_{0}}, \mathbb{P}_{j}^{t}\right)$ is a Lévy process on $\mathbb{R}$ with characteristic triplet $\left(b_{j}^{z_{0}}, R_{j}^{z_{0}}, 0\right)$ for $j=1,2$, where $b_{j}^{z_{0}}=\left\langle z_{0}, b_{j}\right\rangle, R_{j}^{z_{0}}=\left\langle z_{0}, R_{j} z_{0}\right\rangle$. The idea of the proof is to show that $\mathbb{P}_{j}$ concentrate on the paths with quadratic variation $b_{j}^{z_{0}}$ for $j=1,2$.

It can be verified that

$$
\sum_{k=1}^{n}\left(X_{k t / n}^{z_{0}}-X_{(k-1) t / n}^{z_{0}}\right)^{2} \rightarrow R_{j}^{z_{0}} t
$$

in probability $\mathbb{P}_{j}$ for each $j=1,2$ as $n \rightarrow \infty$. Define for $j=1,2$,

$$
\Lambda_{j}=\left\{\omega \in \Omega: \sum_{k=1}^{n^{\prime}}\left(X_{k t / n^{\prime}}^{z_{0}}-X_{(k-1) t / n^{\prime}}^{z_{0}}\right)^{2} \rightarrow R_{j}^{z_{0}} t, \quad \text { as } n \rightarrow \infty\right\} .
$$

Then $\mathbb{P}_{1}\left(\Lambda_{1}\right)=1$ and $\mathbb{P}_{2}\left(\Lambda_{2}\right)=1$. But obviously, $\Lambda_{1}$ is disjoint with $\Lambda_{2}$, hence we have $\mathbb{P}_{1}\left(\Lambda_{2}\right)=0$. This proves that $\mathbb{P}_{1}^{t} \perp \mathbb{P}_{2}^{t}$.

Another method is to use the finite dimensional result directly. Indeed, if $R_{1} \neq R_{2}$, then there exists some finite dimensional subspace $\mathbb{H}_{n}$ of $\mathbb{H}$ such that $\left.R_{1}\right|_{\mathbb{H}_{n}} \neq\left. R_{2}\right|_{\mathbb{H}_{n}}$. Therefore, by [Sat00, Theorem A], $\mathbb{P}_{1}^{t}$ and $\mathbb{P}_{2}^{t}$ are orthogonal when they are confined on $D\left([0, \infty), \mathbb{H}_{n}\right)$. This implies $\mathbb{P}_{1}^{t} \perp \mathbb{P}_{2}^{t}$ on the whole space $\mathbb{D}$.
(2.b) Suppose $R_{1}=R_{2}$ but $b_{21} \notin \mathbb{H}_{0}$. Note that for $j=1,2, X_{t}-t b_{j}$ is a $R$ Wiener process under $\mathbb{P}_{j}^{t}$. Hence the random variable $X_{t}$ is Gaussian distributed with mean $t b_{j}$ and variance $R$ under $\mathbb{P}_{j}^{t}$ for $j=1,2: \mathbb{P}_{j}^{t} \circ X_{t}^{-1}=N\left(t b_{j}, R\right)$. By Theorem 1.2.2, the Gaussian measures $N\left(t b_{1}, R\right)$ and $N\left(t b_{2}, R\right)$ are orthogonal to each other since $b_{21} \notin \mathbb{H}_{0}$. Therefore, there exists a set $A \in \mathcal{B}(\mathbb{H})$ such that

$$
\mathbb{P}_{1}^{t} \circ X_{t}^{-1}(A)=0, \quad \mathbb{P}_{2}^{t} \circ X_{t}^{-1}(A)=1 .
$$

Denote $\widetilde{A}=X_{t}^{-1}(A) \in \mathscr{F}_{t}$. Then we have $\mathbb{P}_{1}^{t}(\widetilde{A})=0, \mathbb{P}_{2}^{t}(\widetilde{A})=1$. This proves $\mathbb{P}_{1}^{t} \perp \mathbb{P}_{2}^{t}$.
(3) Suppose $\mathbb{P}_{1}^{t} \approx \mathbb{P}_{2}^{t}$. Then the conditions (2.5) are satisfied. By Item (2) of Theorem 2.5.1, we know $b_{21} \in \mathbb{H}_{0}$. Therefore

$$
b_{r}-b_{1}=r b_{1}+(1-r) b_{2}-b_{1}=(1-r) b_{21} \in \mathbb{H}_{0} .
$$

By Item (2) of Theorem 2.5.1 again, we get $\mathbb{P}_{1}^{t} \approx \mathbb{P}_{r}^{t}$. Then the Radon-Nikodým derivative of $\mathbb{P}_{r}^{t}$ with respect to $\mathbb{P}_{1}^{t}$ is given by

$$
\begin{aligned}
\frac{d \mathbb{P}_{r}^{t}}{d \mathbb{P}_{1}^{t}} & =\exp \left(\left\langle b_{r}-b_{1}, X_{t}-t b_{1}\right\rangle_{0}-\frac{t}{2}\left|b_{r}-b_{1}\right|_{0}^{2}\right) \\
& =\exp \left((1-r)\left\langle b_{21}, X_{t}-t b_{1}\right\rangle_{0}-\frac{t}{2}(1-r)^{2}\left|b_{21}\right|_{0}^{2}\right)
\end{aligned}
$$

Consequently, we have

$$
\begin{aligned}
\mathbb{H}_{r}\left(\mathbb{P}_{1}^{t}, \mathbb{P}_{2}^{t}\right) & =\left(\frac{d \mathbb{P}_{2}^{t}}{d \mathbb{P}_{1}^{t}}\right)^{1-r} \mathbb{P}_{1}^{t}=\exp ((1-r) U(t)) \mathbb{P}_{1}^{t} \\
& =\exp \left((1-r)\left\langle b_{21}, X_{t}-t b_{1}\right\rangle_{0}-\frac{t}{2}(1-r)\left|b_{21}\right|_{0}^{2}\right) \mathbb{P}_{1}^{t} \\
& =\exp \left(\frac{t}{2}\left[(1-r)^{2}-(1-r)\right]\left|b_{21}\right|_{0}^{2}\right) \mathbb{P}_{r}^{t} \\
& =\exp \left(-\frac{t}{2} r(1-r)\left|b_{21}\right|_{0}^{2}\right) \mathbb{P}_{r}^{t}
\end{aligned}
$$

### 2.6 Proof of Theorem 2.4.1

We follow the proof in [Sat00, Section 5] (see also [New73]) to prove Theorem 2.4.1.

For every fixed $t>0$, let $\mathbb{D}_{t}=D([0, t], \mathbb{H})$ be the space of all right continuous with left limits functions from $[0, t]$ to $\mathbb{H}$. We still denote

$$
\mathscr{F}_{s}:=\sigma\left(X_{u}: 0 \leq u \leq s\right), \quad s \in[0, t] .
$$

By $N(d u, d x)$ we denote the Poisson random measure on $[0, t] \times \mathbb{H}$ associated with $X_{t}$. That is, $N(G)$ is the number of $s \in(0, t]$ such that $\left(s, \Delta X_{s}\right) \in G$ for each $G \in \mathcal{B}((0, t] \times \mathbb{H})$. Here we use $\Delta X_{s}$ to denote the jump of $X_{s}$ at time $s:$

$$
\Delta X_{s}(\omega):=X_{s}(\omega)-X_{s-}(\omega), \quad \omega \in \mathbb{D}_{t} .
$$

For every $0<r<1$, let $\nu_{r}=\mathbb{H}_{r}\left(\nu_{1}, \nu_{2}\right)$ and for every $0 \leq s \leq t, 0<\varepsilon<1$ and $0<r<1$, we define

$$
Y_{\varepsilon, s}=\int_{(0, s] \times\{\varepsilon<|x| \leq 1\}} x\left(N(d u, d x)-\nu_{r}(d x) d u\right)+\int_{(0, s] \times\{|x|>1\}} x N(d u, d x)
$$

and

$$
Z_{\varepsilon, s}=X_{s}-Y_{\varepsilon, s} .
$$

If $k_{r}\left(\nu_{1}, \nu_{2}\right)<\infty$, then by Lemma 2.3.7, we can take the limit $\varepsilon \rightarrow 0$ to obtain

$$
Y_{0, s}:=\lim _{\varepsilon \downarrow 0} Y_{\varepsilon, s}=\widehat{X}_{j, s}+s \int_{\mathrm{H}} x d\left(\nu_{j}-\nu_{r}\right), \quad j=1,2,
$$

where $\widehat{X}_{j, s}$ is the pure jump part of $X_{t}$ under $\mathbb{P}_{j}$ :

$$
\widehat{X}_{j, s}=\lim _{\varepsilon \downarrow 0} \int_{(0, s] \times\{\varepsilon<|x| \leq 1\}} x\left(N(d u, d x)-\nu_{j}(d x) d u\right)+\int_{(0, s] \times\{|x|>1\}} x N(d u, d x) .
$$

Now we define

$$
Z_{0, s}=X_{s}-Y_{0, s}, \quad \bar{Y}_{\varepsilon, s}=Z_{\varepsilon, s}-Z_{0, s}=Y_{0, s}-Y_{\varepsilon, s}
$$

We denote by

$$
\mathbb{Q}_{\varepsilon, j}^{t}, \mathbb{Q}_{0, j}^{t}, R_{\varepsilon, j}^{t}, R_{0, j}^{t}, \overline{\mathbb{Q}}_{\varepsilon, j}^{t}
$$

the distribution of

$$
Y_{\varepsilon, s}, Y_{0, s}, Z_{\varepsilon, s}, Z_{0, s}, \bar{Y}_{\varepsilon, s}
$$

under $\mathbb{P}_{j}$ on $\left(\mathbb{D}_{t}, \mathscr{F}_{t}\right)$ respectively. We also denote by $\mathbb{Q}_{\varepsilon, r}^{t}$ the distribution of $Y_{\varepsilon, s}$ under $\mathbb{P}_{r}^{t}$ given in Theorem 2.4.1.

The following lemma is an infinite dimensional version of the lemmas in [Sat00, Section 5].

Lemma 2.6.1. For every $r \in(0,1), \varepsilon \in(0,1)$ and $j=1,2$, the following equalities hold.
(1) $\mathbb{P}_{j}^{t}=\mathbb{Q}_{\varepsilon, j}^{t} * R_{\varepsilon, j}^{t}$.
(2) $\mathbb{H}_{r}\left(\mathbb{P}_{1}^{t}, \mathbb{P}_{2}^{t}\right)=\mathbb{H}_{r}\left(\mathbb{Q}_{\varepsilon, 1}^{t}, \mathbb{Q}_{\varepsilon, 2}^{t}\right) * \mathbb{H}_{r}\left(R_{\varepsilon, 1}^{t}, R_{\varepsilon, 2}^{t}\right)$.
(3)

$$
\begin{equation*}
\mathbb{H}_{r}\left(\mathbb{Q}_{\varepsilon, 1}^{t}, \mathbb{Q}_{\varepsilon, 2}^{t}\right)=\exp \left(-t \int_{\{|x|>\varepsilon\}} d \mathbb{K}_{r}\left(\nu_{1}, \nu_{2}\right)\right) \mathbb{Q}_{\varepsilon, r}^{t} . \tag{2.10}
\end{equation*}
$$

(4) Assume that $k_{r}\left(\nu_{1}, \nu_{2}\right)<\infty$.
(a) $\mathbb{P}_{j}^{t}=\mathbb{Q}_{0, j}^{t} * R_{0, j}^{t}=\mathbb{Q}_{\varepsilon, j}^{t} * \overline{\mathbb{Q}}_{\varepsilon, j}^{t} * R_{0, j}^{t}$.
(b)

$$
\begin{align*}
\mathbb{H}_{r}\left(\mathbb{P}_{1}^{t}, \mathbb{P}_{2}^{t}\right) & =\mathbb{H}_{r}\left(\mathbb{Q}_{0,1}^{t}, \mathbb{Q}_{0,2}^{t}\right) * \mathbb{H}_{r}\left(R_{0,1}^{t}, R_{0,2}^{t}\right) \\
& =\mathbb{H}_{r}\left(\mathbb{Q}_{\varepsilon, 1}^{t}, \mathbb{Q}_{\varepsilon, 2}^{t}\right) * \mathbb{H}_{r}\left(\overline{\mathbb{Q}}_{\varepsilon, 1}^{t}, \overline{\mathbb{Q}}_{\varepsilon, 2}^{t}\right) * \mathbb{H}_{r}\left(R_{0,1}^{t}, R_{0,2}^{t}\right)  \tag{2.11}\\
& =\mathbb{H}_{r}\left(\overline{\mathbb{Q}}_{\varepsilon, 1}^{t}, \overline{\mathbb{Q}}_{\varepsilon, 2}^{t}\right) * \mathbb{H}_{r}\left(\mathbb{Q}_{\varepsilon, 1}^{t} * R_{0,1}^{t}, \mathbb{Q}_{\varepsilon, 2}^{t} * R_{0,2}^{t}\right)
\end{align*}
$$

Proof of Theorem 2.4.1. (1) We first show $\mathbb{P}_{2}^{t} \perp \mathbb{P}_{1}^{t}$ if condition (2.2) is not satis-
fied, that is, if one of the following conditions holds
(i) $k_{r}\left(\nu_{1}, \nu_{2}\right)=\infty$.
(ii) $k_{r}\left(\nu_{1}, \nu_{2}\right)<\infty$ and $R_{1} \neq R_{2}$.
(iii) $k_{r}\left(\nu_{1}, \nu_{2}\right)<\infty$ and $R_{1}=R_{2}$ and $b_{21} \notin \mathbb{H}_{0}$.

Assume that (i) holds. Then the proof of $\mathbb{P}_{2}^{t} \perp \mathbb{P}_{1}^{t}$ is the same with Step 1 of the proof of Theorem A in [Sat00].

Assume (ii) or (iii) holds. From $k_{r}\left(\nu_{1}, \nu_{2}\right)<\infty$, we know the characteristic triplet of the process $X_{t}$ under $R_{0, j}^{t}$ for $j=1,2$ is given by $\left(\tilde{b}_{j r}, R_{j}, 0\right)$ with

$$
\tilde{b}_{j r}:=b_{j}-\int_{\{|x| \leq 1\}} x d\left(\nu_{j}-\nu_{r}\right) .
$$

If (b) or (c) holds, then we can obtain $h_{r}\left(R_{0,1}^{t}, R_{0,2}^{t}\right)=0$ by applying Theorem 2.5.1. Now $h_{r}\left(\mathbb{P}_{1}^{t}, \mathbb{P}_{2}^{t}\right)=0$ follows from the first identity in (2.11) of Lemma 2.6.1.
(2) Suppose that the condition (2.2) holds, we prove (2.4). We can just follow the line in Step 4 of the proof of Theorem A in [Sat00, Section 5]. Similar to the proof in [Sat00] (apply Lemma 2.3.6), we need to show $\mathbb{H}_{r}\left(\mathbb{Q}_{\varepsilon, 1}^{t} * R_{0,1}^{t}, \mathbb{Q}_{\varepsilon, 2}^{t} * R_{0,2}^{t}\right)$ tends to $\exp \left(-t \Phi_{r}\right)$ as $\varepsilon$ goes to 0 . By (2.10) of Lemma 2.6.1 and Theorem 2.5.1 (see (2.6)), we have

$$
\begin{aligned}
& \mathbb{H}_{r}\left(\mathbb{Q}_{\varepsilon, 1}^{t} * R_{0,1}^{t}, \mathbb{Q}_{\varepsilon, 2}^{t} * R_{0,2}^{t}\right) \\
= & \mathbb{H}_{r}\left(\mathbb{Q}_{\varepsilon, 1}^{t}, \mathbb{Q}_{\varepsilon, 2}^{t}\right) * \mathbb{H}_{r}\left(R_{0,1}^{t}, R_{0,2}^{t}\right) \\
= & {\left[\exp \left(-t \int_{\{|x|>\varepsilon\}} d \mathbb{K}_{r}\left(\nu_{1}, \nu_{2}\right)\right) \mathbb{Q}_{\varepsilon, r}^{t}\right] *\left[\exp \left(-\frac{1}{2} \operatorname{tr}(1-r)\left|b_{21}\right|_{0}^{2}\right) R_{r}^{t}\right], }
\end{aligned}
$$

where $R_{r}^{t}$ corresponds to the Lévy process with characteristic triplet $\left(b_{r}, R, 0\right)$ (i.e. a Gaussian process). Here by (2.7),

$$
\begin{aligned}
b_{r} & =r \tilde{b}_{1 r}+(1-r) \tilde{b}_{2 r} \\
& =r\left(b_{1}-\int_{\{|x| \leq 1\}} x d\left(\nu_{1}-\nu_{r}\right)\right)+(1-r)\left(b_{2}-\int_{\{|x| \leq 1\}} x d\left(\nu_{2}-\nu_{r}\right)\right) \\
& =r b_{1}+(1-r) b_{2}-\int_{\{|x| \leq 1\}} x d \mathbb{K}_{r}\left(\nu_{1}, \nu_{1}\right) .
\end{aligned}
$$

Here we have used the following fact

$$
\begin{aligned}
r\left(\nu_{1}-\nu_{r}\right)+(1-r)\left(\nu_{2}-\nu_{r}\right) & =r \nu_{1}+(1-r) \nu_{2}-\nu_{r} \\
& =r \nu_{1}+(1-r) \nu_{2}-\mathbb{H}_{r}\left(\nu_{1}, \nu_{2}\right)=\mathbb{K}_{r} .
\end{aligned}
$$

As $\varepsilon \downarrow 0$, the measure $\mathbb{Q}_{\varepsilon, r}^{t}$ goes to $\mathbb{Q}_{0, r}^{t}$ with triplet $\left(0, \nu_{r}, 0\right)$. The proof is completed by noting that $\mathbb{Q}_{0, r}^{t} * R_{r}^{t}=\mathbb{P}_{r}^{t}$ with triplet $\left(b_{r}, R, \nu_{r}\right)$.

### 2.7 Density of Lévy Processes

For any two $\sigma$-finite measures $\sigma_{1}$ and $\sigma_{2}$, we denote the continuous part and the singular part in the Lebesgue decomposition of $\sigma_{2}$ with respect to $\sigma_{1}$ by $\sigma_{2}^{\text {ac }}$ and $\sigma_{2}^{\mathrm{s}}$ respectively.

Take $\nu=\nu_{1}+\nu_{2}$. For $j=1,2$, choose the version $f_{j}:=\frac{d \nu_{j}}{d \nu}$ satisfying

$$
f_{j} \geq 0 \quad \text { and } \quad f_{1}+f_{2}=1 \quad \nu \text {-a.s. on } \mathbb{H} .
$$

Set

$$
\begin{aligned}
C & =\left\{f_{1}>0 \text { and } f_{2}>0\right\}, & & C_{1}=\left\{f_{1}=1 \text { and } f_{2}=0\right\}, \\
C_{2} & =\left\{f_{1}=0 \text { and } f_{2}=1\right\}, & & C_{3}=C_{1} \cup C_{2} .
\end{aligned}
$$

Then

$$
\nu_{2}^{\mathrm{ac}}=\mathbb{1}_{C} \nu_{2}, \quad \nu_{2}^{\mathrm{s}}=\mathbb{1}_{C_{2}} \nu_{2}=\mathbb{1}_{C_{3}} \nu_{2} .
$$

and $\frac{d \nu_{2}^{\text {ac }}}{d \nu_{1}}$ has the following version

$$
\frac{d \nu_{2}^{\mathrm{ac}}}{d \nu_{1}}= \begin{cases}f_{2} / f_{1} & \text { on } C \\ 0 & \text { on } C_{3}\end{cases}
$$

Define

$$
g(x)=\left\{\begin{array}{ll}
\log \left(f_{2} / f_{1}\right) & \text { on } C ; \\
-\infty & \text { on } C_{3},
\end{array} \quad \text { and } \quad \tilde{g}(x)= \begin{cases}g(x) & \text { on } C ; \\
0 & \text { on } C_{3} .\end{cases}\right.
$$

As in Section 2.6, we denote by $N(d u, d x)$ the random measure associated with $X_{t}$. For every $t>0$, set

$$
\Lambda_{t}=\left\{N\left((0, t] \times C_{3}\right)=0\right\}=\left\{\Delta X_{s} \notin C_{3} \text { for all } \mathrm{s} \in(0, \mathrm{t}]\right\} .
$$

The following theorem is an infinite dimensional version of [Sat00, Theorem $B]$.

Theorem 2.7.1. Suppose that $\mathbb{P}_{1}^{t}$ and $\mathbb{P}_{2}^{t}$ are not mutually singular. Then
(1) For every $0<t<\infty$, the Lebesgue decomposition of $\mathbb{P}_{2}^{t}$ with respect to $\mathbb{P}_{1}^{t}$ is given by

$$
\left(\mathbb{P}_{2}^{t}\right)^{\mathrm{ac}}=\mathbb{1}_{\Lambda_{t}} \mathbb{P}_{2}^{t}, \quad\left(\mathbb{P}_{2}^{t}\right)^{\mathrm{s}}=\mathbb{1}_{\mathbb{D} \backslash \Lambda_{t}} \mathbb{P}_{2}^{t}
$$

(2) Consider

$$
\begin{equation*}
V_{t}:=\lim _{\varepsilon \rightarrow 0}\left(\sum_{\left(s, \Delta X_{s}\right) \in(0, t] \times\{|x|>\varepsilon\}} \tilde{g}\left(\Delta X_{s}\right)-t \int_{\{|x|>\varepsilon\}}\left(\mathrm{e}^{g(x)}-1\right) \nu_{1}(d x)\right) . \tag{2.12}
\end{equation*}
$$

Then the right hand side of (2.12) exists $\mathbb{P}_{1}-a . s$. and the convergence is uniform on any bounded time interval $\mathbb{P}_{1}-a . s$.
(3) Let $b \in \mathbb{H}_{0}$. Define

$$
U_{t}=\left\langle b, X_{t}^{\prime}\right\rangle_{0}-\frac{t}{2}|b|_{0}^{2}+V_{t},
$$

where $X_{t}^{\prime}$ is the Gauss component of the process $\left(X_{t}, \mathbb{P}_{1}\right)$. It is a Wiener process with covariance $R$. Then $U_{t}$ is, under $\mathbb{P}_{1}$, a real valued Lévy process with characteristic triplet $\left(b_{U}, R_{U}, \nu_{U}\right)$ given by

$$
\begin{aligned}
b_{U} & =-\frac{1}{2}|b|_{0}^{2}+\int_{\mathrm{H}}\left[1+g(x) \mathbb{1}_{\{|g(x)| \leq 1\}}-\mathrm{e}^{g(x)}\right] \nu_{1}(d x), \\
R_{U} & =|b|_{0}^{2}, \\
\nu_{U}(A) & =\int_{\mathbb{H}} \mathbb{1}_{A}[g(x)] \nu_{1}(d x), \quad A \in \mathcal{B}(\mathbb{H} \backslash\{0\}) .
\end{aligned}
$$

The processes $\left(U_{t}\right)_{t \geq 0}$ and $\left(N\left((0, t] \times C_{3}\right)\right){ }_{t \geq 0}$ are independent under $\mathbb{P}_{1}$. Moreover,

$$
\mathbb{P}_{1}\left(\Lambda_{t}\right)=\exp \left[-t \nu_{1}\left(C_{1}\right)\right] \quad \text { and } \quad \mathbb{P}_{2}\left(\Lambda_{t}\right)=\exp \left[-t \nu_{2}\left(C_{2}\right)\right] .
$$

(4) Choose $b=b_{21}$. Then the Radon-Nikodým derivative of $\left(\mathbb{P}_{2}^{t}\right)^{\text {ac }}$ with respect to $\mathbb{P}_{1}^{t}$ is given by

$$
\frac{d\left(\mathbb{P}_{2}^{t} \mathrm{ac}^{\mathrm{ac}}\right.}{d \mathbb{P}_{1}^{t}}=\exp \left[-t \nu_{2}\left(C_{2}\right)+U_{t}\right] \mathbb{1}_{\Lambda_{t}} .
$$

Let $\mathbb{Q}$ be the probability measure on $(\mathbb{D}, \mathscr{F})$ for which $\left(X_{t}, \mathbb{Q}\right)$ is the Lévy process with characteristic triplet $\left(b_{2}-\int_{\{|x|<1\}} x d \nu_{2}^{\mathrm{s}}, R, \nu_{2}^{\text {ac }}\right)$. Then

$$
\left(\mathbb{P}_{2}^{t}\right)^{\mathrm{ac}}=\exp \left[-t \nu_{2}\left(C_{2}\right)\right] \mathbb{Q}^{t} .
$$

Proof. We only need to follow the proof in $[$ Sat00, Section 6] with some slight modifications.

### 2.8 Appendix: $R(\mathbb{H}) \neq R^{1 / 2}(\mathbb{H})$

This section is a continuation of Remark 2.4.3. For the finite dimensional case, we have $R^{1 / 2}\left(\mathbb{R}^{d}\right)=R\left(\mathbb{R}^{d}\right)$. But for infinite dimensional case, we shall show

$$
R(\mathbb{H}) \subset R^{1 / 2}(\mathbb{H}) \quad \text { but } \quad R(\mathbb{H}) \neq R^{1 / 2}(\mathbb{H}) .
$$

Obviously $R(\mathbb{H})=R^{1 / 2}\left(R^{1 / 2}(\mathbb{H})\right) \subset R^{1 / 2}(\mathbb{H})$ holds. Let $\left\{e_{k}\right\}_{k \geq 1}$ be a series of eigenvectors which consists of an complete orthogonal normal basis of $\mathbb{H}$ with corresponding eigenvalues $\left\{\lambda_{k}\right\}_{k \geq 1}$.

We first show $R^{1 / 2}\left(\mathbb{R}^{d}\right) \subset R\left(\mathbb{R}^{d}\right)$. For any $x=\left(x_{1}, x_{2}, \ldots, x_{d}\right) \in \mathbb{R}^{d}$, take $y=\left(y_{1}, y_{2}, \ldots, y_{d}\right)$ with

$$
y_{k}= \begin{cases}\frac{x_{k}}{\sqrt{\lambda_{k}}}, & \text { if } \lambda_{k}>0 \\ 0, & \text { otherwise }\end{cases}
$$

Then

$$
R^{1 / 2} x=\sum_{k=1}^{d} \sqrt{\lambda_{k}} x_{k} e_{k}=\sum_{k=1}^{d} \mathbb{1}_{\lambda_{k}>0} \lambda_{k} \frac{x_{k}}{\sqrt{\lambda_{k}}} e_{k}=\sum_{k=1}^{d} \lambda_{k} y_{k} e_{k}=R y .
$$

Now we assume $\mathbb{H}=l^{2}$. We show that $R^{1 / 2}(\mathbb{H})$ is a real subset of $R(\mathbb{H})$. Take $x=\sum_{k} \sqrt{\lambda_{k}} e_{k}$. Since the operator $R$ is of trace class, we see $x \in \mathbb{H}$. But

$$
R^{1 / 2} x=\sum_{k} \sqrt{\lambda_{k}}\left\langle x, e_{k}\right\rangle e_{k}=\sum_{k} \lambda_{k} e_{k} \notin R(\mathbb{H}) .
$$

Otherwise if there exist some $y \in \mathbb{H}$ such that $R y=R^{1 / 2} x$, then it must be $y \equiv 1 \notin \mathbb{H}$. This is contradict with the fact $y \in \mathbb{H}$.

## Chapter 3

## Gluing and Coupling

In this chapter we prove a gluing lemma (Lemma 3.1.5) and study its applications. In this lemma we show a martingale solution for operators of the form $L_{1} \mathbb{1}_{\{t<\tau\}}+$ $L_{2} \mathbb{1}_{\{t \geq \tau\}}$, where $L_{1}, L_{2}$ are second order differential operators and $\tau$ is a stopping time.

The organization is as follows. In Section 3.1, we first recall some basic notations and [SV79, Lemma 6.1.1] and [SV79, Theorem 6.1.2] on which the proof of the gluing lemma is based. Then we state the gluing lemma. The proof of the lemma is given in Section 3.2. In Section 3.3, we apply the gluing lemma to study the existence of coupling and the existence of weak solutions to coupled stochastic differential equations.

Chen and Li [CL89, Lemma 3.4] (see Corollary 3.3.2) studies the gluing the martingale generators via the diffusion coefficients. Our study is stimulated by their statement and hints about the proof noted there. By the general gluing lemma, it is possible to study the gluing of martingale generators via drifts.

### 3.1 Gluing Lemma

Let $\Omega=C\left([0, \infty), \mathbb{R}^{n}\right)$ be the space of all continuous trajectories from $[0, \infty)$ into $\mathbb{R}^{n}$. For each $\omega \in \Omega$ and $t \in[0, \infty)$, denote the position of $\omega$ at time $t$ by $X_{t}(\omega)=X(t, \omega)=\omega_{t} \in \mathbb{R}^{n}$. For any $0 \leq t_{1}<t_{2} \leq \infty$, set

$$
\mathscr{M}_{t_{2}}^{t_{1}}=\sigma\left(X_{s}: t_{1} \leq s \leq t_{2}\right) .
$$

Here we use the convention that we understand $s \leq t_{2}$ as $s<t_{2}$ if $t_{2}=\infty$. We will also use the following simplified notation:

$$
\mathscr{M}_{t}:=\mathscr{M}_{t}^{0}, \quad \mathscr{M}^{t}:=\mathscr{M}_{\infty}^{t}, \quad \text { and } \mathscr{M}:=\mathscr{M}_{\infty}^{0}
$$

Let $S_{n}$ represent the space of all $n \times n$ nonnegative definite real matrix. For any measurable functions $a(t, x) \in S_{n}$ and $b(t, x) \in \mathbb{R}^{n}$ defined on $[0, \infty) \times \mathbb{R}^{n}$, let

$$
\begin{equation*}
L(a, b):=L(a(t, x), b(t, x)):=\frac{1}{2} \sum_{i, j=1}^{n} a_{i j}(t, x) \frac{\partial^{2}}{\partial x_{i} \partial x_{j}}+\sum_{i=1}^{n} b_{i}(t, x) \frac{\partial}{\partial x_{i}} . \tag{3.1}
\end{equation*}
$$

Definition 3.1.1. Fix any $(s, x) \in[0, \infty) \times \mathbb{R}^{n}$. A solution to the martingale problem for $L:=L(a, b)$ starting from $(s, x)$ is a probability measure $\mathbb{P}^{s, x}$ on $(\Omega, \mathscr{M})$ such that

$$
\begin{equation*}
\mathbb{P}^{s, x}\left(X_{t}=x, 0 \leq t \leq s\right)=1 \tag{3.2}
\end{equation*}
$$

and for every $f \in \mathscr{C}_{0}^{\infty}\left(\mathbb{R}^{d}\right)$, a compact supported smooth function on $\mathbb{R}^{d}$,

$$
M_{t}^{f}:=f\left(X_{t}\right)-\int_{0}^{t} L f\left(X_{u}\right) d u
$$

is a $\mathbb{P}^{s, x}$-martingale after time $s$.

Sometimes we have not the solution for all time. So the following solution concept is useful.

Definition 3.1.2. Fix any $(s, x) \in[0, \infty) \times \mathbb{R}^{n}$. A solution to the martingale problem for $L$ up to a stopping time $\tau$ starting from $(s, x)$ is a probability measure $\mathrm{P}^{s, x}$ on ( $\Omega, \mathscr{M}$ ) such that (3.2) holds and there exist some stopping time sequence $\tau_{n} \uparrow \tau$ such that for each $n \geq 1$, the stopped process $M_{t \wedge \tau_{n}}^{f}$ is a $\mathbb{P}^{s, x}$-martingale.

For convenience, we will denote simply $\mathbb{P}^{x}$ for $\mathbb{P}^{0, x}$.
The following lemma and theorem are from Stroock and Varadhan [SV79, Lemma 6.1.1] and [SV79, Theorem 6.1.2] respectively.

Lemma 3.1.3. Let $s \geq 0$ be given and suppose that $\mathbb{P}$ is a probability measure on $\left(\Omega, \mathscr{M}^{s}\right)$. If $\eta \in C\left([0, s], \mathbb{R}^{d}\right)$ and $\mathbb{P}\left(x_{s}=\eta_{s}\right)=1$, then there is a unique probability measure $\delta_{\eta} \otimes_{s} \mathrm{P}$ on $(\Omega, \mathscr{M})$ such that

$$
\delta_{\eta} \otimes_{s} \mathbb{P}\left(x_{t}=\eta_{t}, 0 \leq t \leq s\right)=1
$$

and

$$
\delta_{\eta} \otimes_{s} \mathbb{P}(A)=\mathbb{P}(A), \quad \text { for all } A \in \mathscr{M}^{s} .
$$

Theorem 3.1.4. Let $\tau$ be a finite stopping time on $\Omega$. Suppose that $\omega \rightarrow \mathbb{Q}_{\omega}$ is a mapping of $\Omega$ into probability measures on $(\Omega, \mathscr{M})$ such that
(1) $\omega \rightarrow \mathbb{Q}_{\omega}(A)$ is $\mathscr{M}_{\tau}$-measurable for all $A \in \mathscr{M}$,
(2) $\mathrm{Q}_{\omega}(x(\tau(\omega), \cdot)=x(\tau(\omega), \omega))=1$ for all $\omega \in \Omega$.

Given a probability measure $\mathbb{P}$ on $(\Omega, \mathscr{M})$, there is a unique probability measure $\mathbb{P} \otimes_{\tau(\cdot)} \mathbb{Q}$. on $(\Omega, \mathscr{M})$ such that $\mathbb{P} \otimes_{\tau(\cdot)}$ Q. equals $\mathbb{P}$ on $\left(\Omega, \mathscr{M}_{\tau}\right)$ and $\left\{\delta_{\omega} \otimes_{\tau(\omega)} \mathbb{Q}_{\omega}\right\}$ is a r.c.p.d. (regular conditional probability distribution) of $\mathbb{P} \otimes_{\tau(\cdot)} \mathbb{Q} . \mid \mathscr{M}_{\tau}$.

In particular, suppose that $\tau \geq s$ and that $\theta:[s, \infty) \times \Omega \rightarrow \mathbb{C}$ is a rightcontinuous, progressively measurable function after time s such that $\theta(t)$ is $\mathbb{P} \otimes_{\tau(\cdot)}$ Q.-integrable for all $t \geq s,\left(\theta(t \wedge \tau), \mathscr{M}_{t}, \mathbb{P}\right)$ is a martingale after time $s$, and $\left(\theta(t)-\theta(t \wedge \tau), \mathscr{M}_{t}, \mathbb{Q}_{\omega}\right)^{*}$ is a martingale after time $s$ for each $\omega \in \Omega$. Then $\left(\theta(t), \mathscr{M}_{t}, \mathbb{P} \otimes_{\tau(\cdot)} \mathbb{Q}.\right)$ is a martingale after time $s$.

By applying Theorem 3.1.4 ([SV79, Theorem 6.1.2]), we will prove the following gluing lemma in Section 3.2.

Lemma 3.1.5 (Gluing Lemma). Let $L_{1}$ and $L_{2}$ be two second order differential operators as (3.1) on $\mathbb{R}^{n}$. Let $\tau$ be a stopping time on $\Omega$ and define

$$
L=L_{1} \mathbb{1}_{\{t<\tau\}}+L_{2} \mathbb{1}_{\{t \geq \tau\}} .
$$

## Assume

(1) There exists a solution $\mathbb{P}_{1}^{x}$ to the martingale problem for $L_{1}$ up to $\tau$;
(2) For each $\omega \in \Omega$, there exists a solution $\mathbb{P}_{2}^{\tau(\omega), X_{\tau(\omega)}(\omega)}$ to the martingale problem for $L_{2}$ starting from $\left(\tau(\omega), X_{\tau(\omega)}(\omega)\right)$;
(3) There exists a sequence of stopping time $\tau_{n}$ such that $\tau_{n} \uparrow \tau$ as $n \rightarrow \infty$, the following two conditions are satisfied for each $\omega \in \Omega$.
(a)

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{\tau_{n}}^{\tau} L f\left(X_{s}\right) d s=0 \tag{3.3}
\end{equation*}
$$

(b) For every $f \in \mathscr{C}_{0}^{\infty}\left(\mathbb{R}^{n}\right), \int_{0}^{t \wedge \tau_{n}} L_{1} f\left(X_{s}\right) d s$ is bounded and

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{0}^{t \wedge \tau_{n}} L_{1} f\left(X_{s}\right) d s=\int_{0}^{t \wedge \tau} L_{1} f\left(X_{s}\right) d s \tag{3.4}
\end{equation*}
$$

[^1]Define

$$
\mathbb{Q}_{\omega}:=\delta_{\omega} \otimes \mathbb{P}_{2}^{\tau(\omega), X_{\tau(\omega)}(\omega)} \mathbb{1}_{\{\tau<\infty\}}+\delta_{\omega} \mathbb{1}_{\{\tau=\infty\}}, \quad \text { for every } \omega \in \Omega
$$

Then $\mathbb{P}_{1}^{x} \otimes_{\tau} \mathbb{Q}$ is a solution to the martingale problem for $L$.
In Section 3.3 we apply this lemma to the existence of couplings and weak solutions of stochastic differential equations.
Remark 3.1.6. It might be possible to consider the gluing of martingales corresponding to Lévy operators. To this aim, we only need to consider the generalization of [SV79, Theorem 6.1.2] to the Lévy case.

### 3.2 Proof of the Gluing Lemma

For each $f \in \mathscr{C}_{0}^{\infty}\left(\mathbb{R}^{n}\right)$ and $t \geq 0$, define

$$
\begin{aligned}
& \theta_{t}=f\left(X_{t}\right)-\int_{0}^{t} L f\left(X_{s}\right) d s \\
& \phi_{t}=f\left(X_{t}\right)-\int_{0}^{t} L_{1} f\left(X_{s}\right) d s \\
& \psi_{t}=f\left(X_{t}\right)-\int_{0}^{t} L_{2} f\left(X_{s}\right) d s
\end{aligned}
$$

We first prepare three lemmas. The first lemma show the relationship of $\theta_{t}$ with $\phi_{t}$ and $\psi_{t}$ respectively. The theorem will follow the last two lemmas directly by applying Theorem 3.1.4.

Lemma 3.2.1. For every $t \geq 0$ and $\omega \in \Omega$, we have

$$
\begin{equation*}
\theta_{t \wedge \tau}=\phi_{t \wedge \tau} \tag{3.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\theta_{t}-\theta_{t \wedge \tau}=\psi_{t}-\psi_{t \wedge \tau} \tag{3.6}
\end{equation*}
$$

Proof. For every $t \geq 0$ and each $n \in \mathbb{N}$, we know

$$
\begin{equation*}
\theta_{t \wedge \tau_{n}}=\phi_{t \wedge \tau_{n}} . \tag{3.7}
\end{equation*}
$$

So, to prove (3.5) we only need to show that as $n$ goes to infinity, the limits of the left and right hand sides of the equation (3.7) are $\theta_{t \wedge \tau}$ and $\phi_{t \wedge \tau}$ respectively.

By the continuity of the path $X_{t}$ and the fact $f \in \mathscr{C}_{0}^{\infty}\left(\mathbb{R}^{n}\right)$ and the assumption (3.4), we have

$$
\begin{align*}
\lim _{n \rightarrow \infty} \phi\left(t \wedge \tau_{n}\right) & =\lim _{n \rightarrow \infty} f\left(X_{t \wedge \tau_{n}}\right)-\lim _{n \rightarrow \infty} \int_{0}^{t \wedge \tau_{n}} L_{1} f\left(X_{s}\right) d s \\
& =f\left(X_{t \wedge \tau}\right)-\int_{0}^{t \wedge \tau} L_{1} f\left(X_{s}\right) d s  \tag{3.8}\\
& =\phi(t \wedge \tau)
\end{align*}
$$

On the other hand, by (3.3), we know

$$
\begin{aligned}
& \lim _{n \rightarrow \infty}\left[\theta_{t \wedge \tau}-\theta_{t \wedge \tau_{n}}\right] \\
= & \lim _{n \rightarrow \infty}\left[f\left(X_{t \wedge \tau}\right)-f\left(X_{t \wedge \tau_{n}}\right)+\int_{t \wedge \tau_{n}}^{t \wedge \tau} L f\left(X_{s}\right) d s\right] \\
= & 0 .
\end{aligned}
$$

That is,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \theta_{t \wedge \tau_{n}}=\theta_{t \wedge \tau} \tag{3.9}
\end{equation*}
$$

(3.5) follows from (3.8) and (3.9).

Now we come to the proof of (3.6). First, it is easy to see

$$
\left(\theta_{t}-\theta_{t \wedge \tau}\right) \mathbb{1}_{\{t<\tau\}}=0=\left(\psi_{t}-\psi_{t \wedge \tau}\right) \mathbb{1}_{\{t<\tau\}}
$$

and

$$
\begin{aligned}
\left(\theta_{t}-\theta_{t \wedge \tau}\right) \mathbb{1}_{\{t \geq \tau\}} & =\int_{\tau}^{t} L f\left(X_{s}\right) d s \mathbb{1}_{\{t \geq \tau\}} \\
& =\int_{\tau}^{t} L_{2} f\left(X_{s}\right) d s \mathbb{1}_{\{t \geq \tau\}}=\left(\psi_{t}-\psi_{t \wedge \tau}\right) \mathbb{1}_{\{t \geq \tau\}}
\end{aligned}
$$

Hence

$$
\begin{aligned}
\theta_{t}-\theta_{t \wedge \tau} & =\left(\theta_{t}-\theta_{t \wedge \tau}\right) \mathbb{1}_{\{t<\tau\}}+\left(\theta_{t}-\theta_{t \wedge \tau}\right) \mathbb{1}_{\{t \geq \tau\}} \\
& =\left(\psi_{t}-\psi_{t \wedge \tau}\right) \mathbb{1}_{\{t<\tau\}}+\left(\psi_{t}-\psi_{t \wedge \tau}\right) \mathbb{1}_{\{t \geq \tau\}}=\psi_{t}-\psi_{t \wedge \tau} .
\end{aligned}
$$

Lemma 3.2.2. $\left(\theta_{t \wedge \tau}, \mathscr{M}_{t}, \mathbb{P}_{1}^{x}\right)$ is a martingale.
Proof. By (3.5), to prove $\theta_{t \wedge \tau}$ is a martingale, we only need to show that $\phi_{t \wedge \tau}$ is a martingale.

Since $\mathbb{P}_{1}^{x}$ is a solution to the martingale problem for $L_{1}$ up to $\tau$, we know $\left(\phi_{t \wedge \tau_{n}}, \mathscr{M}_{t}, \mathbb{P}_{1}^{x}\right)$ is a martingale. Therefore, for any $0 \leq s<t$, the following equality holds

$$
\mathbb{E}\left(\phi_{t \wedge \tau_{n}} \mid \mathscr{M}_{s}\right)=\phi_{s \wedge \tau_{n}} .
$$

By assumption (3.3), let $n \rightarrow \infty$ and apply the bounded convergence of conditional expectation, we obtain

$$
\mathbb{E}\left(\phi_{t \wedge \tau} \mid \mathscr{M}_{s}\right)=\phi(s \wedge \tau) .
$$

This proves that $\phi_{t \wedge \tau}$ is a martingale.
Lemma 3.2.3. $\left(\theta_{t}-\theta_{t \wedge \tau}, \mathscr{M}_{t}, \mathbb{Q}_{\omega}\right)$ is a martingale for each $\omega \in \Omega$.
Proof. Fix an arbitrary path $\omega_{0} \in \Omega$. We set $t_{0}:=\tau\left(\omega_{0}\right)$ and $X_{t_{0}}\left(\omega_{0}\right)=x_{0}$. For any fixed constants $0 \leq t_{1} \leq t_{2}$, we need to prove

$$
\begin{equation*}
\mathbb{E}^{\mathbf{Q}_{\omega_{0}}}\left(\theta_{t_{2}}-\theta_{t_{2} \wedge \tau} \mid \mathscr{M}_{t_{1}}\right)=\theta_{t_{1}}-\theta_{t_{1} \wedge \tau} . \tag{3.10}
\end{equation*}
$$

If $t_{0}=\infty$, then $Q_{\omega_{0}}=\delta_{\omega_{0}}$. That is, the measure is concentrated on the path $\omega_{0}$. In this case, Equality (3.10) is trivial since we have

$$
\theta_{t}-\theta_{t \wedge \tau}=\theta_{t}-\theta_{t \wedge t_{0}}=\theta_{t}-\theta_{t \wedge \infty}=0 .
$$

In the following we shall assume $t_{0}<\infty$ and we will prove (3.10) in the following three cases: (Case 1) $t_{0} \leq t_{1}<t_{2}$; (CASE 2) $t_{1}<t_{0} \leq t_{2}$; (Case 3) $t_{1}<t_{2}<t_{0}$.

Case 1. Assume $t_{0} \leq t_{1}<t_{2}$. By (3.6), we only need to show

$$
\mathbb{E}^{\mathrm{Q}_{\omega_{0}}}\left(\psi_{t_{2}}-\psi_{t_{2} \wedge \tau} \mid \mathscr{M}_{t_{1}}\right)=\psi_{t_{1}}-\psi_{t_{1} \wedge \tau} .
$$

In other words, we need to show for any $A \in \mathscr{M}_{t_{1}}$,

$$
\begin{equation*}
\mathbb{Q}_{\omega_{0}}\left(\psi_{t_{2}}-\psi_{t_{2} \wedge \tau}, A\right)=\mathbb{Q}_{\omega_{0}}\left(\psi_{t_{1}}-\psi_{t_{1} \wedge \tau}, A\right) \tag{3.11}
\end{equation*}
$$

Since $\mathbb{P}_{2}^{t_{0}, x_{0}}$ is a solution to the martingale problem for $L_{2}$, we know $\psi_{t}$ is a $\mathbb{P}_{2}^{t_{0}, x_{0}}$ martingale. Therefore we see $\psi_{t \wedge \tau}$ is a martingale by [SV79, Corollary 1.2.7]. Hence, $\psi_{t}-\psi_{t \wedge \tau}$ is also a martingale.

The martingale property of $\psi_{t}-\psi_{t \wedge \tau}$ implies that for any $t_{0} \leq t_{1}<t_{2}$ and $A \in \mathscr{M}^{t_{0}}$

$$
\begin{equation*}
\mathbb{P}_{2}^{t_{0}, x_{0}}\left(\psi_{t_{2}}-\psi_{t_{2} \wedge \tau}, A\right)=\mathbb{P}_{2}^{t_{0}, x_{0}}\left(\psi_{t_{1}}-\psi_{t_{1} \wedge \tau}, A\right) . \tag{3.12}
\end{equation*}
$$

Note that it is enough to prove (3.11) for the case when $A=A_{1} \times A_{2}$ with $A_{1} \in \mathscr{M}_{t_{0}}$ and $A_{2} \in \mathscr{M}_{t_{1}}^{t_{0}}$.

$$
\begin{aligned}
\mathbb{Q}_{\omega_{0}}\left(\psi_{t_{2}}-\psi_{t_{2} \wedge \tau}, A\right) & =\delta_{\omega_{0}} \otimes \mathbb{P}_{2}^{t_{0}, x_{0}}\left(\psi_{t_{2}}-\psi_{t_{2} \wedge \tau}, A_{1} \times A_{2}\right) \\
& =\delta_{\omega_{0}}\left(A_{1}\right) \times \mathbb{P}_{2}^{t_{2}, x_{0}}\left(\psi_{t_{2}}-\psi_{t_{2} \wedge \tau}, A_{2}\right) \\
& =\delta_{\omega_{0}}\left(A_{1}\right) \times \mathbb{P}_{2}^{t_{0}, x_{0}}\left(\psi_{t_{1}}-\psi_{t_{1} \wedge \tau}, A_{2}\right) \\
& =\delta_{\omega_{0}} \otimes \mathbb{P}_{2}^{t_{0}, x_{0}}\left(\psi_{t_{1}}-\psi_{t_{1} \wedge \tau}, A_{1} \times A_{2}\right) \\
& =\mathbb{Q}_{\omega_{0}}\left(\psi_{t_{1}}-\psi_{t_{1} \wedge \tau}, A\right) .
\end{aligned}
$$

This proves (3.11).

Case 2. Assume $t_{1}<t_{0} \leq t_{2}$. By the fact $\mathscr{M}_{t_{1}} \subset \mathscr{M}_{t_{0}}$ and a property of conditional expectation, we have

$$
\begin{aligned}
\mathbb{E}^{\mathbb{Q}_{0}}\left(\theta_{t_{2}}-\theta_{t_{2} \wedge \tau} \mid \mathscr{M}_{t_{1}}\right) & =\mathbb{E}^{\mathbb{Q}_{\omega_{0}}}\left(\mathbb{E}^{\mathbb{Q}_{\omega_{0}}}\left(\psi_{t_{2}}-\psi_{t_{2} \wedge \tau} \mid \mathscr{M}_{t_{0}}\right) \mid \mathscr{M}_{t_{1}}\right) \\
& =\mathbb{E}^{\mathbb{Q}_{\omega_{0}}}\left(\psi_{t_{0}}-\psi_{t_{0} \wedge \tau} \mid \mathscr{M}_{t_{1}}\right) \\
& =\mathbb{E}^{\mathbb{Q}_{\omega_{0}}}\left(\theta_{t_{0}}-\theta_{t_{0} \wedge \tau} \mid \mathscr{M}_{t_{1}}\right) .
\end{aligned}
$$

Hence, (3.10) is reduced to prove

$$
\begin{equation*}
\mathbb{E}^{\mathrm{Q}_{\omega_{0}}}\left(\theta_{t_{0}}-\theta_{t_{0} \wedge \tau} \mid \mathscr{M}_{t_{1}}\right)=\theta_{t_{1}}-\theta_{t_{1} \wedge \tau} . \tag{3.13}
\end{equation*}
$$

This is true since we have

$$
\mathbb{Q}_{\omega_{0}}\left(\theta_{t_{0}}-\theta_{t_{0} \wedge \tau}, A\right)=0=\mathbb{Q}_{\omega_{0}}\left(\theta_{t_{1}}-\theta_{t_{1} \wedge \tau}, A\right)
$$

for any $A \in \mathscr{M}_{t_{1}}$. In fact, for any $t \leq t_{0}$, we know

$$
\begin{aligned}
\mathrm{Q}_{\omega_{0}}\left(\theta_{t}-\theta_{t \wedge \tau}, A\right) & =\delta_{\omega_{0}} \otimes \mathbb{P}_{2}^{t_{0}, x_{0}}\left(\theta_{t}-\theta_{t \wedge \tau}, A\right) \\
& =\delta_{\omega_{0}}(A) \cdot\left(\theta_{t}-\theta_{t \wedge \tau\left(\omega_{0}\right)}\right) \\
& =\delta_{\omega_{0}}(A) \cdot\left(\theta_{t}-\theta_{t \wedge t_{0}}\right) \\
& =\delta_{\omega_{0}}(A) \cdot\left(\theta_{t}-\theta_{t}\right) \\
& =0 .
\end{aligned}
$$

Here we have used the fact that, $\tau=\tau\left(\omega_{0}\right)=t_{0}-\mathbb{P}_{2}^{t_{0}, x_{0}}$-a.s. when confined on $A$.

Case 3. Assume $t_{1}<t_{2}<t_{0}$. As in the proof in Case 2, for any $A \in \mathscr{M}_{t_{1}}$
and $t \geq 0$, we have

$$
\mathrm{Q}_{\omega_{0}}\left(\theta_{t_{2}}-\theta_{t_{2} \wedge \tau}, A\right)=0=\mathrm{Q}_{\omega_{0}}\left(\theta_{t_{1}}-\theta_{t_{1} \wedge \tau}, A\right) .
$$

Proof of Lemma 3.1.5. We need to show that $\theta_{t}$ is a martingale on $\left(\Omega, \mathscr{M}, \mathbb{P}_{1}^{x} \otimes_{\tau}\right.$ Q). According to Theorem 3.1.4 (i.e. [SV79, Theorem 6.1.2]), it suffices to prove the following two statements.
(a) $\left(\theta_{t \wedge \tau}, \mathscr{M}_{t}, \mathbb{P}_{1}^{x}\right)$ is a martingale.
(b) $\left(\theta_{t}-\theta_{t \wedge \tau}, \mathscr{M}_{t}, \mathbb{Q}_{\omega}\right)$ is a martingale for each $\omega \in \Omega$.

But they are the conclusions of Lemma 3.2.2 and Lemma 3.2.3 respectively.

### 3.3 Coupling

In this section, we apply the Gluing Lemma 3.1.5 to the existence of couplings and the weak existence of coupled stochastic differential equations.

Now we suppose $\Omega=C\left([0, \infty), \mathbb{R}^{2 d}\right)$. Denote $Z_{t}(\omega)=\omega_{t}=\left(X_{t}(\omega), Y_{t}(\omega)\right) \in$ $\mathbb{R}^{d} \times \mathbb{R}^{d}$ for each $\omega \in \Omega$. For $i=1,2$, let $a_{i}(t, x):[0, \infty) \times \mathbb{R}^{d} \rightarrow S_{d}$ and $b_{i}(t, x):[0, \infty) \times \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ be measurable functions. Let $c(t, x, y)$ be a $d \times d$ matrix valued measurable function defined on $[0, \infty) \times \mathbb{R}^{d} \times \mathbb{R}^{d}$.

Set

$$
a(t, x, y)=\left(\begin{array}{cc}
a_{1}(t, x) & c(t, x, y) \\
c^{*}(t, x, y) & a_{2}(t, y)
\end{array}\right), \quad b(t, x, y)=\binom{b_{1}(t, x)}{b_{2}(t, y)} .
$$

Suppose the martingale problems for $L\left(a_{1}(t, x), b_{1}(t, x)\right)$ and $L\left(a_{2}(t, x), b_{2}(t, x)\right)$ are well-posed. We denote the solutions respectively by $\mathbb{P}_{1}^{x}$ and $\mathbb{P}_{2}^{y}$.

If $\mathbb{P}^{x, y}$ is a solution of the martingale problem for $L(a(t, x, y), b(t, x, y))$, then $\mathbb{P}^{x, y}$ is a coupling of $\mathbb{P}_{1}^{x}$ and $\mathbb{P}_{2}^{y}$. That is, the marginal distribution of $\mathbb{P}^{x, y}$ are exactly $\mathbb{P}_{1}^{x}$ and $\mathbb{P}_{2}^{y}$.

Besides function $c(t, x, y)$ introduced above, we will consider the following functions. Let $\sigma(t, x) \in S_{d}$ be measurable real matrix defined on $[0, \infty) \times \mathbb{R}^{d}$. Let $b(t, x), \xi(t, x, y)$ be $\mathbb{R}^{d}$ valued measurable functions defined on $[0, \infty) \times \mathbb{R}^{d}$ and $[0, \infty) \times \mathbb{R}^{d} \times \mathbb{R}^{d}$ respectively. We assume that $a, b, \xi$ all are locally bounded.

The following lemma is proved in [CL89, Theorem 3.1].

Lemma 3.3.1. Suppose that the martingale problem for the basic coupling $L(a, b)$ with

$$
a(t, x, y)=\left(\begin{array}{ll}
\sigma(t, x) \sigma(t, x)^{*} & \sigma(t, x) \sigma(t, y)^{*} \\
\sigma(t, y) \sigma(t, x)^{*} & \sigma(t, y) \sigma(t, y)^{*}
\end{array}\right), \quad b(t, x, y)=\binom{b(t, x)}{b(t, y)}
$$

is locally well-posed. If we denote the solution by $\mathbb{P}^{x, y}$, then we have

$$
X_{t}=Y_{t}, \quad t \geq \tau, \quad \mathbb{P}^{x, y} \text {-a.s. on }\{\tau<\infty\} .
$$

Here $\tau$ is the coupling time of the marginal processes $X_{t}, Y_{t}$ of $Z_{t}$, i.e.

$$
\tau:=\inf \left\{t: X_{t}=Y_{t}\right\} .
$$

The lemma above describes a fundamental property of basic coupling. Intuitively, basic coupling ensures the marginal processes move together after the coupling time. Refer to Figure 3.1. For this reason, basic coupling is also called march coupling. For more details we refer to the books by Chen [Che04, Che05].


Figure 3.1: March Coupling

Applying Lemma 3.1.5, we get the following corollary which is stated by Chen and Li [CL89, Lemma 3.4] with hints for the proof.

Corollary 3.3.2. Let $\mathbb{P}_{1}^{x, y}$ be a solution to the martingale problem for $L\left(a_{1}, b\right)$
with

$$
a_{1}(t, x, y)=\left(\begin{array}{cc}
\sigma(t, x) \sigma(t, x)^{*} & c(t, x, y)  \tag{3.14}\\
c(t, x, y)^{*} & \sigma(t, y) \sigma(t, y)^{*}
\end{array}\right), \quad b(t, x, y)=\binom{b(t, x)}{b(t, y)}
$$

up to some stopping time $\tau$. For every $\omega \in \Omega$, let $\mathbb{P}_{2}^{\tau(\omega), Z(\tau(\omega))}$, be a solution to the martingale problem for the basic coupling operator in Lemma 3.3.1 starting from $(\tau(\omega), Z(\tau(\omega)))$. Define $\mathbb{Q}_{\omega}$ for each $\omega \in \Omega$ as in Lemma 3.1.5. Then

$$
R=\mathbb{P}_{1}^{x, y} \otimes_{\tau} \mathbb{Q}
$$

is a solution to the martingale problem for $L\left(a_{2}, b\right)$ with

$$
a_{2}(t, x, y)=\left(\begin{array}{c}
\sigma(t, x) \sigma(t, x)^{*} \\
\binom{c(t, x, y, y)^{*} \mathbb{1}_{[0, \tau)}}{+\sigma(t, y) \sigma(t, x)^{*} \mathbb{1}_{[\tau, \infty)}}
\end{array} \begin{array}{c}
\left(\begin{array}{c} 
\\
+\sigma(t, x) \sigma(t, y)^{*} \mathbb{1}_{[\tau, \infty)}
\end{array}\right) \\
\sigma(t, y) \sigma(t, y)^{*}
\end{array}\right)
$$

and the drift $b$ unchanged as in (3.14).

Remark 3.3.3. A typical use of this fact is the following. First we obtain successful coupling (the marginal processes meet) by choosing $c(t, x, y)$ properly. Then the marginal processes will move together after the coupling time.

Similar to Corollary 3.3.2, we can can obtain coupling by choosing proper drift.

Corollary 3.3.4. Let $\mathbb{P}_{1}^{x, y}$ be a solution to the martingale problem for $L\left(a, b_{1}\right)$ with

$$
\begin{gathered}
a(t, x, y)=\left(\begin{array}{cc}
\sigma(t, x) \sigma(t, x)^{*} & \sigma(t, x) \sigma(t, y)^{*} \\
\sigma(t, y) \sigma(t, x)^{*} & \sigma(t, y) \sigma(t, y)^{*}
\end{array}\right), \\
b_{1}(t, x, y)=\binom{b(t, x)}{b(t, y)+\xi(t, x, y)} .
\end{gathered}
$$

up to some stopping time $\tau$. For every $\omega \in \Omega$, let $\mathbb{P}_{2}^{\tau(\omega), Z(\tau(\omega))}$ be a solution to the martingale problem for the basic coupling operator in Lemma 3.3.1 starting from $(\tau(\omega), Z(\tau(\omega)))$. Define $\mathrm{Q}_{\omega}$ for each $\omega \in \Omega$ as in Lemma 3.1.5. Then

$$
R=\mathbb{P}_{1}^{x, y} \otimes_{\tau} \mathbb{Q}
$$

is a solution to the martingale problem for $L\left(a, b_{2}\right)$ with

$$
b_{2}(t, x, y)=\binom{b(t, x)}{b(t, y)+\xi(t, x, y) \mathbb{1}_{\{\tau<t\}}}
$$

and the diffusion coefficient a unchanged.
By the relationship between martingale solution and weak solution of stochastic differential equation (see [KS91]), we can restate Corollary 3.3.4 in the following ways.
Corollary 3.3.5. Consider the following stochastic differential equations on $\mathbb{R}^{2 d}$

$$
\left\{\begin{array}{rlrl}
d X_{t} & =\sigma\left(t, X_{t}\right) d W_{t}+b\left(t, X_{t}\right) d t, & X_{0} & =x \in \mathbb{R}^{d}  \tag{3.15}\\
d Y_{t} & =\sigma\left(t, Y_{t}\right) d W_{t}+b\left(t, Y_{t}\right) d t+\xi\left(t, X_{t}, Y_{t}\right) \mathbb{1}_{\{t<\tau\}} d t, & & Y_{0}
\end{array}=y \in \mathbb{R}^{d},\right.
$$

where $W_{t}$ is an $\mathbb{R}^{d}$-valued Brownian motion. Suppose that there exists a weak solution to (3.15) up to $\tau$. Assume further that there is a weak solution for all $t \geq s$ to the following equation

$$
\left\{\begin{align*}
d X_{t} & =\sigma\left(t, X_{t}\right) d W_{t}+b\left(t, X_{t}\right) d t, & X_{s} & =\tilde{x} \in \mathbb{R}^{d}  \tag{3.16}\\
d Y_{t} & =\sigma\left(t, Y_{t}\right) d W_{t}+b\left(t, Y_{t}\right) d t, & Y_{s} & =\tilde{y} \in \mathbb{R}^{d}
\end{align*}\right.
$$

for every fixed $(s,(\tilde{x}, \tilde{y})) \in[0, \infty) \times \mathbb{R}^{d} \times \mathbb{R}^{d}$. Then there exists a weak solution to the equation (3.15) for all time.

Corollary 3.3.6. Consider the following stochastic differential equation on $\mathbb{R}^{2 d}$

$$
\begin{equation*}
d\binom{X_{t}}{Y_{t}}=\sigma\left(t, X_{t}, Y_{t}\right) d W_{t}+\binom{b\left(t, X_{t}\right)}{b\left(t, Y_{t}\right)+\xi\left(t, X_{t}, Y_{t}\right) \mathbb{1}_{\{t<\tau\}}} d t \tag{3.17}
\end{equation*}
$$

with $X_{0}=x, Y_{0}=y$, where $W_{t}$ is an $\mathbb{R}^{2 d}$-valued Wiener process, $\sigma(t, x, y)$ is a $2 d \times 2 d$ measurable nonnegative definite matrix. Suppose there exists a weak solution to (3.17) up to $\tau$ and there is a weak solution for all $t \geq s$ for the following equation

$$
d\binom{X_{t}}{Y_{t}}=\sigma\left(t, X_{t}, Y_{t}\right) d W_{t}+\binom{b\left(t, X_{t}\right)}{b\left(t, Y_{t}\right)} d t
$$

with $X_{s}=x, Y_{s}=y$ for any $\left.(s, \tilde{x}, \tilde{y})\right) \in[0, \infty) \times \mathbb{R}^{d} \times \mathbb{R}^{d}$. Then there exists a weak solution to the equation (3.17) for all time.

## Chapter 4

## Harnack Inequalities for Stochastic Differential Equations

In this chapter, we show Harnack inequalities for stochastic differential equations and their applications.

In Section 4.1, we introduce Wang's Harnack inequalities ([Wan97]) in which we are interested in this thesis by a simple example. We also refer to a survey paper Wang [Wan06]. In Section 4.2, we recall some known results concerning Harnack inequalities for stochastic differential equations on Euclidean spaces by applying the known results for diffusions on manifolds from [Wan97, ATW06].

We aim to consider Harnack inequalities for stochastic differential equations with more general drifts by the method of coupling and Girsanov's transformation. This method has been introduced by Arnaudon et al. [ATW06] to establish Harnack inequalities for diffusions on manifolds with curvature unbounded below. Coupling methods and Girsanov's transformations are classical tools. For the introduction of coupling methods, see [Lin02, Tho00, Che05] et al.; for Girsanov's theorem, see [KS91, IW81, SV79, RY99] etc..

We establish Harnack inequalities for stochastic differential equations in two frameworks in Section 4.3 and Section 4.4 respectively. We first prove Harnack inequalities with two kinds of abstract assumptions in these two frameworks. The first framework is easier to understand and the second framework involves an approximation procedure. Then we apply these two frameworks to study some concrete examples. In Section 4.5, we consider the classical monotonicity condition under the first framework. In Section 4.6, we assume the stochastic differential equation has linear growth drift and satisfies some regular condition in the second framework.

The method of coupling and Girsanov's transformation doesn't work well for stochastic differential equations driven by general continuous martingales or pure jump processes. We explain the reasons in Section 4.8.

### 4.1 Introduction to Harnack Inequalities

We demonstrate Harnack inequalities in the sense of Wang [Wan97] for simple Ornstein-Uhlenbeck processes on Euclidean space $\mathbb{R}^{d}$ by direct computations. For the classical Harnack inequalities, we refer to a survey paper by Kassmann[Kas07] and references therein.

Denote by $\mathscr{C}_{b}^{+}\left(\mathbb{R}^{d}\right)$ the set of all nonnegative bounded and continuous function on $\mathbb{R}^{d}$, and $|\cdot|$ the Euclidean norm on $\mathbb{R}^{d}$.

Example 4.1.1. Consider the following Ornstein-Uhlenbeck process

$$
\begin{equation*}
d X_{t}=-\kappa X_{t} d t+d W_{t} \tag{4.1}
\end{equation*}
$$

where $\kappa \in \mathbb{R}$ is a constant and $W_{t}$ is a standard Brownian motion on $\mathbb{R}^{d}$.
For every initial condition $X_{0}=x$, the solution of the stochastic differential equation (4.1) can be written down explicitly as (see for example, [IW81, KS91])

$$
\begin{equation*}
X_{t}=x \mathrm{e}^{-\kappa t}+\int_{0}^{t} \mathrm{e}^{-\kappa(t-s)} d W_{s} \tag{4.2}
\end{equation*}
$$

Let

$$
\mu_{t}=N\left(0, \sigma_{t}^{2}\right),
$$

where

$$
\sigma_{t}^{2}=\frac{1-\exp (-2 \kappa t)}{2 \kappa}, \quad t \geq 0
$$

The formula (4.2) allows us to read that for each $t \geq 0, X_{t}$ is Gaussian distributed with mean $x \mathrm{e}^{-\kappa t}$ and variance $\sigma_{t}^{2}$, i.e.

$$
X_{t} \sim N\left(x \mathrm{e}^{-\kappa t}, \sigma_{t}^{2}\right) .
$$

Let $P_{t}$ be the transition semigroup associated with $X_{t}$. It can be expressed as

$$
P_{t} f(x)=\int_{\mathbb{R}^{d}} f\left(x \mathrm{e}^{-\kappa t}+z\right) d \mu_{t}(z), \quad x \in \mathbb{R}^{d}, f \in \mathscr{C}_{b}\left(\mathbb{R}^{d}\right) .
$$

We shall prove that for every $t>0, \alpha, \beta>1$ satisfying $1 / \alpha+1 / \beta=1$ and $f \in \mathscr{C}_{b}^{+}\left(\mathbb{R}^{d}\right), x, y \in \mathbb{R}^{d}$, we have

$$
\begin{equation*}
\left(P_{t} f\right)^{\alpha}(x) \leq \exp \left(\frac{\beta \kappa|x-y|^{2}}{\mathrm{e}^{2 \kappa t}-1}\right) P_{t} f^{\alpha}(y) \tag{4.3}
\end{equation*}
$$

Proof. Note that

$$
\mu_{t}(d z)=\left(2 \pi \sigma_{t}^{2}\right)^{-d / 2} \exp \left(-\frac{|z|^{2}}{2 \sigma_{t}^{2}}\right) d z
$$

By using a change of variable then applying Hölder's inequality, we can get

$$
\begin{aligned}
& P_{t} f(x) \\
&= \int_{\mathbb{R}^{d}} f\left(x \mathrm{e}^{-\kappa t}+z\right) d \mu_{t}(z) \\
&=\left(2 \pi \sigma_{t}^{2}\right)^{-d / 2} \int_{\mathbb{R}^{d}} f\left(x \mathrm{e}^{-\kappa t}+z\right) \exp \left(-\frac{|z|^{2}}{2 \sigma_{t}^{2}}\right) d z \\
&=\left(2 \pi \sigma_{t}^{2}\right)^{-d / 2} \int_{\mathbb{R}^{d}} f\left(y \mathrm{e}^{-\kappa t}+z\right) \exp \left(-\frac{\left|(y-x) \mathrm{e}^{-\kappa t}+z\right|^{2}}{2 \sigma_{t}^{2}}\right) d z \\
&=\left(2 \pi \sigma_{t}^{2}\right)^{-d / 2} \int_{\mathbb{R}^{d}} f\left(y \mathrm{e}^{-\kappa t}+z\right) \cdot \\
& \quad \exp \left(-\frac{\mathrm{e}^{-2 \kappa t}|x-y|^{2}-2 \mathrm{e}^{-\kappa t}\langle x-y, z\rangle+|z|^{2}}{2 \sigma_{t}^{2}}\right) d z \\
&= \int_{\mathbb{R}^{d}} f\left(y \mathrm{e}^{-\kappa t}+z\right) \exp \left(-\frac{\mathrm{e}^{-2 \kappa t}|x-y|^{2}-2 \mathrm{e}^{-\kappa t}\langle x-y, z\rangle}{2 \sigma_{t}^{2}}\right) d \mu_{t}(z) \\
&= \exp \left(-\frac{\mathrm{e}^{-2 \kappa t}|x-y|^{2}}{2 \sigma_{t}^{2}}\right) \int_{\mathbb{R}^{d}} f\left(y \mathrm{e}^{-\kappa t}+z\right) \exp \left(\frac{\mathrm{e}^{-\kappa t}\langle x-y, z\rangle}{\sigma_{t}^{2}}\right) d \mu_{t}(z) \\
& \leq \exp \left(-\frac{\mathrm{e}^{-2 \kappa t}|x-y|^{2}}{2 \sigma_{t}^{2}}\right)\left(\int_{\mathbb{R}^{d}} f^{\alpha}\left(y \mathrm{e}^{-\kappa t}+z\right) d \mu_{t}(z)\right)^{1 / \alpha} \\
& \cdot\left(\int_{\mathbb{R}^{d}} \exp \left[\frac{\beta \mathrm{e}^{-\kappa t}\langle z, x-y\rangle}{\sigma_{t}^{2}}\right] d \mu_{t}(z)\right)^{1 / \beta} \\
&= \exp \left(-\frac{\mathrm{e}^{-2 \kappa t}|x-y|^{2}}{2 \sigma_{t}^{2}}\right)\left(P_{t} f^{\alpha}(y)\right)^{1 / \alpha} \exp \left(\frac{\beta \mathrm{e}^{-2 \kappa t}|x-y|^{2}}{2 \sigma_{t}^{2}}\right) \\
&= \exp \left(\frac{(\beta-1) \mathrm{e}^{-2 \kappa t}|x-y|^{2}}{2 \sigma_{t}^{2}}\right)\left(P_{t} f^{\alpha}(y)\right)^{1 / \alpha} \\
&= \exp \left(\frac{\mathrm{e}^{-2 \kappa t}|x-y|^{2}}{2(\alpha-1) \sigma_{t}^{2}}\right)\left(P_{t} f^{\alpha}(y)\right)^{1 / \alpha} \\
&= \exp \left(\frac{\kappa|x-y|^{2}}{(\alpha-1)\left(\mathrm{e}^{2 \kappa t}-1\right)}\right)\left(P_{t} f^{\alpha}(y)\right)^{1 / \alpha} .
\end{aligned}
$$

Remark 4.1.2. We refer to Chapter 5 for more discussions on Harnack inequalities for Ornstein-Uhlenbeck processes.

From the Harnack inequality (4.3), we see what kinds of inequality we are interested at. Let $X_{t}$ be a general diffusion process on $\mathbb{R}^{d}$ and denote the corresponding semigroup by $P_{t}$, we are looking for inequalities of the following form

$$
\begin{equation*}
\left(P_{t} f\right)^{\alpha}(x) \leq C P_{t} f^{\alpha}(y) \tag{4.4}
\end{equation*}
$$

for all $t>0, \alpha>1, x, y \in \mathbb{R}^{d}$, and $f \in \mathscr{C}_{b}^{+}\left(\mathbb{R}^{d}\right)$, where $C$ is some constant depending on $t, \alpha, x, y$ but independent of function $f$.

One point of this inequality is that we communicate the action of the power $\alpha$ with the action of the semigroup on the function $f$. To be clear, we can compare the Wang-type Harnack inequality (4.4) with the following celebrated Li-Yau type Harnack inequality (see Li and Yau [LY86]) which communicate the time:

$$
P_{t} f(x) \leq\left(P_{t+s} f(y)\right)\left(\frac{t+s}{t}\right)^{\alpha s / 2} \exp \left(\frac{\alpha|x-y|^{2}}{4 s}+\frac{\alpha \kappa s}{4(\alpha-1)}\right)
$$

for any $s, t>0, \alpha>1$ and $f \in \mathscr{C}_{b}^{1}\left(\mathbb{R}^{d}\right)$.
Another remarkable feature of this inequality is that it is dimension-free. It is important since dimension is no longer available if the state space is infinite dimensional.

### 4.2 Harnack Inequalities: Known Results

Harnack inequalities were studied for diffusion processes on Riemannian manifold with curvature bounded and unbounded below in [Wan97] and [ATW06] respectively. We introduce their results and show what is specially known for diffusions on Euclidean spaces.

Let $M$ be a $d$-dimensional connected complete Riemannian manifold with convex (or empty) boundary. Consider $L=\Delta+Z$ for some $C^{1}$-vector field $Z$ on $M$ such that the curvature is bounded below, i.e.

$$
\begin{equation*}
\operatorname{Ric}(X, X)-\left\langle\nabla_{X} Z, X\right\rangle \geq-K|X|^{2}, \quad X \in T M \tag{4.5}
\end{equation*}
$$

for some constant $K \in \mathbb{R}$. Then the diffusion process generated by $L$ is non-
explosive and the corresponding semigroup $P_{t}$ satisfies the following gradient estimation

$$
\begin{equation*}
\left|\nabla P_{t} f\right| \leq \mathrm{e}^{K t} P_{t}|\nabla f|, \quad t>0, f \in \mathscr{C}_{b}^{1}(M) \tag{4.6}
\end{equation*}
$$

Wang [Wan97] (see also [Wan04b]) was able to integrate (4.6) along a geodesic and establish the following Harnack inequality: for every $t>0, \alpha, \beta>1$ satisfying $1 / \alpha+1 / \beta=1, x, y \in M$, and $f \in \mathscr{C}_{b}^{+}\left(\mathbb{R}^{d}\right)$, the following inequality holds

$$
\begin{equation*}
\left(P_{t} f\right)^{\alpha}(x) \leq \exp \left(\frac{\beta K \rho(x, y)^{2}}{2\left(1-\mathrm{e}^{-2 K t}\right)}\right) P_{t} f^{\alpha}(y), \tag{4.7}
\end{equation*}
$$

where $\rho$ is the distance function on $M$. When $K=0$ the right hand side of (4.7) is understood as the limit and (4.7) becomes

$$
\begin{equation*}
\left(P_{t} f\right)^{\alpha}(x) \leq \exp \left(\frac{\beta|x-y|^{2}}{4 t}\right) P_{t} f^{\alpha}(y) \tag{4.8}
\end{equation*}
$$

Inequality (4.7) is the best case one can expect under the curvature condition (4.5). Indeed, it is proved in [Wan04a] (see more equivalent statements there) that the curvature condtion (4.5) and the Harnack inequality (4.7) are equivalent.

Since we concentrate on the stochastic differential equations on $\mathbb{R}^{d}$, we need to understand what we have shown for the special case when the manifold $M$ is reduced to an Euclidean space.

Consider the case when $M=\mathbb{R}^{d}$ and $Z=b \cdot \nabla$ with $b \in \mathscr{C}^{1}\left(\mathbb{R}^{d}\right)$. For $i=1, \ldots, d$, we denote $\partial_{i}=\frac{\partial}{\partial x_{i}}$, and the Jacobian matrix of $b$ by $J=\left(\partial_{j} b_{i}\right)_{d \times d}$, Proposition 4.2.1. Let $M=\mathbb{R}^{d}$ and $Z=b \cdot \nabla$ with $b \in \mathscr{C}^{1}\left(\mathbb{R}^{d}\right)$. Then the curvature condition (4.5) is equivalent with each of the following conditions
(1) For all $\xi \in \mathscr{C}^{1}\left(\mathbb{R}^{d}\right)$ with $|\xi|=1$, we have $\langle\xi, J \xi\rangle \leq K$. That is,

$$
\begin{equation*}
\sum_{i, j=1}^{d} \xi_{i} \xi_{j} \partial_{j} b_{i} \leq K \tag{4.9}
\end{equation*}
$$

(2) Global weak monotonicity condition:

$$
\begin{equation*}
\langle x-y, b(x)-b(y)\rangle \leq K|x-y|^{2}, \quad \text { for all } x, y \in \mathbb{R}^{d} . \tag{4.10}
\end{equation*}
$$

Proof. Since the Euclidean space is flat, the curvature condition (4.5) is simply

$$
\left\langle\nabla_{X} Z, X\right\rangle \leq K, \quad|X|=1 .
$$

This is true since for every $X=\sum_{i=1}^{d} \xi_{i} \partial_{i}$, we have

$$
\begin{aligned}
\left\langle\nabla_{X} Z, X\right\rangle & =\left\langle\nabla_{X}\left(\sum_{i=1}^{d} b_{i} \partial_{i}\right), X\right\rangle=\sum_{i=1}^{d}\left\langle\nabla_{X}\left(b_{i} \partial_{i}\right), X\right\rangle \\
& =\sum_{i=1}^{d}\left\langle X\left(b_{i}\right) \partial_{i}+b_{i} \nabla_{X} \partial_{i}, X\right\rangle=\sum_{i=1}^{d} X b_{i}\left\langle\partial_{i}, X\right\rangle \\
& =\sum_{i=1}^{d} X b_{i}\left\langle\partial_{i}, \sum_{i=1}^{d} \xi_{j} \partial_{j}\right\rangle=\sum_{i=1}^{d} \xi_{i} X b_{i}=\sum_{i, j=1}^{d} \xi_{i} \xi_{j} \partial_{j} b_{i} .
\end{aligned}
$$

This proves the equivalence between (4.5) and (4.9).
Now we prove that (4.9) implies (4.10).
We will need to use the following Hadamard's formula: for any $x, y \in \mathbb{R}^{d}$, $i=1, \ldots, d$, we have

$$
\begin{equation*}
b_{i}(x)-b_{i}(y)=\sum_{j=1}^{d}\left(x_{j}-y_{j}\right) \int_{0}^{1} \partial_{j} b_{i}(r x+(1-r) y) d r \tag{4.11}
\end{equation*}
$$

The proof of the formula (4.11) is obvious. We only need to apply the fundamental theorem of calculus to the function $r \mapsto b_{i}(r x+(1-r) y)$ for $r \in[0,1]$.

By (4.9) and the Hardamard's formula (4.11), we have

$$
\begin{aligned}
\langle x-y, b(x)-b(y)\rangle & =\sum_{i=1}^{d}\left(x_{i}-y_{i}\right)\left(b_{i}(x)-b_{i}(y)\right) \\
& =\sum_{i, j=1}^{d}\left(x_{i}-y_{i}\right)\left(x_{j}-y_{j}\right) \int_{0}^{1} \partial_{j} b_{i}(r x+(1-r) y) d r \\
& \leq K|x-y|^{2} .
\end{aligned}
$$

Hence the global monotonicity condition (4.10) holds.
It remains to show that the monotonicity condition (4.10) implies (4.9).
By the very definition of derivative, for any $\varepsilon>0$, there exists a $\delta:=\delta(\varepsilon)$ such that for all $\eta$ satisfying $|\eta|<\delta$, we have

$$
\frac{|b(x+\eta)-b(x)-J \eta|}{|\eta|} \leq \varepsilon .
$$

Hence

$$
\begin{equation*}
\langle\eta, J \eta-(b(x+\eta)-b(x))\rangle \leq \varepsilon|\eta|^{2} \tag{4.12}
\end{equation*}
$$

Now for every $\xi \in \mathbb{R}^{d},|\xi|=1$, choosing $\eta \in \mathbb{R}^{d}$ such that $|\eta|<\delta$ and $\eta=|\eta| \xi$. Take $y=x+\eta$, then deduce from (4.10) we get

$$
\langle\eta, b(x+\eta)-b(x)\rangle \leq K|\eta|^{2}
$$

Therefore, we have

$$
\begin{equation*}
\frac{\langle\eta, J \eta\rangle}{|\eta|^{2}} \leq K+\frac{\langle\eta, J \eta-(b(x+\eta)-b(x))\rangle}{|\eta|^{2}} . \tag{4.13}
\end{equation*}
$$

Substitute (4.12) into (4.13) we get

$$
\langle\xi, J \xi\rangle \leq K+\varepsilon .
$$

By the arbitrariness of $\varepsilon>0$, (4.9) follows immediately.
Now we introduce Harnack inequalities proved in [ATW06] for diffusions on manifolds with curvature unbounded below.

Theorem 4.2.2. Denote by $\rho_{0}(x):=\rho(o, x)$ the distance of $x$ from a fixed point o. Suppose that

$$
\begin{gather*}
\inf \left\{\operatorname{Ric}(X, X): X \in T_{x} M,|X|=1\right\} \geq-C\left(1+\rho_{0}(x)^{2}\right),  \tag{4.14a}\\
\sup \left\{\left\langle\nabla_{X} Z, X\right\rangle: X \in T_{x} M,|X|=1\right\} \leq C\left(1+\rho_{0}(x)\right),  \tag{4.14b}\\
\left\langle Z, \nabla \rho_{o}(x)\right\rangle \leq C\left(1+\rho_{0}(x)\right) . \tag{4.14c}
\end{gather*}
$$

Assume additionally the corresponding process is non-explosive. Then for any $\varepsilon \in(0,1]$ there exists a constant $c(\varepsilon)>0$ such that

$$
\left(P_{t} f\right)^{\alpha}(x) \leq \exp (N(t, \alpha, x, y, \varepsilon)) P_{t} f^{\alpha}(y) .
$$

where $N(t, \alpha, x, y, \varepsilon)$ is

$$
\begin{aligned}
\frac{c(\varepsilon) \alpha^{2}(\alpha+1)^{2}}{(\alpha-1)^{3}} & \left(1+\rho(x, y)^{2}\right) \rho(x, y)^{2} \\
& +\frac{\alpha(\varepsilon \alpha+1) \rho(x, y)^{2}}{2(2-\varepsilon)(\alpha-1) t}+\frac{\alpha-1}{2}\left(1+\rho_{o}(x)^{2}\right) .
\end{aligned}
$$

Again, consider the case $M=\mathbb{R}^{d}$ and $Z=b \cdot \nabla$ for some $b \in \mathscr{C}{ }^{1}\left(\mathbb{R}^{d}\right)$. Then the curvature and growth conditions (4.14b) and (4.14c) are reduced to the following conditions

$$
\begin{aligned}
\langle x-y, b(t, x)-b(t, y)\rangle & \leq C(1+|x|+|y|)|x-y|^{2}, \\
\langle x, b(t, x)\rangle & \leq C\left(1+|x|^{2}\right)
\end{aligned}
$$

for some constant $C>0$.

### 4.3 Harnack Inequality: Framework I

Fix $T>0$. Let $b(t, x)$ be an $\mathbb{R}^{d}$-valued Borel measurable function defined on $[0, T] \times \mathbb{R}^{d}$. We aim to study Harnack inequality for the transition semigroup $P_{t}$ associated with the following stochastic differential equation:

$$
\begin{equation*}
d X_{t}=d W_{t}+b\left(t, X_{t}\right) d t \tag{4.15}
\end{equation*}
$$

for $t \in[0, T]$, where $\left(W_{t}\right)_{0 \leq t \leq T}$ is standard Brownian motion on $\mathbb{R}^{d}$,
We turn to consider the following coupled stochastic differential equations on $\mathbb{R}^{d}$

$$
\begin{cases}d X_{t}=d W_{t}+b\left(t, X_{t}\right) d t-U_{t}\left(X_{t}, Y_{t}\right) d t, & X_{0}=x  \tag{4.16a}\\ d Y_{t}=d W_{t}+b\left(t, Y_{t}\right) d t, & Y_{0}=y\end{cases}
$$

for $t \in[0, T]$, where $U_{t}(x, y)$ is an $\mathbb{R}^{d}$-valued Borel measurable functions defined on $[0, T] \times \mathbb{R}^{d} \times \mathbb{R}^{d}$.

For every $0 \leq t \leq T$, set

$$
N_{t}=\int_{0}^{t}\left\langle U_{s}, d W_{s}\right\rangle \quad \text { and } \quad R_{t}=\exp \left(N_{t}-\frac{1}{2}[N]_{t}\right)
$$

We will need the following assumption.
Assumption 4.3.1. We assume
(1) The equation (4.16) have a weak solution. That is, there exist processes $\left(X_{t}, Y_{t}, W_{t}\right)_{0 \leq t \leq T}$ on some filtered probability space $\left(\Omega, \mathscr{F},\left(\mathscr{F}_{t}\right)_{0 \leq t \leq T}, \mathbb{P}\right)$ satisfying equation (4.16).
(2) For every starting point, the solution to the equation (4.15) is unique in law.
(3) $\left(R_{t}\right)_{0 \leq t \leq T}$ is a $\mathscr{F}_{t}$-martingale with respect to $\mathbb{P}$.
(4) $X_{T}=Y_{T}$, P-a.s..

Remark 4.3.2. (1) In applications, we can use the results in Section 3.3 for existence of the weak solution of (4.16).
(2) Item (3) of Assumption 4.3.1 holds if the following Novikov's condition

$$
\begin{equation*}
\mathbb{E} \exp \left(\frac{1}{2}[N]_{T}\right)<\infty \tag{4.17}
\end{equation*}
$$

hold.
With Assumption 4.3.1, we have the following result.
Lemma 4.3.3. Let Assumption 4.3.1 hold. Then

$$
\begin{align*}
& \left(P_{T} f\right)^{\alpha}(x) \\
\leq & {\left[\mathbb{E}_{\mathrm{P}} \exp \left(\frac{1}{2} \beta q(\beta p-1) \int_{0}^{T}\left|U_{s}\left(X_{s}, Y_{s}\right)\right|^{2} d s\right)\right]^{(\alpha-1) / q} P_{T} f^{\alpha}(y) } \tag{4.18}
\end{align*}
$$

holds for every $x, y \in \mathbb{R}^{d}, f \in \mathscr{C}_{b}^{+}\left(\mathbb{R}^{d}\right)$, and $\alpha, \beta, p, q>1$ satisfying $1 / \alpha+1 / \beta=1$ and $1 / p+1 / q=1$.

Proof. Define a new probability measure $\mathbb{Q}$ on $\left(\Omega, \mathscr{F}_{T}\right)$ by setting $\mathbb{Q}=R_{T} \mathrm{P}$. By Girsanov's theorem,

$$
\widetilde{W}_{t}:=W_{t}-\int_{0}^{t} U_{s} d s, \quad 0 \leq t \leq T
$$

is also a standard Brownian motion on $\left(\Omega, \mathscr{F}_{T}, \mathbb{Q}\right)$. In terms of this new Brownian motion $\widetilde{W}_{t}$, we can rewrite the equation (4.16) into the following form

$$
\begin{cases}d X_{t}=d \widetilde{W}_{t}+b\left(t, X_{t}\right) d t, & X_{0}=x  \tag{4.19a}\\ d Y_{t}=d \widetilde{W}_{t}+b\left(t, Y_{t}\right) d t+U_{t}\left(X_{t}, Y_{t}\right), & Y_{0}=y\end{cases}
$$

Therefore, $\left(X_{t}, \widetilde{W}_{t}\right)$ is also a weak solution to stochastic differential equation (4.15) with starting point $x$. By the uniqueness assumption, we have $P_{T} f(x)=$ $\mathbb{E}_{\mathrm{Q}} f\left(X_{T}\right)$.

Note the fact that $P_{T} f(y)=\mathbb{E}_{\mathbb{P}} f\left(Y_{T}\right)$ and $X_{T}=Y_{T}$ almost surely, by applying Hölder's inequality, we get

$$
\begin{align*}
P_{T} f(x) & =\mathbb{E}_{\mathbb{Q}} f\left(X_{T}\right)=\mathbb{E}_{\mathbb{Q}} f\left(Y_{T}\right)=\mathbb{E}_{\mathbb{P}} R_{T} f\left(Y_{T}\right) \\
& \leq\left(\mathbb{E}_{\mathbb{P}} R_{T}^{\beta}\right)^{1 / \beta}\left(\mathbb{E}_{\mathbb{P}} f^{\alpha}\left(Y_{T}\right)\right)^{1 / \alpha}=\left(\mathbb{E}_{\mathbb{P}} R_{T}^{\beta}\right)^{1 / \beta}\left(P_{T} f^{\alpha}(y)\right)^{1 / \alpha} . \tag{4.20}
\end{align*}
$$

Since $\left(R_{t}\right)_{0 \leq t \leq T}$ is a $\mathscr{F}_{t}$-martingale with respect to $\mathbb{P}$, we have

$$
\begin{align*}
& \mathbb{E}_{\mathbb{P}} R_{T}^{\beta} \\
= & \mathbb{E}_{\mathbb{P}} \exp \left(\beta N_{T}-\frac{1}{2} \beta[N]_{T}\right) \\
= & \mathbb{E}_{\mathbb{P}} \exp \left(\beta N_{T}-\frac{1}{2} p \beta^{2}[N]_{T}\right) \exp \left(\frac{1}{2} \beta(\beta p-1)[N]_{T}\right)  \tag{4.21}\\
\leq & {\left[\mathbb{E}_{\mathbb{P}} \exp \left(p \beta N_{T}-\frac{1}{2} p^{2} \beta^{2}[N]_{T}\right)\right]^{1 / p} \cdot\left[\mathbb{E}_{\mathbb{P}} \exp \left(\frac{1}{2} \beta q(\beta p-1)[N]_{T}\right)\right]^{1 / q} } \\
= & {\left[\mathbb{E}_{\mathbb{P}} \exp \left(\frac{1}{2} \beta q(\beta p-1)[N]_{T}\right)\right]^{1 / q} . }
\end{align*}
$$

By substituting the estimate (4.21) above into (4.20), we can get (4.3.3) and finish the proof.

### 4.4 Harnack Inequality: Framework II

As in Section 4.3, we fix a constant $T>0$, and let $b(t, x)$ be an $\mathbb{R}^{d}$-valued Borel measurable function defined on $[0, T] \times \mathbb{R}^{d}$. We aim to study Harnack inequality for the transition semigroup $P_{t}$ corresponding to the stochastic differential equation (4.15) with irregular drift.

This time, we turn to consider a approximation of the stochastic differential equation (4.16).

Denote by I the $d$-dimensional identity matrix. For every $\varepsilon>0$, set

$$
\sigma^{\varepsilon}=\frac{1}{2}\left(\begin{array}{ll}
(\sqrt{2-\varepsilon}+\sqrt{\varepsilon}) \mathrm{I} & (\sqrt{2-\varepsilon}-\sqrt{\varepsilon}) \mathrm{I}  \tag{4.22}\\
(\sqrt{2-\varepsilon}-\sqrt{\varepsilon}) \mathrm{I} & (\sqrt{2-\varepsilon}+\sqrt{\varepsilon}) \mathrm{I}
\end{array}\right) .
$$

Let us consider the following stochastic differential equation on $\mathbb{R}^{2 d}$ :

$$
\begin{equation*}
d Z_{t}=\sigma^{\varepsilon} d \bar{W}_{t}+\bar{b}\left(t, Z_{t}\right) d t, \quad Z_{0}=z \in \mathbb{R}^{2 d} \tag{4.23}
\end{equation*}
$$

where $\overline{W_{t}} \in \mathbb{R}^{d} \times \mathbb{R}^{d}$ is a $2 d$-dimensional Brownian motion, and

$$
\bar{b}(t, z)=\bar{b}(t, x, y)=\binom{b(t, x)-\gamma(t, x, y)}{b(t, y)}, \quad Z_{0}=z=\binom{x}{y} \in \mathbb{R}^{d} \times \mathbb{R}^{d}
$$

Here the drift $\gamma$ is an $\mathbb{R}^{d}$-valued measurable function which maybe dependent on $\varepsilon$.

For every $0 \leq t \leq T$, let $\bar{W}_{1, t}$ and $\bar{W}_{2, t}$ be the two $d$-dimensional marginal processes of $\overline{W_{t}}$ :

$$
\overline{W_{t}}=\left(\frac{\bar{W}_{1, t}}{\bar{W}_{2, t}}\right) \in \mathbb{R}^{d} \times \mathbb{R}^{d}
$$

Denote

$$
W_{t}=\binom{W_{1, t}}{W_{2, t}}=\sigma^{\varepsilon} \overline{W_{t}}
$$

Then

$$
\begin{aligned}
W_{1, t} & =\frac{1}{2}\left((\sqrt{2-\varepsilon}+\sqrt{\varepsilon}) \bar{W}_{1, t}+(\sqrt{2-\varepsilon}-\sqrt{\varepsilon}) \bar{W}_{2, t}\right) \\
W_{2, t} & =\frac{1}{2}\left((\sqrt{2-\varepsilon}-\sqrt{\varepsilon}) \bar{W}_{1, t}+(\sqrt{2-\varepsilon}+\sqrt{\varepsilon}) \bar{W}_{2, t}\right)
\end{aligned}
$$

Let $\left(X_{t}, Y_{t}\right) \in \mathbb{R}^{d} \times \mathbb{R}^{d}$ be the marginal processes of $Z_{t}$.
Now we can rewrite (4.23) as

$$
\begin{cases}d X_{t}=d W_{1, t}+b\left(t, X_{t}\right) d t-\gamma\left(t, X_{t}, Y_{t}\right) d t, & X_{0}=x  \tag{4.24a}\\ d Y_{t}=d W_{2, t}+b\left(t, Y_{t}\right) d t, & Y_{0}=y\end{cases}
$$

for $0 \leq t \leq T$.
For every $t \in[0, T]$, set

$$
N_{t}=\int_{0}^{t}\left\langle\gamma_{s}, d W_{2, s}\right\rangle, \quad R_{t}=\exp \left(N_{t}-\frac{1}{2}[N]_{t}\right) .
$$

We will work under the following abstract assumption.
Assumption 4.4.1. We assume
(1) For every starting point, the equation (4.23) has a weak solution. That is, there exist couple processes $\left(Z_{t}, \overline{W_{t}}\right)_{0 \leq t \leq T}$ on some filtered probability space $\left(\Omega, \mathscr{F},\left(\mathscr{F}_{t}\right)_{0 \leq t \leq T}, \mathbb{P}\right)$ satisfying the equation (4.23).
(2) For every starting point, the weak solution to equation (4.15) is weak unique.
(3) $\left(R_{t}\right)_{0 \leq t \leq T}$ is a $\mathscr{F}_{t}$-martingale with respect to $\mathbb{P}$.
(4) For a distance $\rho$ on $\mathbb{R}^{d}$, we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathbb{P}\left(\rho\left(X_{T}, Y_{T}\right) \geq \frac{1}{n}\right)=0 \tag{4.25}
\end{equation*}
$$

With these assumptions, we can prove the following lemma.
Lemma 4.4.2. Suppose Assumption 4.4.1 holds. Then

$$
\begin{equation*}
\left(P_{T} f\right)^{\alpha}(x) \leq \lim _{n \uparrow \infty} \lim _{\varepsilon \downarrow 0}\left[\mathbb{E}_{\mathbb{P}} \exp \left(\frac{1}{2} \beta q(\beta p-1) \int_{0}^{T}\left|\gamma_{s}\right|^{2} d s\right)\right]^{(\alpha-1) / q} P_{T} f^{\alpha}(y) . \tag{4.26}
\end{equation*}
$$

holds for every $x, y \in \mathbb{R}^{d}, f \in \mathscr{C}_{b}^{+}\left(\mathbb{R}^{d}\right)$ and $\alpha, \beta, p, q>1$ satisfying $1 / \alpha+1 / \beta=1$ and $1 / p+1 / q=1$.

Proof. Define a new probability measure on $\left(\Omega, \mathscr{F}_{T}\right)$ by setting $\mathbb{Q}=R_{T} \mathbb{P}$. Then by Girsanov's theorem,

$$
\widetilde{W}_{1, t}:=W_{1, t}-\int_{0}^{t} \gamma_{t} d t, \quad t \in[0, T]
$$

is a Wiener process on $\left(\Omega, \mathscr{F}_{T}, \mathbb{Q}\right)$. Now we can rewrite the equation (4.24a) into the following form

$$
\begin{equation*}
d X_{t}=d \widetilde{W}_{1, t}+b\left(t, X_{t}\right) d t, \quad X_{0}=x . \tag{4.27}
\end{equation*}
$$

We see $\left(X_{t}, \widetilde{W}_{1, t}\right)$ on $\left(\Omega, \mathscr{F}_{T}, \mathrm{Q}\right)$ is also a weak solution to the stochastic differential equation (4.15). Therefore, by the weak uniqueness, we have $P_{T} f(x)=\mathbb{E}_{\mathbb{Q}} f\left(X_{T}\right)$.

Without loss of generality, we can assume that $f$ is a bounded nonnegative function on $\mathbb{R}^{d}$ such that

$$
|f(x)-f(y)| \leq \operatorname{Lip}(f) \rho(x, y) .
$$

for some constant $\operatorname{Lip}(f)$. With this, we have

$$
\begin{align*}
P_{T} f(x)= & \mathbb{E}_{\mathbb{Q}} f\left(X_{T}\right) \\
= & \mathbb{E}_{\mathbb{Q}} f\left(X_{T}\right) \mathbb{1}_{\left\{\rho\left(X_{T}, Y_{T}\right) \leq \frac{1}{n}\right\}}+\mathbb{E}_{\mathbb{Q}} f\left(X_{T}\right) \mathbb{1}_{\left\{\rho\left(X_{T}, Y_{T}\right)>\frac{1}{n}\right\}} \\
\leq & \mathbb{E}_{\mathbb{Q}}\left[f\left(Y_{T}\right)+\left(f\left(X_{T}\right)-f\left(Y_{T}\right)\right)\right] \mathbb{1}_{\left\{\rho\left(X_{T}, Y_{T}\right) \leq \frac{1}{n}\right\}} \\
& \quad+\|f\|_{\infty} \mathbb{P}\left(\left\{\rho\left(X_{T}, Y_{T}\right)>\frac{1}{n}\right\}\right)  \tag{4.28}\\
\leq & \mathbb{E}_{\mathbb{Q}} f\left(Y_{T}\right)+\frac{1}{n} \operatorname{Lip}(f)+\|f\|_{\infty} \mathbb{P}\left(\left\{\rho\left(X_{T}, Y_{T}\right)>\frac{1}{n}\right\}\right) .
\end{align*}
$$

Note that we also have $P_{T} f(y)=\mathbb{E}_{\mathbb{P}} f\left(Y_{T}\right)$. Therefore, by applying Hölder's
inequality, we have

$$
\begin{align*}
\mathbb{E}_{\mathbb{Q}} f\left(Y_{T}\right)=\mathbb{E}_{\mathbb{P}} R_{T} f\left(Y_{T}\right) & \leq \mathbb{E}_{\mathbb{P}}\left(R_{T}^{\beta}\right)^{1 / \beta} \mathbb{E}_{\mathbb{P}}\left(f^{\alpha}\left(Y_{T}\right)\right)^{1 / \alpha}  \tag{4.29}\\
& =\mathbb{E}_{\mathbb{P}}\left(R_{T}^{\beta}\right)^{1 / \beta}\left(P_{T} f^{\alpha}(y)\right)^{1 / \alpha}
\end{align*}
$$

Since $\left(R_{t}\right)_{t \in[0, T]}$ is a $\mathscr{F}_{t}$-martingale with respect to $\mathbb{P}$, we have (similar to (4.21))

$$
\begin{equation*}
\mathbb{E}_{\mathbb{P}} R_{T}^{\beta} \leq\left[\mathbb{E}_{\mathbb{P}} \exp \left(\frac{1}{2} \beta q(\beta p-1) \int_{0}^{T}\left|\gamma_{s}\right|^{2} d s\right)\right]^{1 / q} \tag{4.30}
\end{equation*}
$$

Now substitute (4.29) and (4.30) into (4.28), we get

$$
\begin{align*}
& P_{T} f(x) \leq\left[\mathbb{E}_{\mathbb{P}} \exp \left(\frac{1}{2} \beta q(\beta p-1) \int_{0}^{T}\left|\gamma_{s}\right|^{2} d s\right)\right]^{1 /(q \beta)}\left(P_{T} f^{\alpha}(y)\right)^{1 / \alpha}  \tag{4.31}\\
&+\frac{1}{n} \operatorname{Lip}(f)+\|f\|_{\infty} \mathbb{P}\left(\left\{\rho\left(X_{T}, Y_{T}\right)>\frac{1}{n}\right\}\right)
\end{align*}
$$

We can get (4.26) and finish the proof by letting $\varepsilon \rightarrow 0$ and $n \rightarrow \infty$ in (4.31) and noting the assumption (4.25).

### 4.5 Global Monotonicity Condition

In this section, we apply the framework in Section 4.3 to the classical Global monotonicity condition. In this way we see that we can obtain the known Harnack inequalities for stochastic differential equations on Euclidean spaces (see Section 4.2).

Let $b$ be a continuous function satisfying the following linear growth condition

$$
|b(t, x)| \leq C(1+|x|), \quad x \in \mathbb{R}^{d}, 0 \leq t \leq T
$$

for some constant $C>0$ and the following global monotonicity condition

$$
\begin{equation*}
\langle x-y, b(t, x)-b(t, y)\rangle \leq K|x-y|^{2}, \quad x, y \in \mathbb{R}^{d}, 0 \leq t \leq T . \tag{4.32}
\end{equation*}
$$

for some $K \in \mathbb{R}$. We take

$$
U_{t}\left(X_{t}, Y_{t}\right):=\xi_{t}|x-y| \frac{X_{t}-Y_{t}}{\left|X_{t}-Y_{t}\right|} \mathbb{1}_{\{t<\tau\}},
$$

where $\xi_{t}>0$ is a deterministic continuous positive function on $[0, T]$ satisfying

$$
\begin{equation*}
\int_{0}^{T} \xi_{s} \mathrm{e}^{-K s} d s \geq 1 \tag{4.33}
\end{equation*}
$$

We first prepare two lemmas to check Assumption 4.3.1.
Lemma 4.5.1. Items (1) and (2) of Assumption (4.3.1) hold.
Proof. With the global monotonicity condition (4.32), we see Equation (4.16a) has a unique weak solution for all time. On the other hand, for every fixed $s \in[0, T], \tilde{x}, \tilde{y} \in \mathbb{R}^{d}$, the following equation

$$
\left\{\begin{aligned}
d X_{t} & =d W_{t}+b\left(t, X_{t}\right) d t, & X_{s} & =\tilde{x} \in \mathbb{R}^{d}, \\
d Y_{t} & =d W_{t}+b\left(t, Y_{t}\right) d t, & Y_{s} & =\tilde{y} \in \mathbb{R}^{d} .
\end{aligned}\right.
$$

has a weak solution for $t \in[s, T]$.
Since $b$ is continuous and $U_{t}$ is also continuous before the coupling time $\tau$, by [IW81, Chapter IV, Theorem 2.3] we know Equation (4.16) has a weak solution up to $\tau$.

Now, by the results in Section 3.3, we know Equation (4.16) has a weak solution on $[0, T]$.

In the following, we prove that the the two marginal processes meet at time $T$. Figure 4.5 explains the idea.

Lemma 4.5.2. We have $X_{T}=Y_{T} \mathbb{P}$-a.s.
Proof. We only need to prove that $X_{t}$ and $Y_{t}$ shall meet each other before the fixed time $T$ since $X_{t}$ and $Y_{t}$ will move together after the coupling time. That is we need to show $\tau \leq T$.

It is easy to see that

$$
d\left(X_{t}-Y_{t}\right)=\left(b\left(t, X_{t}\right)-b\left(t, Y_{t}\right)-\xi_{t}|x-y| \frac{X_{t}-Y_{t}}{\left|X_{t}-Y_{t}\right|} \mathbb{1}_{\{t<\tau\}}\right) d t, \quad t<\tau .
$$

By (4.32), we have

$$
d\left|X_{t}-Y_{t}\right| \leq K\left|X_{t}-Y_{t}\right| d t-\xi_{t}|x-y| d t, \quad t<\tau
$$

Hence

$$
d\left|X_{t}-Y_{t}\right| \mathrm{e}^{-K t} \leq \xi_{t}|x-y| \mathrm{e}^{-K t}, \quad t<\tau
$$



Figure 4.1: Coupling Before Fixed Time

Thus, if $T<\tau$ then

$$
0<\left|X_{T}-Y_{T}\right| \mathrm{e}^{-K T} \leq|x-y|\left(1-\int_{0}^{T} \xi_{s} \mathrm{e}^{-K s} d s\right) \leq 0
$$

This contradiction implies that $T \geq \tau$ and hence $X_{T}=Y_{T}$.
By we can apply Lemma 4.3 .3 to prove the following theorem.
Theorem 4.5.3. Let (4.32) holds. Then

$$
\begin{equation*}
\left(P_{T} f\right)^{\alpha}(x) \leq \exp \left(\frac{\beta K|x-y|^{2}}{1-\mathrm{e}^{-2 K T}}\right) P_{T} f^{\alpha}(y) \tag{4.34}
\end{equation*}
$$

holds for every $T>0, x, y \in \mathbb{R}^{d}, f \in \mathscr{C}_{b}^{+}\left(\mathbb{R}^{d}\right)$ and $\alpha, \beta>1$ satisfying $1 / \alpha+1 / \beta=$ 1.

Proof. Since $U_{t}$ is bounded, Item (3) of Assumption 4.3 .1 holds automatically by applying Novikov's condition (see (4.17))
(2)). With Lemma 4.5.1 and 4.5.2, we know Assumption 4.3.1 hold.

By (4.18) we get

$$
\begin{equation*}
\left(P_{T} f\right)^{\alpha}(x) \leq\left[\mathbb{E}_{\mathbb{P}} \exp \left(\frac{1}{2} \beta(\beta p-1) \int_{0}^{T}|x-y|^{2} \xi_{s}^{2} d s\right)\right]^{\alpha-1} P_{T} f^{\alpha}(y) \tag{4.35}
\end{equation*}
$$

where $p>1$.
Let $p \rightarrow 1$ in (4.35) and note that $(\alpha-1)(\beta-1)=1$ we can obtain

$$
\begin{equation*}
\left(P_{T} f\right)^{\alpha}(x) \leq \exp \left(\frac{\beta|x-y|^{2}}{2} \int_{0}^{T} \xi_{s}^{2} d s\right) P_{T} f^{\alpha}(y) \tag{4.36}
\end{equation*}
$$

Now take

$$
\begin{equation*}
\xi_{t}=\frac{\mathrm{e}^{-K t}}{\int_{0}^{T} \mathrm{e}^{-2 K s} d s}, \quad 0 \leq t \leq T \tag{4.37}
\end{equation*}
$$

Then

$$
\begin{equation*}
\int_{0}^{T} \xi_{t}^{2} d t=\frac{\int_{0}^{T}\left(\mathrm{e}^{K s} \mathrm{e}^{-2 K s}\right)^{2} d s}{\left(\int_{0}^{T} \mathrm{e}^{-2 K s} d s\right)^{2}}=\frac{1}{\int_{0}^{T} \mathrm{e}^{-2 K s} d s}=\frac{2 K}{1-\mathrm{e}^{-2 K T}} \tag{4.38}
\end{equation*}
$$

Substitute (4.38) into (4.36), we can get (4.34) and complete the proof.
Remark 4.5.4. Let $\xi_{t}$ be any function satisfy (4.33). Then by Hölder's inequality we have

$$
1 \leq\left(\int_{0}^{T} \xi_{s} \mathrm{e}^{-K s} d s\right)^{2} \leq \int_{0}^{T} \xi_{s}^{2} d s \int_{0}^{T} \mathrm{e}^{-2 K s} d s
$$

Therefore,

$$
\int_{0}^{T} \xi_{s}^{2} d s \geq \frac{1}{\int_{0}^{T} \mathrm{e}^{-2 K s} d s}=\frac{2 K}{1-\mathrm{e}^{-2 K T}}
$$

This means that $\frac{2 K}{1-\mathrm{e}^{-2 K T}}$ is the minimum of $\int_{0}^{T} \xi_{s}^{2} d s$ over all choices of $\xi_{t}$ satisfying (4.33). Hence the function $\xi_{t}$ in (4.37) is optimal under all possible choices of $\xi_{t}$.

### 4.6 Linear Growth Condition

We work in the framework introduced in Section 4.4. We take the distance function $\rho(x, y)$ to be the Euclidean distance: $\rho(x, y)=|x-y|$ for every $x, y \in \mathbb{R}^{d}$.

Fix $T>0$. Let $b:[0, T] \times \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ be a measurable function satisfying the following conditions.

Assumption 4.6.1. (1) There exist some constant $C>0$ such that

$$
\begin{equation*}
|b(t, x)| \leq C(1+|x|), \quad 0 \leq t \leq T, x \in \mathbb{R}^{d} \tag{4.39}
\end{equation*}
$$

(2) There exists a nonnegative function $g$ on $[0, \infty)$ such that

$$
\begin{equation*}
\sup _{|x-y|=r} \frac{1}{r}\langle b(t, x)-b(t, y), x-y\rangle \leq g(r) . \tag{4.40}
\end{equation*}
$$

Remark 4.6.2. (1) The linear growth condition (4.39) is used to ensure the existence of weak solution the equation. We do not need the continuous of the drift.
(2) We use Condition (4.40) to get a better estimate of the constant in the Harnack inequality we will prove. Condition (4.40) is also used in [PW06, Hypothesis 3.1 iv.]. This condition generalizes substantially the standard condition that $g(r)=c r$ for some $c>0$, which implies the uniqueness and regularity of strong solutions of the associated stochastic differential equations. If $b$ is uniformly continuous on $\mathbb{R}^{d}$, we can take $g$ as the modulus of continuity of $b$, i.e. $g(r)=\sup _{|x-y| \leq r} \sup |b(x)-b(y)|$.

We will apply Lemma 4.4.2 to prove the following result.
Theorem 4.6.3. Suppose that (4.39), (4.40) hold and the solution to Equation (4.15) is weak unique. For every $T>0, x, y \in \mathbb{R}^{d}, f \in \mathscr{C}_{b}^{+}\left(\mathbb{R}^{d}\right)$ and $\alpha, \beta>1$ satisfying $1 / \alpha+1 / \beta=1$, the following inequality holds

$$
\begin{equation*}
\left(P_{T} f\right)^{\alpha}(x) \leq \exp \left(\frac{\beta}{2} \int_{0}^{T}\left[g(|x-y|)+\frac{\xi_{t}|x-y|}{\int_{0}^{T} \xi_{u} d u}\right]^{2} d t\right) P_{T} f^{\alpha}(y) \tag{4.41}
\end{equation*}
$$

Remark 4.6.4. The weak uniqueness of solution to equation (4.15) can be implied from proper choice of $g$ in (4.40). See for example [FZ05].

To prove Theorem 4.6.3, we first take a concrete $\gamma$ in Lemma 4.4.2 and then check Assumption 4.4.1.

Let $n \in \mathbb{N}$. We take $\varepsilon=\frac{1}{n^{4}}$ for (4.22) and set

$$
\begin{align*}
\gamma\left(t, X_{t}, Y_{t}\right) & =\left[\left\langle\frac{X_{t}-Y_{t}}{\left|X_{t}-Y_{t}\right|}, b\left(t, X_{t}\right)-b\left(t, Y_{t}\right)\right\rangle^{+}\right. \\
& \left.-\frac{\varepsilon(d-1)}{\left|X_{t}-Y_{t}\right|} \mathbb{1}_{\left\{\left|X_{t}-Y_{t}\right| \geq \frac{1}{n^{2}}\right\}}-\frac{\xi_{s}|x-y|}{\int_{0}^{T} \xi_{s} d s}\right] \cdot \frac{X_{t}-Y_{t}}{\left|X_{t}-Y_{t}\right|} \mathbb{1}_{\left\{\left|X_{t}-Y_{t}\right|>0\right\}} \tag{4.42}
\end{align*}
$$

for the drift in the stochastic differential equation (4.23).
Lemma 4.6.5. Items (1) and (2) of Assumption 4.4.1 hold.

Proof. Since $\gamma$ is of linear growth, by [KS91, Proposition 3.6], we know Equation (4.23) have a weak solution. Hence Item (1) of Assumption 4.4.1 holds.

Item (2) of Assumption 4.4.1 follows from [KS91, Corollary 3.5.16].
We will use the formulae (2.8)-(2.10) in [CL89]. For convenience, we summarize them into the following lemma.

Lemma 4.6.6. Let $L=L(a(t, x, y), b(t, x, y))$ be a second order differential operator of the form (3.1) with

$$
a(t, x, y)=\left(\begin{array}{cc}
a_{1}(t, x) & c(t, x, y) \\
c^{*}(t, x, y) & a_{2}(t, y)
\end{array}\right), \quad b(t, x, y)=\binom{b_{1}(t, x)}{b_{2}(t, y)} .
$$

Denote $\rho(x, y)=|x-y|$ and

$$
\begin{aligned}
& A(t, x, y)=a_{1}(t, x)+a_{2}(t, y)-2 c(t, x, y) \\
& B(t, x, y)=b_{1}(t, x)-b_{2}(t, y) \\
& \widehat{A}(t, x, y)=\langle x-y, A(t, x, y)(x-y)\rangle, \quad x \neq y, \\
& \bar{A}(t, x, y)=\frac{\widehat{A}(t, x, y)}{|x-y|^{2}} \\
& \widehat{B}(t, x, y)=\langle x-y, B(x, y)\rangle .
\end{aligned}
$$

Then for every $x \neq y$,

$$
L \rho(x, y)=\frac{\operatorname{Tr} A(t, x, y)-\bar{A}(t, x, y)+2 \widehat{B}(t, x, y)}{2 \rho(x, y)}
$$

Lemma 4.6.7. For all $t \in[0, T]$,

$$
\left|X_{t}-Y_{t}\right| \leq \sqrt{\varepsilon}\left(\omega_{t}-\omega_{\delta_{n}(t)}\right)+\frac{1}{n^{2}} \vee\left(|x-y| \frac{\int_{t}^{T} \xi_{s} d s}{\int_{0}^{T} \xi_{s} d s}\right)
$$

where

$$
\delta_{n}(t)=\sup \left\{s \in[0, t]:\left|X_{s}-Y_{s}\right|<\frac{1}{n^{2}}\right\}, \quad t \in[0, T] .
$$

Here we use the convention $\sup \emptyset=0$.
Proof. Note that for every $t \in[0, T]$,

$$
W_{1, t}-W_{2, t}=\sqrt{\varepsilon}\left(\bar{W}_{1, t}-\bar{W}_{2, t}\right) .
$$

Let's denote

$$
\omega_{t}:=\left\langle\frac{X_{t}-Y_{t}}{\left|X_{t}-Y_{t}\right|}, \bar{W}_{1, t}-\bar{W}_{2, t}\right\rangle .
$$

Note that

$$
A^{\varepsilon}:=\sigma^{\varepsilon}\left(\sigma^{\varepsilon}\right)^{*}=\left(\begin{array}{cc}
\mathrm{I} & \mathrm{I}-\varepsilon \\
\mathrm{I}-\varepsilon & \mathrm{I}
\end{array}\right) .
$$

Applying Itô's formula and Lemma 4.6.6 directly, we have

$$
\begin{equation*}
d\left|X_{t}-Y_{t}\right| \leq \sqrt{\varepsilon} d \omega_{t}-\frac{|x-y| \xi_{t}}{\int_{0}^{T} \xi_{s} d s}+\frac{\varepsilon(d-1)}{\left|X_{t}-Y_{t}\right|} \mathbb{1}_{\left\{\left|X_{t}-Y_{t}\right|<\frac{1}{n^{2}}\right\}} d t \tag{4.43}
\end{equation*}
$$

By integrating Equation (4.43) over $\left[\delta_{n}(t), t\right]$, we obtain (note that the last term disappears)

$$
\begin{equation*}
\left|X_{t}-Y_{t}\right| \leq \sqrt{\varepsilon}\left(\omega_{t}-\omega_{\delta_{n}(t)}\right)+\Theta(t, n) \tag{4.44}
\end{equation*}
$$

where

$$
\Theta(t, n):=\left|X_{\delta_{n}(t)}-Y_{\delta_{n}(t)}\right|-|x-y| \frac{\int_{\delta_{n}(t)}^{t} \xi_{s} d s}{\int_{0}^{T} \xi_{s} d s}
$$

If $\delta_{n}(t)=0$, then

$$
\begin{equation*}
\Theta(t, n)=\left|X_{0}-Y_{0}\right|-|x-y| \frac{\int_{0}^{t} \xi_{s} d s}{\int_{0}^{T} \xi_{s} d s}=|x-y| \frac{\int_{t}^{T} \xi_{s} d s}{\int_{0}^{T} \xi_{s} d s} . \tag{4.45}
\end{equation*}
$$

If $\delta_{n}(t)>0$, then $\left|X_{\delta_{n}(t)}-Y_{\delta_{n}(t)}\right|=\frac{1}{n^{2}}$. Therefore,

$$
\begin{equation*}
\Theta(t, n)=\frac{1}{n^{2}}-|x-y| \frac{\int_{\delta_{n}(t)}^{t} \xi_{s} d s}{\int_{0}^{T} \xi_{s} d s} \leq \frac{1}{n^{2}} \tag{4.46}
\end{equation*}
$$

Hence from (4.45) and (4.46) we see

$$
\Theta(t, n) \leq \frac{1}{n^{2}} \vee\left(|x-y| \frac{\int_{t}^{T} \xi_{s} d s}{\int_{0}^{T} \xi_{s} d s}\right)
$$

Lemma 4.6.8.

$$
\lim _{n \rightarrow \infty} \mathbb{P}\left(\left|X_{T}-Y_{T}\right|>\frac{1}{n}\right)=0
$$

Proof. Applying Lemma 4.6.7 to the case $t=T$, we have

$$
\left|X_{T}-Y_{T}\right| \leq \sqrt{\varepsilon}\left(\omega_{T}-\omega_{\delta_{n}(T)}\right)+\frac{1}{n^{2}}
$$

Since $\varepsilon=\frac{1}{n^{4}},\left|X_{T}-Y_{T}\right|>\frac{1}{n}$ implies

$$
\omega_{T}-\omega_{\delta_{n}(T)} \geq n-1
$$

Hence

$$
\begin{aligned}
\mathbb{P}\left(\left|X_{T}-Y_{T}\right|>\frac{1}{n}\right) & \leq \mathbb{P}\left(\omega_{T}-\omega_{\delta_{n}}(T) \geq n-1\right) \\
& \leq \frac{4 \mathbb{E} \sup _{s \in[0, T]}\left|\omega_{s}\right|^{2}}{(n-1)^{2}} \leq \frac{16 \mathbb{E}\left|\omega_{T}\right|^{2}}{(n-1)^{2}} \rightarrow 0 .
\end{aligned}
$$

as $n \rightarrow \infty$. The last inequality follows from Doob's martingale inequality.
Lemma 4.6.9. For all $t \in[0, T]$,

$$
\lim _{n \rightarrow \infty}\left|X_{t}-Y_{t}\right| \leq|x-y|
$$

Proof. By Lemma 4.6.7, we see for all $t \in[0, T]$,

$$
\left|X_{t}-Y_{t}\right| \leq \frac{1}{n^{2}} \omega_{t}+|x-y|+\frac{1}{n^{2}}
$$

Now Theorem 4.6.3 is easy to show.
Proof of Theorem 4.6.3. With Lemma 4.6.5, Lemma 4.6.8 and Lemma 4.6.9, we can apply Lemma 4.4.2 and Inequality (4.26) to get (4.41).

### 4.7 Heat Kernel Estimates

Consider the stochastic differential equation (4.15) with time independent drift $b$. Suppose that $b(x)=D V(x)$ for some $C^{2}$-function $V$ on $\mathbb{R}^{d}$. Set $\mu(d x)=$ $\exp (V(x)) d x$. Let $P_{t}$ be the transition semigroup associated with (4.15). Then $P_{t}$ is symmetric with respect to $\mu$. Denote by $p_{t}(x, y)$ the transition kernel of $P_{t}$ with respect to $\mu$. We aim to estimate $p_{t}$ by using the measures of balls.

Harnack inequalities is an important tool in the study of heat kernel estimates. In the following we apply Wang's Harnack inequality to estimate the heat kernel.

This kinds of applications has been used in [BLQ97, GW01, ATW06] etc. for diffusion semigroups on manifolds.

We first summarize the application of (Wang's) Harnack inequality to heat kernel estimate by the following lemma. We remind the reader that the generator of the semigroup we consider has the form $\frac{1}{2} \Delta+D V$, while the operator considered in [BLQ97, GW01, ATW06] etc. is of the form $\Delta+Z$ for some Laplace operator $\Delta$ and $C^{1}$-operator $Z$ on manifolds. Hence there is a slight change.

Lemma 4.7.1. Suppose that for every $t>0, x, y \in \mathbb{R}^{d}, f \in \mathscr{C}_{b}^{+}\left(\mathbb{R}^{d}\right)$ and $1<\alpha<2$ the following inequality holds

$$
\begin{equation*}
\left(P_{t} f\right)^{\alpha}(x) \leq \exp (C(t, \alpha,|x-y|)) P_{t} f^{\alpha}(y) \tag{4.47}
\end{equation*}
$$

where $C(t, \alpha, \cdot)$ is a positive increasing function. Then

$$
p_{t}(x, y) \leq \frac{\exp \left(\frac{1+\delta}{\delta} C\left(t, \frac{2 \delta}{1+\delta}, \sqrt{2 t}\right)+\frac{4}{\delta-1}\right)}{\sqrt{\mu\left(B_{x}(\sqrt{2 t})\right) \mu\left(B_{y}(\sqrt{2 t})\right)}} \exp \left(-\frac{|x-y|^{2}}{2 \delta t}\right)
$$

holds for every $\delta>1, t>0$, and $x, y \in \mathbb{R}^{d}$.
Proof. Let $p=\frac{2}{\alpha}>1$. Taking power $p$ to both sides of (4.47) we get

$$
\begin{equation*}
\left(P_{t} f\right)^{2}(x) \leq\left(P_{t} f^{\alpha}\right)^{p}(y) \exp (p C(t, \alpha,|x-y|)) \tag{4.48}
\end{equation*}
$$

for every $t>0$ and $x, y \in \mathbb{R}^{d}$.
Let $T>0, x \in \mathbb{R}^{d}, q=\frac{p}{4(p-1)}$. Set

$$
\eta(t, y)=-\frac{|x-y|^{2}}{2(T-q t)}, \quad \text { for } q t<T
$$

Multiplying both sides of (4.48) by $\exp (\eta(t, y))$ and then taking integral with respect to $\mu(d y)$ we can obtain

$$
\begin{align*}
& \left(P_{t} f\right)^{2}(x) \int_{\mathbb{R}^{d}} \exp (-p C(t, \alpha,|x-y|)) \exp (\eta(t, y)) \mu(d y) \\
\leq & \int_{\mathbb{R}^{d}}\left(P_{t} f^{\alpha}\right)^{p}(y) \exp (\eta(t, y)) \mu(d y) . \tag{4.49}
\end{align*}
$$

By an integral-maximum principle (see [BLQ97, Proposition 13] or [GW01,
(2.9)]), and note the invariance of $P_{t}$ with respect to $\mu$, we can get the following estimate of the right hand side of (4.49):

$$
\begin{align*}
\int_{\mathbb{R}^{d}}\left(P_{t} f^{\alpha}\right)^{p}(y) \exp (\eta(t, y)) \mu(d y) & \leq \int_{\mathbb{R}^{d}} P_{t} f^{2}(y) \exp (\eta(0, y)) \mu(d y) \\
& =\int_{\mathbb{R}^{d}} f^{2}(y) \exp \left(-\frac{|x-y|^{2}}{2 T}\right) \mu(d y) . \tag{4.50}
\end{align*}
$$

For the left side of (4.49), confine the integral on the ball $B_{x}(r):=\{y \in$ $\left.\mathbb{R}^{d}:|x-y| \leq r\right\}$, we can get

$$
\begin{align*}
& \int_{\mathbb{R}^{d}} \exp (-p C(t, \alpha,|x-y|)) \exp (\eta(t, y)) \mu(d y)  \tag{4.51}\\
\geq & \int_{B_{x}(r)} \exp \left(-p C(t, \alpha, r)-\frac{r^{2}}{2(T-q t)}\right) \mu(d y)  \tag{4.52}\\
= & \exp \left(-p C(t, \alpha, r)-\frac{r^{2}}{2(T-q t)}\right) \mu\left(B_{x}(r)\right) . \tag{4.53}
\end{align*}
$$

Hence, by combining (4.49), (4.50) and (4.51) we obtain

$$
\begin{align*}
\left(P_{t} f\right)^{2}(x) \leq & \frac{\exp \left(p C(t, \alpha, r)+\frac{r^{2}}{2(T-q t)}\right)}{\mu\left(B_{x}(r)\right)} \times  \tag{4.54}\\
& \int_{\mathbb{R}^{d}} f^{2}(y) \exp \left(-\frac{|x-y|^{2}}{2 T}\right) \mu(d y) .
\end{align*}
$$

For any bounded positive continuous function $g$ on $\mathbb{H}$, we take

$$
f(x)=g(y) \exp \left(\frac{|x-y|^{2}}{4 T}\right)
$$

in (4.54), we get

$$
\begin{align*}
& {\left[\int_{\mathbb{R}^{d}} \exp \left(\frac{|x-y|^{2}}{4 T}\right) g(y) p_{t}(x, y) \mu(d y)\right]^{2} } \\
\leq & \frac{\exp \left(p C(t, \alpha, r)+\frac{r^{2}}{2(T-q t)}\right)}{\mu\left(B_{x}(r)\right)} \int_{\mathbb{R}^{d}} g^{2}(y) \mu(d y) . \tag{4.55}
\end{align*}
$$

Let $\delta>1, T=\frac{\delta t}{2}, q=\frac{1+\delta}{4}, r=\sqrt{2 t}$. Then $p=\frac{1+\delta}{\delta}, \alpha=\frac{2 \delta}{1+\delta}$ and $T-q t=$
$\frac{\delta-1}{4} t$. Now we can deduce from (4.55) to get

$$
\begin{align*}
E_{\delta}(x, t):= & \int_{\mathbb{R}^{d}} p_{t}^{2}(x, y) \exp \left(\frac{|x-y|^{2}}{\delta t}\right) \mu(d y) \\
& \leq \frac{\exp \left(p C(t, \alpha, r)+\frac{r^{2}}{2(T-q t)}\right)}{\mu\left(B_{x}(r)\right)}  \tag{4.56}\\
& =\frac{\exp \left(\frac{1+\delta}{\delta} C\left(t, \frac{2 \delta}{1+\delta}, \sqrt{2 t}\right)+\frac{4}{\delta-1}\right)}{\mu\left(B_{x}(r)\right)} .
\end{align*}
$$

By the estimate (4.56) and the following universal bound (see Grigor'yan [Gri97, (3.4)])

$$
p_{t}(x, y) \leq \sqrt{E_{\delta}\left(x, \frac{t}{2}\right) E_{\delta}\left(y, \frac{t}{2}\right)} \exp \left(-\frac{|x-y|^{2}}{2 \delta t}\right)
$$

we can finish the proof.
Assume the assumptions in Theorem 4.6.3 holds. Then we have Harnack inequality (4.41). Hence we can get the following corollary immediately by Lemma 4.7.1.

Corollary 4.7.2. Assume for the drift $b$ the conditions in Theorem 4.6.3 and the assumptions at the begging of this section. Then for every $\delta>1, t>0, x, y \in \mathbb{R}^{d}$ we have

$$
p_{t}(x, y) \leq \frac{\exp \left(\frac{1+\delta}{\delta} \widetilde{C}\left(t, \frac{2 \delta}{1+\delta}, \sqrt{2 t}\right)+\frac{4}{\delta-1}\right)}{\sqrt{\mu\left(B_{x}(\sqrt{2 t})\right) \mu\left(B_{y}(\sqrt{2 t})\right)}} \exp \left(-\frac{|x-y|^{2}}{2 \delta t}\right),
$$

where

$$
\widetilde{C}(t, \alpha, r)=\frac{\alpha}{2(\alpha-1)} \int_{0}^{t}\left[g(r)+\frac{r \xi_{s}}{\int_{0}^{s} \xi_{u} d u}\right]^{2} d s
$$

### 4.8 Some Problems in Applying Girsanov's Theorem

Maybe one want to try the coupling and Girsanov transformation method to study Harnack inequalities for stochastic differential equations driven by general
continuous martingale or pure jump Lévy processes. Unfortunately, this does not work in general. One of the essential point of the Girsanov transformation we used is that the distribution of the drift transformed process under the new probability measure must be the same with the original process under the original probability measure. In the following, we explain the reasons.

## Continuous Martingale Case

The following Girsanov theorem for continuous martingale is well known. See, for example, [RY99].

Theorem 4.8.1. Let $M$ be a continuous martingale, and

$$
Z_{t}=\exp \left(M_{t}-\frac{1}{2}[M]_{t}\right), 0 \leq t<\infty
$$

be a positive uniform integrable martingale. Let $\mathbb{Q}=\int Z_{\infty} d \mathbb{P}$. If $N$ is a continuous $\mathbb{P}$ martingale, then $\widetilde{N}_{t} \equiv N_{t}-[N, M]_{t}, 0 \leq t<\infty$ is a continuous $\mathbb{Q}$ martingale, and $[\widetilde{N}]_{t}^{\mathrm{Q}}=[N]_{t}$, for $0 \leq t<\infty$.

The Girsanov theorem 4.8 .1 states that $\widetilde{N}_{t}$, the drift transformed $N_{t}$, is still a martingale (under the new probability measure $\mathbb{Q}$ ), and the quadratic variations of $N_{t}$ and $\widetilde{N}_{t}$ are the same. But it does not ensure that the distribution of $\widetilde{N}_{t}$ under Q is the same with the distribution of $N_{t}$ under $\mathbb{P}$. It is the case only in some special situation. For example, if $N_{t}$ is a Brownian motion, then by applying Lévy's characterization of Brownian motions, we know $\tilde{N}_{t}$ is still a Brownian motion. And hence their distributions coincide.

## Pure Jump Lévy Processes

We first recall a Girsanov theorem for pure jump processes.
Let $\left(\Omega, \mathscr{F},\left(\mathscr{F}_{t}\right)_{0 \leq t<\infty}, \mathbb{P}\right)$ be a filtered probability space and $N(d t, d z)$ a Poisson random measure on $\Omega \times \mathbb{R}$ with Lévy measure $\nu$. Suppose that the Lévy measure satisfies

$$
\int_{\{|z|>1\}}|z||\nu|(d z)<\infty .
$$

The compensated measure of $N(d t, d x)$ is given by

$$
\tilde{N}(d t, d z)=N(d t, d z)-\nu(d z) d t
$$

The following result is from [ØS05, Lemma 1.33]. See also [JS87, Chap III, Theorems 3.24 and 5.19], [Cha99, Lemma 3.1 and Theorem 3.2] and [Sit05] etc..

Theorem 4.8.2. Let $\theta(s, x) \leq 1$ be a process such that

$$
\begin{aligned}
\rho(t)= & \exp \left\{\int_{0}^{t} \int_{\mathbb{R}} \log (1-\theta(s, z)) \tilde{N}(d s, d z)\right. \\
& \left.+\int_{0}^{t} \int_{\mathbb{R}}[\log (1-\theta(s, z))+\theta(s, z)] \tilde{N}(d s, d z)\right\}
\end{aligned}
$$

exists for $0 \leq t \leq T$. Define a measure $\mathbb{Q}$ on $\mathscr{F}_{T}$ by $\mathbb{Q}=\rho(T) \mathbb{P}$. Assume that $\mathbb{E}_{\mathbb{P}}(\rho(T))=1$. Then $\mathbb{Q}$ is a probability measure on $\mathscr{F}_{T}$ and if we define the random measure $\widetilde{N}^{\mathbb{Q}}(d t, d z)$ by

$$
\widetilde{N}^{\mathbb{Q}}(d t, d z)=\widetilde{N}(d t, d z)+\theta(t, z) \nu(d z) d t,
$$

then

$$
\int_{0}^{t} \int_{A} \tilde{N}(d s, d z)+\int_{0}^{t} \int_{A} \theta(s, z) \nu(d z) d s
$$

is a $\mathbb{Q}$-local martingale for all $A \in \mathcal{B}(\mathbb{R} \backslash\{0\})$
We claim that the distribution of $\tilde{N}(d t, d z)$ under $\mathbb{P}$ is not the same with the distribution of $\widetilde{N}^{\mathrm{Q}}(d t, d z)=\widetilde{N}(d t, d z)+\theta(t, z) \nu(d z) d t$. under $\mathbb{Q}$.

The explain follows. First we note that

$$
\begin{aligned}
\tilde{N}^{\mathrm{Q}}(d t, d z)+\nu(d z) d t & =[\tilde{N}(d t, d z)+\theta(t, z) \nu(d z) d t]+\nu(d z) d t \\
& =N(d t, d z)+\theta(t, z) \nu(d z) d t .
\end{aligned}
$$

Suppose that our claim is not true. Then the distribution of $N(d t, d z)=$ $\tilde{N}(d t, d z)+\nu(d z) d t$ under $\mathbb{P}$ is the same with the distribution of $\widetilde{N}^{\mathrm{Q}}(d t, d z)+$ $\nu(d z) d t$ under $Q$. This will not happen. We know $N(d t, d z)$ is integer valued. But $\widetilde{N}^{\mathrm{Q}}(d t, d z)+\nu(d z) d t=N(d t, d z)+\theta(t, z) \nu(d z) d t$ will not take integer value in general.

Remark 4.8.3. With some special transformation (not drift transformation), we could get process with the same distribution. See [BGJ87, Bic02]

## Chapter 5

## Harnack Inequalities for Ornstein-Uhlenbeck Processes Driven by Wiener Processes

We first give a general introduction to Ornstein-Uhlenbeck processes in Section 5.1. Then we show Harnack inequalities for Ornstein-Uhlenbeck processes driven by Wiener processes in Section 5.2.

In Section 5.3 we consider some properties equivalent to Harnack inequalities. For example, we show that the Harnack inequality for the Gaussian OrnsteinUhlenbeck semigroup $P_{t}$ holds if and only if the semigroup $P_{t}$ is strongly Feller.

In Section 5.4, we show some examples of Harnack inequalities, especially the Harnack inequalities for diagonal Ornstein-Uhlenbeck processes from which we can see clearly why our result is better than the one in [RW03a].

In Section 5.5, we consider Harnack inequalities for Ornstein-Uhlenbeck processes with perturbations driven by Wiener processes. We first consider Lipschitz perturbations. Then we consider gradient systems by approximation. We mention here that there is an independent work by Da Prato et al. [DPRW09]. They considered the perturbation of Ornstein-Uhlenbeck processes with singular drifts. But the spirit is similar.

Section 5.6 is an appendix. We show another proof of the main Harnack inequality by finite dimensional approximation in Subsection 5.6.1. It is especially interesting for readers who only care for the finite dimension case. In Subsection 5.6 .2 we show a Mehler formula. It is introduced partially for the motivation of the generalized Mehler semigroups which will be introduced in Section 7.1.

### 5.1 Ornstein-Uhlenbeck Processes

The story start from Brownian motion. In 1827, the England botanist Robert Brown observed the zigzag path of pollen grains suspended in water under the lens of the microscope. In 1905, Einstein explained the mechanics of the movement. Roughly speaking, if at time $t$ the Brownian particle is at position $x$, then after arbitrary time $\Delta t$, the particle will appear at $x+\varepsilon$, where $\varepsilon$ is a Gaussian random variable and independent of the starting position $x$ and time $t$.

But this theory neglects the viscosity of the medium. Langevin initiated the study and Ornstein and Uhlenbeck [OU30] developed a new theory for Brownian motion. In the following, we just simply introduce it. We refer to the lovely book by Nelson [Nel01] for the dynamical theory of Brownian motion.

Let $X_{t}$ denote the velocity of a Brownian particle at time $t$. Let $\left(W_{t}\right)_{t \geq 0}$ be a one-dimensional standard Brownian motion and $\kappa>0$ measures the viscosity. By the second law of Newton and by choosing appropriate units, $\frac{d X_{t}}{d t}$ means the acceleration of the particle which may be interpreted as the force experienced by the particle. This force is the sum of a systematic viscous force and a stochastic force. Since the viscous force is proportional to the particle's velocity $X_{t}$ and directed opposite to its velocity, so we can suppose the viscous force is given by $-\kappa X_{t}$. The stochastic force is modeled by the white noise $\frac{d W_{t}}{d t}$. Therefore, we have

$$
\begin{equation*}
\frac{d X_{t}}{d t}=-\kappa X_{t}+\frac{d W_{t}}{d t} . \tag{5.1}
\end{equation*}
$$

We rewrite it into the following Langevin equation

$$
\begin{equation*}
d X_{t}=-\kappa X_{t} d t+d W_{t} . \tag{5.2}
\end{equation*}
$$

Let $X_{0}=x \in \mathbb{R}$ be the initial data. Then the solution to (5.2) is given by (see the books [IW81, KS91, DPZ92] etc.)

$$
\begin{equation*}
X_{t}=\mathrm{e}^{-\kappa t} x+\int_{0}^{t} \mathrm{e}^{-\kappa(t-s)} d W_{s} \tag{5.3}
\end{equation*}
$$

Clearly, $X_{t}$ is random perturbation of the exponential function. The process (5.3) is called Ornstein-Uhlenbeck process or simply OU processes.

Figure 5.1 in the following indicates the composition of the process $X_{t}$.
We can consider more general form of Ornstein-Uhlenbeck processes. The drift maybe general linear function, and the noise $\frac{d W_{t}}{d t}$ can be fractional Brownian


Figure 5.1: Ornstein-Uhlenbeck Process
motion noise, Lévy noise etc..
One of the main general Ornstein-Uhlenbeck type processes which we will consider in this thesis is the generalized Langevin equation

$$
\begin{equation*}
d X_{t}=A X_{t}+d Z_{t}, \quad X_{t}=x \tag{5.4}
\end{equation*}
$$

on some Hilbert space $\mathbb{H}$. Here $\left(Z_{t}\right)_{t \geq 0}$ is a Lévy process, and $A$ is the infinitesimal generator of some strong continuous contraction semigroup $\left(S_{t}\right)_{t \geq 0}$.

The mild solution of (5.4) can be written down in terms of stochastic convolution as

$$
\begin{equation*}
X_{t}=S_{t} x+\int_{0}^{t} S_{t-s} d Z_{s} \tag{5.5}
\end{equation*}
$$

See [PZ07, Section 9.2] or [App06, Section 4].
The Ornstein-Uhlenbeck process defined in (5.5) generalize the classical one in the following two ways: Firstly, we are working in a infinite dimensional space; and secondly, the noise is a general Lévy process.

Ornstein-Uhlenbeck processes are better reference processes in infinite dimensional analysis than infinite dimensional Brownian motions (or Lévy processes). One of the main reason is that Ornstein-Uhlenbeck processes, in contrast to an infinite dimensional Brownian motion (or more generally Lévy process), can have
invariant measures. Another point is that the presence of the linear drifts can have smoothing effects.

Bibliographic Notes on Ornstein-Uhlenbeck Processes The topic related to Ornstein-Uhlenbeck type processes has attracted many people to study for a long time. See Ornstein-Uhlenbeck [OU30] and Kolmogorov [Kol34] etc. for the finite dimensional Gaussian case. See Ito [Itô84b, Itô84a] (or [Itô87, Pages 589-616]), Dawson [Daw75], Da Prato et al. [DPIT82], Chow [Cho87], and the books by Da Prato and Zabczyk [DPZ92, DPZ02], Zabczyk [Zab99] and Da Prato [DP04, DP06] for the infinite dimensional Gaussian case.

The case driven by general Lévy processes were first studied by Wolfe [Wol82] in the scalar case: where $A$ is a positive constant. Sato and Yamazoto [SY83, SY84] generalized this to the multidimensional case where $A$ is a matrix all of whose eigenvalues have positive real parts. Chojnowska-Michalik [CM85, Cho87] considered the generalization to infinite dimension. We also mention a series of papers by Applebaum [App06, App07b, App07a] etc., the monograph by Zabczyk and Peszat [PZ07] for the study of Ornstein-Uhlenbeck type processes in infinite dimensional space with Lévy noise.

We refer also to Page 139 for the bibliographic notes on generalized Mehler semigroup which is closely related to the Ornstein-Uhlenbeck processes driven by Lévy processes.

### 5.2 Harnack Inequalities

In this section, we first show a main theorem directly in Subsection 5.2.1 by transformation of measures on the state spaces. Then we turn to estimate $\left\|\Gamma_{T}\right\|$ in Subsection 5.2 .2 by a result from control theory. By the estimates we can get some corollaries from the main theorem on Harnack inequalities. Especially we can get the Harnack inequalities for Gaussian Ornstein-Uhlenbeck semigroup proved by Röckner and Wang [RW03a].

### 5.2.1 Main Theorem

Let $\mathbb{H}$ be a real separable Hilbert space with inner product $\langle\cdot, \cdot\rangle$ and norm $|\cdot|$. Let $A$ be the generator of a strongly continuous contraction semigroup $\left(S_{t}\right)_{t \geq 0}$ on $\mathbb{H}$, and $B$ a linear bounded operator on $\mathbb{H}$.

Consider the following linear stochastic partial differential equation on $\mathbb{H}$

$$
\begin{equation*}
d X_{t}=A X_{t}+B d W_{t}, \quad X_{0}=x \in \mathbb{H} \tag{5.6}
\end{equation*}
$$

where $\left(W_{t}\right)_{t \geq 0}$ is a cylindrical Wiener process on $\mathbb{H}$.
Set

$$
R=B B^{*} .
$$

Fix $T>0$. For any $0 \leq t \leq T$, set

$$
Q_{t}=\int_{0}^{t} S_{u} R S_{u}^{*} d u
$$

In control theory, this operator $Q_{t}$ is called controllability operator. See [Zab08] or Appendix A.

We will need the following assumption.
Assumption 5.2.1. We assume that the operator $Q_{T}$ is of trace-class. That is,

$$
\begin{equation*}
\int_{0}^{T} \operatorname{Tr}\left(S_{u} R S_{u}^{*}\right) d u<\infty \tag{5.7}
\end{equation*}
$$

With (5.7), the mild solution to the stochastic equation (5.6) on time interval $[0, T]$ is given by (see [DPZ92, Theorem 5.4])

$$
X_{t}=S_{t} x+\int_{0}^{t} S_{t-s} B d W_{s}, \quad 0 \leq t \leq T
$$

This solution is also the unique weak solution of (5.6). See [DPZ92] for details.
Remark 5.2.2. (1) The operator $R=B B^{*}$ is not necessary to be of trace class for (5.7). For instance, the choice of $B=I$ is allowed if $A^{-1}$ is of trace class.
(2) If $Q_{T}$ is of trace class for some $T>0$, then obviously $Q_{t}$ is of trace class for every $0 \leq t \leq T$.

The stochastic integral

$$
W_{A}(t)=\int_{0}^{t} S_{t-s} B d W_{s}, \quad 0 \leq t \leq T
$$

is called stochastic convolution. By the introduction in Section 1.3, we know $W_{A}(t)$ is Gaussian distributed mean 0 and covariance $Q_{t}$. See also [DPZ92, The-
orem 5.2].
Hence the Ornstein-Uhlenbeck process $X_{t}$ is also Gaussian distributed with mean $S_{t} x$ and covariance $Q_{t}$, i.e. $X_{t} \sim N\left(S_{t} x, Q_{t}\right)$.

For every $0 \leq t \leq T$, we denote

$$
\mu_{t}=N\left(0, Q_{t}\right) .
$$

Then the transition semigroup associated with the Ornstein-Uhlenbeck process $X_{t}$ is given by

$$
\begin{equation*}
P_{t} f(x)=\mathbb{E} f\left(X_{t}\right)=\int_{\mathbb{H}} f\left(S_{t} x+z\right) \mu_{t}(d z), \quad f \in \mathscr{C}_{b}^{+}(\mathbb{H}) . \tag{5.8}
\end{equation*}
$$

We call the semigroup $P_{t}$ as Ornstein-Uhlenbeck semigroup. If $A=0$, then the semigroup is the classical heat semigroup. See [DPZ02] for the detailed discussions of heat semigroup and Ornstein-Uhlenbeck semigroup.

The central result of this chapter is the following Harnack inequality for the Gaussian Ornstein-Uhlenbeck semigroup $P_{t}$ defined in (5.8). The proof of this result is in the same spirit of the proof of the Harnack inequality (4.3) for the simple Ornstein-Uhlenbeck process (4.1) in Example 4.1.1

Theorem 5.2.3. Let $T>0$ and $x, y \in \mathbb{H}$. Assume that the operator $Q_{T}$ is of trace class and

$$
\begin{equation*}
S_{T}(x-y) \in Q_{T}^{1 / 2}(\mathbb{H}) \tag{5.9}
\end{equation*}
$$

Then for every $\alpha, \beta>1$ satisfying $1 / \alpha+1 / \beta=1$, we have

$$
\begin{equation*}
\left(P_{T} f\right)^{\alpha}(x) \leq \exp \left(\frac{\beta}{2}\left|\Gamma_{T}(x-y)\right|^{2}\right) P_{T} f^{\alpha}(y) \tag{5.10}
\end{equation*}
$$

for every $f \in \mathscr{C}_{b}^{+}(\mathbb{H})$. Here $\Gamma_{T}=Q_{T}^{-1 / 2} S_{T}$.

Proof. Since (5.9) holds, by Theorem 1.2.2 we know $\left.N\left(S_{T} x-y\right), Q_{T}\right)$ is absolute continuous with respect to $N\left(0, Q_{T}\right)$. Moreover, we have

$$
\begin{aligned}
& \frac{d N\left(S_{T}(x-y), Q_{T}\right)}{d N\left(0, Q_{T}\right)}(z) \\
= & \exp \left(\left\langle Q_{T}^{-1 / 2} S_{T}(x-y), Q_{T}^{-1 / 2} z\right\rangle-\frac{1}{2}\left|Q_{T}^{-1 / 2} S_{T}(x-y)\right|^{2}\right)
\end{aligned}
$$

according the Cameron-Martin formula.

Using a change of variable and the formula above, and applying Hölder's inequality we have

$$
\begin{aligned}
& P_{T} f(x) \\
= & \int_{\mathrm{H}} f\left(S_{T} x+z\right) \mu_{T}(d z) \\
= & \int_{\mathrm{H}} f\left(S_{T} y+z\right) \frac{d N\left(S_{T}(x-y), Q_{T}\right)}{d N\left(0, Q_{T}\right)} \mu_{T}(d z) \\
= & \int_{\mathrm{H}} f\left(S_{T} y+z\right) . \\
& \quad \exp \left(\left\langle Q_{T}^{-1 / 2} S_{T}(x-y), Q_{T}^{-1 / 2} z\right\rangle-\frac{1}{2}\left|Q_{T}^{-1 / 2} S_{T}(x-y)\right|^{2}\right) \mu_{T}(d z) \\
\leq & \exp \left(-\frac{1}{2}\left|\Gamma_{T}(x-y)\right|^{2}\right)\left(\int_{\mathrm{H}} f^{\alpha}\left(S_{T} y+z\right) \mu_{T}(d z)\right)^{1 / \alpha} . \\
& \quad\left(\int_{\mathrm{H}} \exp \left(\beta\left\langle Q_{T}^{-1 / 2} S_{T}(x-y), Q_{T}^{-1 / 2} z\right\rangle\right) \mu_{T}(d z)\right)^{1 / \beta} \\
= & \exp \left(\frac{\beta-1}{2}\left|\Gamma_{T}(x-y)\right|^{2}\right)\left(P_{T} f^{\alpha}(y)\right)^{1 / \alpha} .
\end{aligned}
$$

The following theorem is an immediate consequence of the theorem above.
Theorem 5.2.4. Suppose that the following null controllability condition

$$
\begin{equation*}
S_{T}(\mathbb{H}) \subset Q_{T}^{1 / 2}(\mathbb{H}) \tag{5.11}
\end{equation*}
$$

hold. Then the Harnack inequality (5.10) holds for all $x, y \in \mathbb{H}$. If we further assume (5.11) holds for all $T>0$, then the Harnack inequality (5.10) holds also for all $T \geq 0$.
Remark 5.2.5. (1) With the assumption (5.11), the operator $\Gamma_{T}=Q_{T}^{-1 / 2} S_{T}$ is defined on the whole space $\mathbb{H}$. Hence $\Gamma_{T}$ is a bounded operator on $\mathbb{H}$ by the closed graph theorem (see [Yos80]).
(2) By [DPZ02, Theorem B.2.2], if (5.11) holds for all $T>0$, then $Q_{T}^{1 / 2}(\mathbb{H})$ is invariant with respect to $T>0$. Especially if $Q_{\infty}$ exists, then

$$
Q_{T}^{1 / 2}(\mathbb{H})=Q_{\infty}^{1 / 2}(\mathbb{H}), \quad T>0
$$

Remark 5.2.6. In Section 7.4, we will prove a Harnack inequality for Lévy driven Ornstein-Uhlenbeck processes (See (7.32)). It has the same form as (5.10) prove
in this section. For the Lévy case, the covariance operator $R$ of the Gaussian part of the Lévy process is supposed to be of trace class in this thesis. But it is not necessary since we can also consider the "cylindrical Lévy processes". Refer to Theorem 7.4.11 for a Harnack inequality for the stochastic heat equation.

### 5.2.2 Estimates of $\left\|\Gamma_{T}\right\|$

We can estimate the quantity $\left|\Gamma_{T}(x-y)\right|^{2}$ in (5.10) according its physical meaning in control theory which we will describe in the following (see details in Appendix A).

Consider the following deterministic linear control system

$$
\begin{equation*}
d x_{t}=A x_{t} d t+B u_{t} d t, \quad x_{0}=x, t \in[0, T] \tag{5.12}
\end{equation*}
$$

on $\mathbb{H}$, where $u_{t}$ is an $\mathbb{H}$-valued square integrable function on $[0, T]$.
By Theorem A.0.2, if $S_{T} x \in Q_{T}^{1 / 2}(\mathbb{H})$, then there exists a control function $u_{t}$ for the system (5.12) such that $x_{T}=0$. What is more, $\left|\Gamma_{T} x\right|^{2}$ is the minimal energy for driving $x$ to 0 (see Equation(A.4)). That is,

$$
\begin{equation*}
\left|\Gamma_{T} x\right|^{2}=\inf \left\{\int_{0}^{T}\left|u_{s}\right|^{2} d s: u \in L^{2}([0, t], \mathbb{H}), x_{T}=0\right\} \tag{5.13}
\end{equation*}
$$

From (5.13), we can get an upper estimate of $\left|\Gamma_{t} x\right|^{2}$ by choosing any concrete control function $u_{t}$.

We will use the following simple fact for some explicit controls.
Lemma 5.2.7. Fix $T>0$. If $S_{T}(\mathbb{H}) \subset R^{1 / 2}(\mathbb{H})$, then

$$
\begin{equation*}
S_{t}(\mathbb{H}) \subset R^{1 / 2}(\mathbb{H}) \tag{5.14}
\end{equation*}
$$

holds for every $t \in[0, T]$.
Proof. By Theorem A.0.1, we know the inclusion of $S_{T}(\mathbb{H})$ in $R^{1 / 2}(\mathbb{H})$ implies that there exist some constant $C>0$ such that

$$
\left|R^{1 / 2} x\right| \leq C\left|S_{T} x\right|
$$

Therefore for every $t \in[0, T]$ and $x \in \mathbb{H}$, we have

$$
\left|R^{1 / 2} x\right| \leq C\left|S_{T} x\right|=C\left|S_{T-t} S_{t} x\right| \leq C\left\|S_{T-t}\right\| \cdot\left|S_{t} x\right|
$$

Hence the inclusion (5.14) holds by Theorem A.0.1.
In what follows, we simply suppose that $B$ is symmetric and $B=R^{1 / 2}$. As usual, we denote by $|\cdot|_{0}$ for the canonical norm on the Cameron-Martin space $R^{1 / 2}(\mathbb{H})$ defined by $|x|_{0}=\left|R^{-1 / 2} x\right|$ for every $x \in R^{12 /}(\mathbb{H})$.

Proposition 5.2.8. Fix $T>0$. Assume that $Q_{T}$ is of trace class and

$$
\begin{equation*}
S_{T}(\mathbb{H}) \subset R^{1 / 2}(\mathbb{H}) \tag{5.15}
\end{equation*}
$$

Let $\xi_{t}$ be a positive continuous function on $[0, T]$ satisfying

$$
\int_{0}^{T}\left|S_{t} x\right|_{0}^{2} \xi_{t}^{2} d t<\infty, \quad \text { for all } x \in \mathbb{H}
$$

Then the null controllability condition

$$
\begin{equation*}
S_{T} \mathbb{H} \subset Q_{T}^{1 / 2}(\mathbb{H}) \tag{5.16}
\end{equation*}
$$

are satisfied and the following estimate holds

$$
\begin{equation*}
\left\|\Gamma_{T}\right\| \leq \frac{1}{\int_{0}^{T} \xi_{t} d t}\left(\int_{0}^{T}\left|S_{t} x\right|_{0}^{2} \xi_{t}^{2} d t\right)^{1 / 2} \tag{5.17}
\end{equation*}
$$

Proof. Consider the following control system

$$
\left\{\begin{array}{l}
d x_{t}=A x_{t} d t+R^{1 / 2} u_{t} d t  \tag{5.18}\\
x_{0}=x
\end{array}\right.
$$

for $t \in[0, T]$. The solution of (5.18) is given by

$$
\begin{equation*}
x_{t}=S_{t} x+\int_{0}^{t} S_{t-s} R^{1 / 2} u_{s} d s, \quad t \in[0, T] . \tag{5.19}
\end{equation*}
$$

By the formula (5.19), it is easy to see that the control

$$
u(t)=-\frac{\xi_{t}}{\int_{0}^{T} \xi_{t} d t} R^{-1 / 2} S_{t} x, \quad t \in[0, T]
$$

transfers the system from $x_{0}=x$ to $x_{T}=0$. Hence the system (5.18) is null controllable. This implies that the null controllability condition (5.16) holds by Theorem A.0.3.

Moreover, by (5.13), we know

$$
\left\|\Gamma_{T}\right\| \leq \int_{0}^{T}\left|u_{s}\right|^{2} d s
$$

Hence we have the estimate (5.17).
From Proposition 5.2.8, we have the following corollary.
Corollary 5.2.9. Assume the assumptions in Proposition 5.2.8 and

$$
\left|S_{t} x\right|_{0} \leq \sqrt{\xi(t)^{-1}}|x|_{0}, \quad x \in \mathbb{H}, t \in[0, T] .
$$

Then

$$
\begin{equation*}
\left\|\Gamma_{T}\right\| \leq \frac{1}{\int_{0}^{T} \xi(t) d t} \tag{5.20}
\end{equation*}
$$

Remark 5.2.10. (1) For the special case $R=I$, the condition (5.15) automatically hold.
(2) If we take $\xi_{t} \equiv 1$ in Proposition 5.2.8, then we can get [DPZ92, Corollary 9.22]. If we take $R=I$ additionally, we get [DPZ92, Corollary 9.23].
(3) These estimates of $\left\|\Gamma_{T}\right\|$ are also useful in the study of regularizing properties of the transition semigroup corresponding to semi-linear stochastic equations. See [DPZ92, Section 9.4] and [CMG95] etc.. Indeed, in Subsection 7.5 we will use $\left\|\Gamma_{t}\right\|$ to study of the strong Feller property of the Ornstein-Uhlenbeck transition semigroup .

### 5.2.3 Estimates of Harnack Inequality

From Theorem 5.2.3 and Proposition 5.2.8 we can get the following corollary immediately.

Corollary 5.2.11. Fix $T>0$. Let $\xi_{t}$ be a positive continuous function on $[0, T]$. Suppose that $Q_{T}$ is of trace class and $S_{T}(\mathbb{H}) \subset R^{1 / 2}(\mathbb{H})$. Assume further that

$$
\int_{0}^{T}\left|S_{t} x\right|_{0}^{2} \xi_{t}^{2} d t<\infty, \quad \text { for all } x \in \mathbb{H}
$$

Then the following inequality

$$
\begin{equation*}
\left(P_{T} f\right)^{\alpha}(x) \leq \exp \left(\frac{\beta \int_{0}^{T}\left|S_{t}(x-y)\right|_{0}^{2} \xi_{t}^{2} d t}{2\left(\int_{0}^{T} \xi_{t} d t\right)^{2}}\right) P_{T} f^{\alpha}(y) \tag{5.21}
\end{equation*}
$$

holds for every $x, y \in \mathbb{H}, \alpha, \beta>1$ with $1 / \alpha+1 / \beta=1$, and $f \in \mathscr{C}_{b}^{+}(\mathbb{H})$.

From Theorem 5.2.3 and Corollary 5.2.9 we can get the following corollary.
Corollary 5.2.12. Assume the assumptions in Corollary 5.2 .11 and

$$
\left|S_{t} x\right|_{0} \leq \sqrt{\xi(t)^{-1}}|x|_{0}, \quad x \in \mathbb{H}, t \in[0, T] .
$$

Then the following inequality

$$
\begin{equation*}
\left(P_{T} f\right)^{\alpha}(x) \leq \exp \left(\frac{\beta|x-y|_{0}^{2}}{2 \int_{0}^{T} \xi(t) d t}\right) P_{T} f^{\alpha}(y) \tag{5.22}
\end{equation*}
$$

holds for every $x, y \in \mathbb{H}, \alpha, \beta>1$ with $1 / \alpha+1 / \beta=1$, and $f \in \mathscr{C}_{b}^{+}(\mathbb{H})$.

Remark 5.2.13. (1) Corollary 5.2 .12 covers (with a slight difference of the conditions) a result in [RW03a] which is recalled in the following for the convenience of comparison. Let $B=R^{1 / 2}$. Suppose that the following assumptions holds.
(a) $S_{t} R(\mathbb{H}) \subset R^{1 / 2}(\mathbb{H})$ holds for every $t>0$.
(b) There is a strictly positive $h_{1} \in C[0, \infty)$ such that

$$
\left|S_{t} R x\right|_{0} \leq \sqrt{h_{1}(t)}|R x|_{0}, \quad x \in \mathbb{H}, t \geq 0
$$

(c) Other conditions: Item (1) and Item (2) of Assumption 7.2.1.

With these assumptions, Röckner and Wang [RW03a] proved the following Harnack inequality for (5.8)(See Theorem 7.2.2 for details ):

$$
\left(P_{t} f\right)^{\alpha}(x) \leq \exp \left[\frac{\alpha \rho(x, y)}{2(\alpha-1) \int_{0}^{t} h_{1}(s)^{-1} d s}\right] P_{t} f^{\alpha}(y)
$$

for every $\alpha>0, x, y \in \mathbb{H}, t>0$ and each $f \in \mathscr{C}_{b}^{+}(\mathbb{H})$.
(2) But we assume a slightly stronger condition: $S_{T}(\mathbb{H}) \subset R^{1 / 2}(\mathbb{H})$ than the condition $S_{T} R(\mathbb{H}) \subset R^{1 / 2}(\mathbb{H})$ assumed in [RW03a]. However, we do not assume Item (1) and Item (2) of Assumption 7.2.1 which are required in [RW03a].

Remark 5.2.14. There are three methods in our hands to establish Harnack inequality: semigroup calculus, image measure transformation and Girsanov's transformation methods. In Chapter 7 we shall introduce these three methods.

Röckner and Wang [RW03a] mainly used the semigroup calculus method. The image measure transformation is also used in [RW03a]. But the authors of [RW03a] didn't apply the method to the Gaussian case and didn't realize that this method can obtain optimal inequality.

### 5.3 Properties Equivalent to Harnack Inequalities

We first recall the strong Feller property of a transition semigroup.
Definition 5.3.1. Let $P_{t}, t \geq 0$, be a transition semigroup. $P_{t}$ is called strongly Feller if for every bounded measurable function $\varphi$ on $\mathbb{H}, P_{t} \varphi$ is continuous for every $t>0$. That is, $P_{t}\left(\mathscr{B}_{b}(\mathbb{H})\right) \subset \mathscr{C}_{b}(\mathbb{H})$.

Da Prato, Röckner and Wang [DPRW09, Proposition 4.1] proved that every Markov transition semigroup has strong Feller property automatically if the Harnack inequality hold. We include the result in the following for convenience.

Proposition 5.3.2. Let $E$ be a topological space and $P$ a Markov operator on $\mathscr{B}_{b}(E)$. Assume that for every $\alpha>1$ there exists a continuous function $\eta_{\alpha}$ on $E \times E$ satisfying $\eta_{\alpha}(x, x)=0$ for all $x \in E$ and

$$
(P f)^{\alpha}(x) \leq \mathrm{e}^{\eta_{\alpha}(x, y)} P f^{\alpha}(y)
$$

for all $x, y \in E, f \in \mathscr{B}_{b}^{+}(E)$. Then $P$ is strongly Feller.
Furthermore, for any $\sigma$-finite measure $\mu$ on $(E, \mathcal{B}(E))$ such that

$$
\int_{E} P f d \mu \leq C \int_{E} f d \mu
$$

for all $f \in \mathscr{B}_{b}^{+}(E)$ and some fixed constant $C>0, P$ uniquely extends to $L^{p}(E, \mu)$ with $P L^{p}(E, \mu) \subset C(E)$ for any $p>1$.

Now we can prove the following result.
Theorem 5.3.3. Assume that for every $t \geq 0, Q_{t}$ is of trace class. Then the following statements are equivalent to each other.
(1) The null controllability condition holds: $S_{t}(\mathbb{H}) \subset Q_{t}^{1 / 2}(\mathbb{H})$ for all $t \geq 0$.
(2) The system (5.12) is null controllable over each time interval $[0, t], t \geq 0$.
(3) The Harnack inequality (5.10) with bounded $\Gamma_{t}$ holds for all $\alpha>1, t \geq 0$, $x, y \in \mathbb{H}$ and $f \in \mathscr{C}_{b}(\mathbb{H})$.
(4) There exist some constant $C(t, \alpha)>0$ such that

$$
\left(P_{t} f\right)^{\alpha}(x) \leq \exp \left(C(t, \alpha)|x-y|^{2}\right) P_{t} f^{\alpha}(y)
$$

holds for all $\alpha>1, t \geq 0, x, y \in \mathbb{H}$ and $f \in \mathscr{C}_{b}(\mathbb{H})$.
(5) The Ornstein-Uhlenbeck transition semigroup $P_{t}$ for $t \geq 0$ is strongly Feller. That is $P_{t}\left(\mathscr{B}_{b}(\mathbb{H})\right) \subset \mathscr{C}_{b}(\mathbb{H})$ for every $t \geq 0$.
We assume further that $Q_{\infty}$ is of trace class. Hence there exists an invariant measure $\mu$. Then the statements (1)-(5) above are also equivalent with the following two statements
(6) For every $p>1, P_{t}\left(L^{p}(\mathbb{H}, \mu)\right) \subset \mathscr{C}(\mathbb{H})$.
(7) For every $p>1, P_{t}\left(L^{p}(\mathbb{H}, \mu)\right) \subset \mathscr{C}^{\infty}(\mathbb{H})$.

Proof. The equivalence $(1) \Leftrightarrow(2)$ follows from Theorem A.0.2. By Theorem 5.2.3, we know $(1) \Rightarrow(3)$. From (3) we obtain (4) immediately since the operator $\Gamma_{t}$ is bounded. $(4) \Rightarrow(5)$ follows from Proposition 5.3.2 (see also Subsection 7.5). The implication $(5) \Rightarrow(1)$ is well known (See Da Prato and Zabzyck [DPZ92, Subsection 9.4.1] or Zabzyck [Zab81]. In fact, it is proved there that $(1) \Leftrightarrow(5))$.

Suppose that $Q_{\infty}$ is of trace class. (4) $\Rightarrow(6)$ follows from Proposition 5.3.2. $(1) \Rightarrow(7)$ come from [DPFZ02, Theorem 2.1] (See also the book Da Prato and Zabczyk [DPZ02]). On the other hand, it is clear that $(6) \Rightarrow(5)$ and $(7) \Rightarrow(5)$.

Remark 5.3.4. We refer to [MS02, Theorem 2.1] for the following two more equivalent statements of the strong Feller property of the Ornstein-Uhlenbeck transition semigroup $P_{t}$ :
(1) $P_{t}$ is bw strongly Feller.
(2) $P_{t}$ is bw ultra strongly Feller.

Here "bw" refers to "bounded weak". See [MS02, Section 1] for the definitions of bw and bw-ultra strongly Feller.
Remark 5.3.5. (1) We get a new proof of the well known fact that $(1) \Rightarrow(5)$ via Harnack inequality.
(2) Da Prato et al. [DPFZ02, Theorem 2.4] (see also [DPZ02, Theorem 10.3.6]) states that for every $f \in L^{1}(\mathbb{H}, \mu), P_{t} f$ may fail to be continuous in infinite dimension. (But the author are not clear about their proof.)
Remark 5.3.6. The strong Feller property means that the Ornstein-Uhlenbeck semigroup has a smoothing property. For the heat semigroup, the condition
(5.11) does not hold if the Hilbert space $\mathbb{H}$ is infinite dimensional. In fact, the heat semigroup is regular only in the directions of the Cameron-Martin space $Q^{1 / 2}(H)$. See [DP06, Proposition 8.4]. This explains one reason for why we prefer to use Ornstein-Uhlenbeck processes in infinite dimensional spaces as reference processes.

Remark 5.3.7. In Section 7.5, we will consider the estimates concerning the strong Feller property.

### 5.4 Examples of Harnack Inequalities

We work in the framework of the previous section. We show Harnack inequalities for some quite simple examples and general diagonal Ornstein-Uhlenbeck processes in the first and second subsections respectively.

### 5.4.1 Simple Cases

In the first example we deal with a degenerate finite dimensional stochastic differential equation. In the second and third examples, we deal with two special cases: $B=I$ and $A=-1 / 2 I$ respectively.

Example 5.4.1. Let $H=\mathbb{R}^{2}$, and

$$
A=\left(\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right), \quad B=\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right) .
$$

Then we have $R=B B^{*}=B$ and for every $t \geq 0$,

$$
S_{t}=\mathrm{e}^{t A}=\left(\begin{array}{cc}
1 & 0 \\
t & 1
\end{array}\right), \quad S_{t} R S_{t}^{*}=\left(\begin{array}{cc}
1 & t \\
t & t^{2}
\end{array}\right)
$$

and hence

$$
Q_{t}=\int_{0}^{t} S_{u} R S_{u}^{*} d u=\int_{0}^{t}\left(\begin{array}{cc}
1 & u \\
u & u^{2}
\end{array}\right) d u=\left(\begin{array}{cc}
t & t^{2} / 2 \\
t^{2} / 2 & t^{3} / 3
\end{array}\right) .
$$

It is obvious that for every $t>0$, the determinant of $Q_{t} \operatorname{det} Q_{t}>0$. Hence $Q_{t}$ is non-degenerate and the null controllability condition (5.11) is fulfilled. Let $x=\left(x_{1}, x_{2}\right)^{\operatorname{tr}}, y=\left(y_{1}, y_{2}\right)^{\operatorname{tr}} \in \mathbb{R}^{2}$. We have (for example, with the help of
mathematical software like Maple)

$$
\begin{aligned}
\left|\Gamma_{t}(x-y)\right|^{2} & =\left|Q_{t}^{-1 / 2} S_{t}(x-y)\right|^{2} \\
& =4 \cdot\left[t^{-1}\left(x_{1}-y_{1}\right)^{2}+3 t^{-2}\left(x_{1}-y_{1}\right)\left(x_{2}-y_{2}\right)+3 t^{-3}\left(x_{2}-y_{2}\right)^{2}\right] .
\end{aligned}
$$

Now we have the following Harnack inequality by Theorem 5.2.3

$$
\left(P_{t} f\right)^{\alpha}(x) \leq \exp \left(C_{t}\right) P_{t} f^{\alpha}(y)
$$

with

$$
C_{t}:=2 \beta\left[t^{-1}\left(x_{1}-y_{1}\right)^{2}+3 t^{-2}\left(x_{1}-y_{1}\right)\left(x_{2}-y_{2}\right)+3 t^{-3}\left(x_{2}-y_{2}\right)^{2}\right],
$$

for every $f \in \mathscr{C}_{b}^{+}\left(\mathbb{R}^{2}\right), x, y \in \mathbb{R}^{2}, t>0$, and $\alpha, \beta>1$ satisfying $1 / \alpha+1 / \beta=1$.
Example 5.4.2. Assume that $B=I$ and $(-A)^{-1}$ is of trace class. Then $R^{1 / 2}(\mathbb{H})=\mathbb{H}$ and hence $S_{t}(\mathbb{H}) \subset \mathbb{H}$ for every $t \geq 0$. Moreover, it is easy to see that $Q_{t}$ is of trace class for every $t \geq 0$.

Let $\left\{e_{k}\right\}_{k \in \mathbb{N}}$ be the system of eigenvectors of $(-A)^{-1}$ corresponding with eigenvalues $\left\{\lambda_{k}\right\}_{k \in \mathbb{N}}$. Set $\omega=\inf _{k \in \mathbb{N}}\left(1 / \lambda_{k}\right)$. For every $x \in \mathbb{H}$ and $t \geq 0$ we have

$$
\left|S_{t} x\right|^{2}=\sum_{k \in \mathbb{N}} \mathrm{e}^{-2 / \lambda_{k} t}\left\langle x, \mathrm{e}_{k}\right\rangle \leq \mathrm{e}^{-2 \omega t}|x|^{2} .
$$

Applying Corollary 5.2.11 with $\xi(t)=\mathrm{e}^{-\omega t}$, we get

$$
\left(P_{t} f\right)^{\alpha}(x) \leq \exp \left(\frac{\beta \omega|x-y|^{2}}{\mathrm{e}^{2 \omega t}-1}\right) P_{t} f^{\alpha}(y)
$$

for every $f \in \mathscr{C}_{b}^{+}(\mathbb{H}), x, y \in \mathbb{H}, t \geq 0$ and $\alpha, \beta>1$ satisfying $1 / \alpha+1 / \beta=1$.
Example 5.4.3. Let $A=-1 / 2 I$. Suppose that $R=B B^{*}$ is of trace class. For every $t \geq 0$, we have

$$
S_{t}=\mathrm{e}^{-t / 2} \quad \text { and } \quad Q_{t}=\left(1-\mathrm{e}^{-t}\right) R .
$$

Hence

$$
\Gamma_{t}=Q_{t}^{-1 / 2} S_{t}=\left(1-\mathrm{e}^{-t}\right)^{-1 / 2} \mathrm{e}^{-t / 2} R^{-1 / 2}, \quad t \geq 0
$$

It is clear that the operator $Q_{t}$ is of trace class for every $t>0$.
The transition semigroup is the classical Ornstein-Uhlenbeck semigroup given
by

$$
P_{t} f(x)=\int_{\mathrm{H}} f\left(\mathrm{e}^{-1 / 2} x+z\right) \mu_{t}(d z),
$$

for $x \in \mathbb{H}, t \geq 0$ and $f \in \mathscr{C}_{b}^{+}(\mathbb{H})$, where $\mu_{t}=N\left(0, Q_{t}\right)$.
Let $x, y \in \mathbb{H}$ such that $x-y \in \mathbb{H}_{0}=R^{1 / 2}(\mathbb{H})$. Then obviously we have $S_{t}(x-y) \in Q_{t}^{1 / 2}(H)$ for every $t>0$. Now by Theorem 5.2.3 we have the following Harnack inequality

$$
\begin{align*}
\left(P_{t} f\right)^{\alpha}(x) & \leq \exp \left(\frac{\beta}{2}\left|\left(1-\mathrm{e}^{-t}\right)^{-1 / 2} \mathrm{e}^{-t / 2} R^{-1 / 2}(x-y)\right|^{2}\right) P_{t} f^{\alpha}(y) \\
& =\exp \left(\frac{\beta|x-y|_{0}^{2}}{2\left(\mathrm{e}^{t}-1\right)}\right) P_{t} f^{\alpha}(y), \tag{5.23}
\end{align*}
$$

for every $f \in \mathscr{C}_{b}^{+}(\mathbb{H}), t>0$, and $\alpha, \beta>1$ satisfying $1 / \alpha+1 / \beta=1$.

Remark 5.4.4. By the notation of the intrinsic distance $\rho$ on $\mathbb{H}$ (see (1.1)), we can rewrite (5.23) for every $x, y \in \mathbb{H}$ :

$$
\left(P_{t} f\right)^{\alpha}(x) \leq \exp \left(\frac{\beta \mathrm{e}^{-t} \rho(x, y)^{2}}{2\left(1-\mathrm{e}^{-t}\right)}\right) P_{t} f^{\alpha}(y)
$$

Remark 5.4.5. See also Kusuoka [Kus92, the proof of Lemma 6.12, page 270] for the case $\alpha=\beta=2$.

### 5.4.2 Diagonal Ornstein-Uhlenbeck Processes

In the following we consider general diagonal Ornstein-Uhlenbeck processes. It is the important case when the operator $A$ is self-adjoint and commutes with $R$. The last two examples in the previous subsection are also diagonal OrnsteinUhlenbeck processes.

Let $\left\{e_{n}\right\}_{n \geq 1}$ be a complete orthonormal basis of the real separable Hilbert space $\mathbb{H}$. Assume that there exist sequences of positive numbers $\delta_{n}, \gamma_{n}$ for $n \in \mathbb{N}$, such that

$$
\begin{equation*}
A e_{n}=-\delta_{n} e_{n} \quad \text { and } \quad R e_{n}=\gamma_{n} e_{n} \tag{5.24}
\end{equation*}
$$

where $\delta_{n} \uparrow \infty$ as $n \uparrow \infty$. By direct calculation, we can get the following proposition. See also [DPZ92, Section 9.5] or [DPZ02, Example 6.2.11].

Proposition 5.4.6. Suppose that (5.24) hold. Then
(1) The operator $Q_{t}, t>0$, is of trace class if and only if

$$
\begin{equation*}
\sum_{n=1}^{\infty} \frac{\delta_{n}}{\gamma_{n}}<\infty \tag{5.25}
\end{equation*}
$$

(2) The null controllability condition $S_{t}(\mathbb{H}) \subset Q_{t}^{1 / 2}(\mathbb{H})$ holds for every $t>0$ if and only if

$$
\begin{equation*}
\sup _{n \in \mathbb{N}} \frac{2 \delta_{n}}{\gamma_{n}\left(\mathrm{e}^{2 t \delta_{n}}-1\right)}<\infty, \quad t>0, n \in \mathbb{N} . \tag{5.26}
\end{equation*}
$$

Proof. (1) For every $t>0, n \in \mathbb{N}$, we have

$$
\begin{aligned}
Q_{t} e_{n}=\int_{0}^{t} S_{2 u} R e_{n} d u & =\gamma_{n} \int_{0}^{t} \mathrm{e}^{2 u A} e_{n} d u \\
& =\gamma_{n} \int_{0}^{t} \mathrm{e}^{-2 u \delta_{n}} e_{n} d u=\frac{\gamma_{n}}{2 \delta_{n}}\left(1-\mathrm{e}^{-2 \delta_{n} t}\right) e_{n}
\end{aligned}
$$

That is,

$$
\begin{equation*}
Q_{t} e_{n}=\frac{\gamma_{n}}{2 \delta_{n}}\left(1-\mathrm{e}^{-2 \delta_{n} t}\right) e_{n} . \tag{5.27}
\end{equation*}
$$

Therefore, $Q_{t}$ is of trace class for every $t>0$ if and only the condition (5.25) holds.
(2) From (5.27) we know

$$
Q_{t}^{-1} e_{n}=\frac{2 \delta_{n}}{\gamma_{n}\left(1-\mathrm{e}^{-2 \delta_{n} t}\right)} e_{n}
$$

for each $t>0$ and $n \in \mathbb{N}$. Therefore

$$
\Gamma_{t}^{2} e_{n}=Q_{t}^{-1} \mathrm{e}^{2 t A} e_{n}=Q_{t}^{-1} \mathrm{e}^{-2 t \delta_{n}} e_{n}=\frac{2 \delta_{n}}{\gamma_{n}\left(\mathrm{e}^{2 t \delta_{n}}-1\right)} e_{n}
$$

Consequently, for every $z \in \mathbb{H}$,

$$
\left|\Gamma_{t} z\right|^{2}=\left\langle\Gamma_{t}^{2} z, z\right\rangle=\sum_{n=1}^{\infty}\left\langle\Gamma_{t}^{2} e_{n}, e_{n}\right\rangle\left\langle z, e_{n}\right\rangle^{2}=\sum_{n=1}^{\infty} \frac{2 \delta_{n}\left\langle z, e_{n}\right\rangle^{2}}{\gamma_{n}\left(\mathrm{e}^{2 t \delta_{n}}-1\right)} .
$$

By Theorem A.0.3, the null controllability condition is equivalent to

$$
\left\|\Gamma_{t}\right\|^{2}=\sup _{n \in \mathbb{N}} \frac{2 \delta_{n}}{\gamma_{n}\left(\mathrm{e}^{2 t \delta_{n}}-1\right)}<\infty, \quad t \geq 0, n \in \mathbb{N}
$$

Example 5.4.7. Assume Conditions (5.24), (5.25) and (5.26). By Theorem 5.2.3, the following inequality holds

$$
\begin{equation*}
\left(P_{t} f\right)^{\alpha}(x) \leq \exp \left(\sum_{n=1}^{\infty} \frac{\beta \delta_{n}\left\langle x-y, e_{n}\right\rangle^{2}}{\gamma_{n}\left(\mathrm{e}^{2 t \delta_{n}}-1\right)}\right) P_{t} f^{\alpha}(y) \tag{5.28}
\end{equation*}
$$

for every $f \in \mathscr{C}_{b}^{+}(\mathbb{H}), t>0, x, y \in \mathbb{H}$, and $\alpha, \beta>1$ satisfying $1 / \alpha+1 / \beta=1$.
Remark 5.4.8. Suppose that $\gamma_{n} \equiv 1$. The result in [RW03a] shows

$$
\begin{equation*}
\left(P_{t} f\right)^{\alpha}(x) \leq \exp \left(\frac{\beta \delta_{1}|x-y|^{2}}{\mathrm{e}^{2 t \delta_{1}}-1}\right) P_{t} f^{\alpha}(y) . \tag{5.29}
\end{equation*}
$$

Comparing Inequalities (5.28) with (5.29), we see (5.29) is a "first-order" approximation of (5.10).

Now we consider a special case of Example 5.4.7.
Example 5.4.9. Suppose that for each $n \in \mathbb{N}, \delta_{n}=n^{\delta}$ and $\gamma_{n}=n^{-\gamma}$ with some $\delta, \gamma>0$ satisfying

$$
\begin{equation*}
\delta+\gamma>1 . \tag{5.30}
\end{equation*}
$$

Then it is obvious that Condition (5.25) holds. Moreover, with (5.30), the null controllability condition (5.11) also holds since

$$
\left\|\Gamma_{t}\right\|^{2}=\sup _{n \in \mathbb{N}} \frac{2 \delta_{n}}{\gamma_{n}\left(\mathrm{e}^{2 t \delta_{n}}-1\right)}<\infty
$$

for every $t>0$. Therefore, by (5.28), the following Harnack inequality

$$
\begin{equation*}
\left(P_{t} f\right)^{\alpha}(x) \leq \exp \left(\sum_{n=1}^{\infty} \frac{\beta n^{\delta+\gamma}}{\mathrm{e}^{2 t n^{\delta}}-1}\left\langle x-y, e_{n}\right\rangle^{2}\right) P_{t} f^{\alpha}(y) \tag{5.31}
\end{equation*}
$$

holds for every $t>0, x, y \in \mathbb{H}, \alpha, \beta>1$ satisfying $1 / \alpha+1 / \beta=1$ and $f \in \mathscr{C}_{b}^{+}(\mathbb{H})$.
Example 5.4.10. Consider $H=L^{2}(0, \pi)$. Let $A$ be the Laplace operator on $(0, \pi)$ with Dirichlet boundary and $R=I$. Then we have $\delta=2$ and $\gamma=0$. Therefore, by (5.31), the following Harnack inequality

$$
\left(P_{t} f\right)^{\alpha}(x) \leq \exp \left(\sum_{n=1}^{\infty} \frac{\beta n^{2}}{\mathrm{e}^{2 t n^{2}}-1}\left\langle x-y, e_{n}\right\rangle^{2}\right) P_{t} f^{\alpha}(y)
$$

holds for every $t>0, x, y \in \mathbb{H}, \alpha, \beta>1$ satisfying $1 / \alpha+1 / \beta=1$ and $f \in \mathscr{C}_{b}^{+}(\mathbb{H})$.

### 5.5 Perturbations

### 5.5.1 Lipschitz Perturbation

We assume in this subsection the following assumptions.
Assumption 5.5.1. We assume
(1) $A: D(A) \subset \mathbb{H} \rightarrow \mathbb{H}$ is self-adjoint and there exists $\omega>0$ such that

$$
\langle A x, x\rangle \leq-\omega|x|^{2}, \quad x \in D(A)
$$

(2) $A^{-1}$ is of trace class;
(3) $F$ is Lipschitz continuous and dissipative

$$
\langle F(x)-F(y), x-y\rangle \leq 0, \quad x, y \in \mathbb{H} .
$$

We consider the following semi-linear stochastic partial differential equation

$$
\begin{equation*}
d X_{t}=A X_{t} d t+F\left(X_{t}\right) d t+d W_{t}, \quad X_{0}=x \in \mathbb{H} \tag{5.32}
\end{equation*}
$$

With Assumption (5.5.1), the equation (5.32) has a unique mild solution (see [DPZ02, Theorem 7.3.5]) given by

$$
X_{t}=S_{t} x+\int_{0}^{t} S_{t-s} F\left(X_{s}\right) d s+\int_{0}^{t} S_{t-s} d W_{s}
$$

where $S_{t}=\mathrm{e}^{t A}, t \geq 0$ is the semigroup generated by $A$.
Set

$$
P_{t} f(x)=\mathbb{E} f\left(X_{t}\right), \quad f \in \mathscr{C}_{b}(\mathbb{H})
$$

It can be proved that there is a unique invariant measure $\nu$ for $P_{t}$ (see [DPZ02, Theorem 11.2.3].) Therefore, the semigroup $P_{t}$ can be extended to be a strongly continuous semigroup of contraction on $L^{p}(\mathbb{H}, \nu)$ for $p>1$ (similar to the proof of [DPZ02, Theorem 10.1.5]).

With Assumption 5.5.1, we have the following Harnack inequality for $P_{t}$.
Theorem 5.5.2. Let Assumption 5.5.1 holds. Then

$$
\begin{equation*}
\left(P_{t} f\right)^{\alpha}(x) \leq \exp \left(\frac{\omega \beta|x-y|^{2}}{\mathrm{e}^{2 t \omega}-1}\right) P_{t} f^{\alpha}(y) \tag{5.33}
\end{equation*}
$$

for every $x, y \in H, f \in \mathscr{C}_{b}^{+}(\mathbb{H})$, and $\alpha, \beta>1$ satisfying $1 / \alpha+1 / \beta=1$.

There are several methods to prove this theorem.
Note that the function $x \mapsto G(x):=A x+F(x)$ satisfies the following monotonicity condition

$$
\langle G(x)-G(y), x-y\rangle \leq-\omega|x-y|^{2}, \quad x, y \in \mathbb{H},
$$

therefore, we can prove Theorem 5.5.2 using the coupling and Girsanov transformation similar to the proof of (4.34) for the finite dimensional case.

We can also consider the finite dimensional approximation. The procedure follows. We project the equation (5.32) on the finite dimensional space. Then the drift of the corresponding finite dimensional stochastic differential equation is also monotone. Hence we get a Harnack inequality for finite dimensional stochastic differential equation (see (4.34)). By the dimension free property of the Harnack inequality, we can get (5.33) by taking limit. We refer the interested author to a recent paper by Da Prato et al. [DPRW09] for details of the approximation.

In the following, we carry out another "proof" by using semigroup calculus. This method was first introduced in [Wan07]. However, we are not able to justify the strictness of the proof. The difficulties come from the domain problem of the semigroup. The reason that we insist to show this method is that we want to present another strategy as a complement of this thesis.

We first introduce some notations and a gradient estimate.
Denote by $L$ the infinitesimal generator of $P_{t}$ on $L_{p}(\mathbb{H}, \nu)$. By [DPZ02, Theorem 11.2.14], we know $L$ is the closure of the following differential operator (we still denote it by $L$ )

$$
L f(x):=\frac{1}{2} \operatorname{Tr}\left[D^{2} f(x)\right]+\langle x, A D f(x)\rangle+\langle F(x), D f\rangle, \quad x \in \mathbb{H}
$$

for every $f \in \mathscr{E}_{A}(\mathbb{H})$. That is, $\mathscr{E}_{A}(\mathbb{H})$ is a core for $L$.
We will use the following gradient estimation.

Lemma 5.5.3. For every $f \in D(L)$, we have

$$
\begin{equation*}
\left|D P_{t} f(x)\right| \leq \mathrm{e}^{-\omega t} P_{t}|D f(x)|, \quad x \in \mathbb{H} . \tag{5.34}
\end{equation*}
$$

Proof. First, we consider the approximation of $F$ by

$$
F_{\varepsilon}(x)=\int_{\mathrm{H}} \mathrm{e}^{\varepsilon A^{*}} F\left(\mathrm{e}^{\varepsilon A} x+y\right) N_{\frac{1}{2} A^{-1}\left(\mathrm{e}^{2 \varepsilon A}-1\right)}(d y),
$$

for every $\varepsilon>0$. Then we have

$$
\begin{equation*}
\left\langle D P_{t}^{\varepsilon} f(x), h\right\rangle=\mathbb{E}\left\langle D f\left(X^{\varepsilon}(t, x), X_{x}^{\varepsilon}(t, x)\right) h\right\rangle, \quad x, h \in \mathbb{H}, \tag{5.35}
\end{equation*}
$$

where $X^{\varepsilon}(t, x)$ and $P_{t}^{\varepsilon}$ are defined as $X$ and $P_{t}$ with $F$ replaced by $F_{\varepsilon}$.
Note that (refer to the proof of [DPZ02, Proposition 11.2.13])

$$
\left|X_{x}^{\varepsilon}(t, x)\right| \leq \mathrm{e}^{-\omega t}, \quad t \geq 0
$$

Therefore, by (5.35), we see

$$
\left|\left\langle D P_{t}^{\varepsilon} f(x), h\right\rangle\right| \leq \mathrm{e}^{-\omega t} P_{t}^{\varepsilon}\left|D f\left(X^{\varepsilon}(t, x)\right)\right| \cdot|h| .
$$

Hence, since the inequality above holds for arbitrary $h$, we get

$$
\left|D P_{t}^{\varepsilon} f(x)\right| \leq \mathrm{e}^{-\omega t} P_{t}^{\varepsilon}\left|D f\left(X^{\varepsilon}(t, x)\right)\right|
$$

Therefore, letting $\varepsilon$ tend to 0 we can get (5.34) since it is easy to see that $P_{t}^{\varepsilon} f(x) \rightarrow P_{t} f(x)$ as $\varepsilon \rightarrow 0$.

Now we come to show a "proof" of Theorem 5.5 .2 by semigroup calculus.
"Proof" of Theorem 5.5.2. We suppose there is a dense subset $\mathscr{E}$ of $\mathscr{C}_{b}(\mathbb{H})$ such that $\mathscr{E}$ is stable under the action of $L$ and $P_{t} .{ }^{*}$

For any $f \in \mathscr{E}, \Phi \in \mathscr{C}^{2}(\mathbb{R})$, we have

$$
L \Phi(f)=\frac{1}{2} \Phi^{\prime \prime}(f)|D f|^{2}+\Phi^{\prime}(f) L f
$$

Let $\gamma:[0, t] \rightarrow \mathbb{H}$ be defined by

$$
\gamma(s)=x+\frac{s}{t}(y-x)=\left(1-\frac{s}{t}\right) x+\frac{s}{t} y .
$$

It is the minimal geodesic connecting $x$ and $y$.

[^2]Let $h$ be a positive continuous function on $[0, t]$ Taking

$$
g(s):=\frac{t \int_{0}^{s} h(r) \mathrm{e}^{-\omega r} d r}{\int_{0}^{t} h(r) \mathrm{e}^{-\omega r} d r}, \quad s \in[0, t]
$$

It is the speed function satifying $g(0)=0, g(t)=1$. Define for any $s \in[0, t]$,

$$
\eta(s)=\gamma\left(g_{s}\right),
$$

and

$$
\phi(s)=\log P_{t-s}\left(P_{s} f\right)^{\alpha}\left(\eta_{s}\right)
$$

Note that we have

$$
\eta(0)=x, \quad \eta(t)=y,
$$

then we get

$$
\phi(0)=P_{t} f^{\alpha}(x), \quad \phi(t)=\left(P_{t} f\right)^{\alpha}(y)
$$

By using the gradient estimate (5.34), we have

$$
\begin{aligned}
& P_{t-s}\left(P_{s} f\right)^{\alpha}\left(\eta_{s}\right) \frac{d}{d s} \phi(s) \\
= & -P_{t-s} L\left(P_{s} f\right)^{\alpha}\left(\eta_{s}\right)+P_{t-s}\left[\alpha\left(P_{s} f\right)^{\alpha-1} L P_{s} f\left(\eta_{s}\right)\right]+\left\langle D P_{t-s}\left(P_{s} f\right)^{\alpha}\left(\eta_{s}\right), \eta^{\prime}(s)\right\rangle \\
= & -P_{t-s}\left[\alpha\left(P_{s} f\right)^{\alpha-1} L P_{s} f\left(\eta_{s}\right)+\frac{\alpha(\alpha-1)}{2}\left(P_{s} f\right)^{\alpha-2}\left|D P_{s} f\right|^{2}\left(\eta_{s}\right)\right] \\
& +P_{t-s}\left[\alpha\left(P_{s} f\right)^{\alpha-1} L P_{s} f\left(\eta_{s}\right)\right]+\left\langle D P_{t-s}\left(P_{s} f\right)^{\alpha}\left(\eta_{s}\right), \eta^{\prime}(s)\right\rangle \\
= & -\frac{\alpha(\alpha-1)}{2} P_{t-s}\left[\left(P_{s} f\right)^{\alpha-2}\left|D P_{s} f\right|^{2}\left(\eta_{s}\right)\right]+\left\langle D P_{t-s}\left(P_{s} f\right)^{\alpha}\left(\eta_{s}\right), \eta^{\prime}(s)\right\rangle \\
\leq & -\frac{\alpha(\alpha-1)}{2} P_{t-s}\left[\left(P_{s} f\right)^{\alpha-2}\left|D P_{s} f\right|^{2}\left(\eta_{s}\right)\right]+\mathrm{e}^{(s-t) \omega}\left|\eta^{\prime}(s)\right| \cdot P_{t-s}\left|D\left(P_{s} f\right)^{\alpha}\right| \\
= & P_{t-s}\left\{\left|P_{s} f\right|^{\alpha}\left[-\frac{\alpha(\alpha-1)}{2}\left(\frac{\left|D P_{s} f\right|}{\left|P_{s} f\right|}\right)^{2}+\alpha \mathrm{e}^{(s-t) \omega}\left|\eta^{\prime}(s)\right| \cdot \frac{\left|D P_{s} f\right|}{\left|P_{s} f\right|}\right]\right\}
\end{aligned}
$$

Note the following simple facts: for any number $a, b \in \mathbb{R}$ with $a<0$,

$$
a x^{2}+b x=a\left(x+\frac{b}{2 a}\right)^{2}-\frac{b^{2}}{4 a} \leq-\frac{b^{2}}{4 a}
$$

we have

$$
\frac{d}{d s} \phi(s) \leq \frac{\alpha \mathrm{e}^{2(s-t) \omega}\left|\eta^{\prime}(s)\right|^{2}}{2(\alpha-1)}
$$

Now integrate both sides of the inequality above from 0 to $t$, we have

$$
\log \left(P_{t} f\right)^{\alpha}(y)-\log P_{t} f^{\alpha}(x)=\phi(t)-\phi(0) \leq \frac{\alpha}{2(\alpha-1)} \int_{0}^{t} \mathrm{e}^{2(s-t) \omega}\left|\eta^{\prime}(s)\right|^{2} d s
$$

Inserting

$$
\begin{aligned}
\eta^{\prime}(s)=\gamma^{\prime}(g(s)) g^{\prime}(s) & =\frac{y-x}{t} \cdot \frac{t \cdot h(s) \mathrm{e}^{-\omega s}}{\int_{0}^{t} h(s) \mathrm{e}^{-\omega s} d s} \\
& =\frac{h(s) \mathrm{e}^{-\omega s}}{\int_{0}^{t} h(s) \mathrm{e}^{-\omega s} d s}(y-x)
\end{aligned}
$$

we see

$$
\log \frac{\left(P_{t} f\right)^{\alpha}(y)}{P_{t} f^{\alpha}(x)} \leq \frac{\alpha|y-x|^{2}}{2(\alpha-1)} \frac{\mathrm{e}^{-2 \omega t} \int_{0}^{t} h^{2}(s) d s}{\left(\int_{0}^{t} h(s) \mathrm{e}^{-\omega s} d s\right)^{2}}
$$

Hence we have

$$
\begin{equation*}
\left(P_{t} f\right)^{\alpha}(x) \leq P_{t} f^{\alpha}(y) \exp \left(\frac{\beta|x-y|^{2}}{2} \frac{\int_{0}^{t} h^{2}(s) d s}{\left(\int_{0}^{t} h(s) \mathrm{e}^{(t-s) \omega} d s\right)^{2}}\right) \tag{5.36}
\end{equation*}
$$

Take $h(s)=\mathrm{e}^{(t-s) \omega}$ in (5.36), we can get (5.33).

### 5.5.2 Gradient Systems

We assume in this subsection the following conditions.
Assumption 5.5.4. We assume
(1) $A: D(A) \subset \mathbb{H} \rightarrow \mathbb{H}$ is a self-adjoint operator and there exists a $\omega>0$ such that

$$
\langle A x, x\rangle \leq-\omega|x|^{2}, \quad \text { for all } x \in \mathbb{D}(A) .
$$

(2) $A^{-1}$ is of trace class on $\mathbb{H}$.
(3) $U: \mathbb{H} \rightarrow(-\infty,+\infty]$ is a convex lower semi-continuous function such that

$$
Z:=\int_{\mathrm{H}} \mathrm{e}^{-2 U(x)} \mu(d x)<\infty .
$$

where $\mu=N\left(0,-\frac{1}{2} A^{-1}\right)$.

We consider a perturbation of Ornstein-Uhlenbeck processes as in the previous section but with $F$ replaced by the sub-differential of some convex function $-U$ on $\mathbb{H}$. That is, we consider a stochastic differential inclusion of the form:

$$
\begin{equation*}
d X_{t} \in A X_{t} d t-\partial U\left(X_{t}\right) d t+d W_{t}, \quad X_{0}=x \in \mathbb{H} \tag{5.37}
\end{equation*}
$$

where $\left(W_{t}\right)_{0 \leq t \leq T}$ is a cylindrical Wiener process in $\mathbb{H}$ and $\partial U$ is the sub-differential of $U$ defined for every $x \in \mathbb{H}$ as

$$
\partial U(x)=\{y \in H: U(x+h) \geq U(x)+\langle y, h\rangle, \text { for all } h \in \mathbb{H}\} .
$$

Set $K=\{U<+\infty\}$. Note that $\partial U(x)$ is a non-empty closed convex set for every $x \in K$. If $U$ is Fréchet differentiable on $\mathbb{H}$, then $\partial U$ is the gradient $D U$.

Consider the following Moreau-Yosida approximation $U_{\varepsilon}$ of $U$

$$
U_{\varepsilon}(x)=\inf \left\{U(y)+\frac{1}{2 \varepsilon}|x-y|^{2}: y \in \mathbb{H}\right\}, \quad x \in \mathbb{H}, \varepsilon>0 .
$$

For every $\varepsilon>0, U_{\varepsilon}$ enjoys the following properties:
(1) For every $x \in \mathbb{H}$,

$$
\lim _{\varepsilon \rightarrow 0} U_{\varepsilon}(x)=U(x), \quad \lim _{\varepsilon \rightarrow 0} D U_{\varepsilon}(x)=D U(x) .
$$

(2) $U_{\varepsilon}$ is convex, differentiable and $D U_{\varepsilon}$ is Lipschitz-continuous.

Since $D U_{\varepsilon}$ is Lipschitz-continuous, there exists a unique strong solution $X_{t}^{\varepsilon}(x)$ of

$$
d X_{t}^{\varepsilon}=A X_{t}^{\varepsilon} d t+D U_{\varepsilon}\left(X_{t}^{\varepsilon}\right) d t, \quad X_{0}^{\varepsilon}=x .
$$

Denote the transition semigroup of $X_{t}^{\varepsilon}$ by $P_{t}^{\varepsilon}$. Zambotti [Zam06, Theorem 2.1 and Proposition 3.2] proved the following results on convergence (we include here only parts of the original result).

Theorem 5.5.5. Assume $\mu(K)>0$. Then
(1) There exists a semigroup $P_{t}, t \geq 0$ on $\mathscr{C}_{b}(\mathbb{H})$ such that for every $f \in \mathscr{C}_{b}^{+}(\mathbb{H})$, $x \in K$, and $t \geq 0$,

$$
\lim _{\varepsilon \rightarrow 0} P_{t}^{\varepsilon} f(x)=P_{t} f(x)
$$

(2) For all $x \in K$ there is a Markov process $X_{t}, t \geq 0$, defined on a probability space $\left(\Omega, \mathbb{P}_{x}\right)$ with state space $K$ and transition semigroup $P_{t}, t \geq 0$, such that $\mathbb{P}_{x}\left(X_{0}=x\right)=1$.
(3) For all $f_{1}, \ldots, f_{m} \in \mathscr{C}_{b}(\mathbb{H}), 0 \leq t_{1} \leq \ldots \leq t_{m}$ and $x \in K$,

$$
\lim _{\varepsilon \rightarrow 0} \mathbb{E}_{x}\left[f_{1}\left(X_{t_{1}}^{\varepsilon}\right) \cdots f_{m}\left(X_{t_{m}}^{\varepsilon}\right)=\mathbb{E}_{x}\left[f_{1}\left(X_{t_{1}}\right) \cdots f_{m}\left(X_{t_{m}}\right)\right]\right.
$$

Remark 5.5.6. It is not known whether the limiting process of $X_{t}^{\varepsilon}$ solves the equation (5.37). It is the case only with additional information on $U$. For example, if the following condition hold

$$
\int_{\mathrm{H}}\left(1+|x|^{2}\right)\left(1+\left|\partial_{0} U(x)\right|\right) \tilde{\mu}(d x)<\infty,
$$

where $\tilde{\mu}=1 / Z \cdot \exp (-2 U) d \mu$. We refer to [DPR02, Section 9] for details (note that there is an erratum [DPR09] to [DPR02]).

For the semigroup $P_{t}$ defined in Theorem 5.5.5, we have the following Harnack inequality.

Theorem 5.5.7. For every $x, y \in H, f \in \mathscr{C}_{b}^{+}(\mathbb{H})$, and $\alpha, \beta>1$ satisfying $1 / \alpha+1 / \beta=1$, the following inequality holds

$$
\begin{equation*}
\left(P_{t} f\right)^{\alpha}(x) \leq \exp \left(\frac{\omega \beta|x-y|^{2}}{\mathrm{e}^{2 t \omega}-1}\right) P_{t} f^{\alpha}(y) \tag{5.38}
\end{equation*}
$$

Proof. Note that $D U_{\varepsilon}$ is dissipative (see Lemma 5.5.9 which is appended at the end of this section), we can apply Theorem 5.5.2 to $P_{t}^{\varepsilon}$ and get the following Harnack inequality

$$
\begin{equation*}
\left(P_{t}^{\varepsilon} f\right)^{\alpha}(x) \leq \exp \left(\frac{\omega \beta|x-y|^{2}}{\mathrm{e}^{2 t \omega}-1}\right) P_{t}^{\varepsilon} f^{\alpha}(y) \tag{5.39}
\end{equation*}
$$

Therefore, we can finish the proof by letting $\varepsilon$ tend to 0 in (5.39).
Remark 5.5.8. We need to point out here that our work here is independent of the recent work by Da Prato et al. [DPRW09]. The spirit is the same. We use Yosida approximation and the result for Ornstein-Uhlenbeck process with Lipschitz perturbation. To some extend, our work is covered by theirs. The singular equations considered in [DPRW09] is a direct generalization of the sub-differential inclusion. We will consider Harnack inequalities for general multivalued stochastic differential equations and stochastic evolution equations in Chapter 8 .

Appendix We append here the following simple fact which is used in the proof above.

Lemma 5.5.9. Let $U$ be a $\mathscr{C}^{1}$ convex function on a real separable Hilbert space H . Then $-D U$ is dissipative, that is,

$$
\langle D U(x)-D U(y), x-y\rangle \geq 0, \quad x, y \in \mathbb{H}
$$

Proof. Since $U$ is convex, for every $\lambda \in(0,1)$ and $x, y \in \mathbb{H}$, we have

$$
U(\lambda x+(1-\lambda) y) \leq \lambda U(x)+(1-\lambda) U(y) .
$$

Hence we get

$$
\begin{equation*}
\frac{U(\lambda(x-y)+y)-U(y)}{\lambda} \leq U(x)-U(y) . \tag{5.40}
\end{equation*}
$$

Let $\lambda$ goes to 0 in (5.40) we obtain

$$
\begin{equation*}
\langle D U(y), x-y\rangle \leq U(x)-U(y) . \tag{5.41}
\end{equation*}
$$

Similarly, we have

$$
\begin{equation*}
\langle D U(x), y-x\rangle \leq U(y)-U(x) . \tag{5.42}
\end{equation*}
$$

Now we can complete the proof by adding (5.41) and (5.42).

### 5.6 Appendix

### 5.6.1 Finite Dimensional Approximation

This section is a complement mainly for the readers who are interested at finite dimensional case and who want to have a look of the proof by simple calculus.

We aim to re-prove the Harnack inequality (5.10) for the Gaussian OrnsteinUhlenbeck transition semigroup (with some additional condition) in Hilbert space by finite dimension approximation.

Finite Dimensional Case Consider the following stochastic differential equation on $\mathbb{R}^{n}$

$$
\begin{equation*}
d X_{t}=A X d t+B d W_{t}, \quad X_{0}=x \tag{5.43}
\end{equation*}
$$

where $A$ and $R$ are $n \times n$ matrices on $\mathbb{R}^{n}$ and $W_{t}$ is a Wiener process on $\mathbb{R}^{d}$. Let $S_{t}=\exp (t A)$ for each $t \geq 0$. Then the adjoint operator of $S_{t}$ is $S_{t}^{*}=\exp \left(t A^{*}\right)$.

The solution to the equation (5.43) is given by

$$
X_{t}=S_{t} x+\int_{0}^{t} S_{t-s} B d W_{s}
$$

Set $R=B B^{*}$ and

$$
Q_{t}=\int_{0}^{t} S_{u} R S_{u}^{*} d u, \quad t \geq 0
$$

Denote $\mu_{t}=N\left(0, Q_{t}\right)$. It is clear that the distribution of $\int_{0}^{t} S_{t-s} d W_{s}$ is $\mu_{t}$ and hence the distribution of $X_{t}$ is $N\left(S_{t} x, Q_{t}\right)$. Hence the associated transition semigroup of $X_{t}$ is given by

$$
P_{t} f(x)=\int_{\mathbb{R}^{n}} f\left(S_{t} x+y\right) \mu_{t}(d y), \quad x \in \mathbb{R}^{d}, f \in \mathscr{C}_{b}^{+}\left(\mathbb{R}^{n}\right)
$$

For simplicity we assume the following assumption.
Assumption 5.6.1. The covariance matrix $Q_{t}$ is non-degenerate.
With Assumption 5.6.1, the determinant of $Q_{t}$ is positive and hence for any $a \in \mathbb{R}^{n}$, the Gaussian measure $N\left(a, Q_{t}\right)$ is absolute continuous with respect to the Lebesgue measure on $\mathbb{R}^{n}$. Moreover, we have

$$
\begin{equation*}
\frac{d N\left(a, Q_{t}\right)}{d x}(x)=\frac{1}{(2 \pi)^{n / 2}\left(\operatorname{det} Q_{t}\right)^{1 / 2}} \exp \left(-\frac{1}{2}\left\langle Q_{t}^{-1}(x-a), x-a\right\rangle\right) . \tag{5.44}
\end{equation*}
$$

Now we have the following explicit formula for the transition semigroup $P_{t}$ which is due to Kolmogorov ([Kol34])

$$
P_{t} f(x)=\frac{1}{(2 \pi)^{n / 2}\left(\operatorname{det} Q_{t}\right)^{1 / 2}} \int_{\mathbb{R}^{n}} f\left(S_{t} x+z\right) \exp \left(-\frac{1}{2}\left\langle Q_{t}^{-1} z, z\right\rangle\right) d z
$$

Thanks for this explicit formula, we can prove the following Harnack inequality easily.

Proposition 5.6.2. Assume that $Q_{t}$ is non-degenerate for every $t>0$. Let $\Gamma_{t}=Q_{t}^{-1 / 2} S_{t}$. Then

$$
\begin{equation*}
\left(P_{t} f\right)^{\alpha}(x) \leq \exp \left(\frac{\beta}{2}\left|\Gamma_{t}(x-y)\right|^{2}\right) P_{t} f^{\alpha}(y) \tag{5.45}
\end{equation*}
$$

holds for every $t>0, x, y \in \mathbb{R}^{d}, f \in \mathscr{C}_{b}^{+}\left(\mathbb{R}^{d}\right)$ and $\alpha, \beta>1$ satisfying $1 / \alpha+1 / \beta=$ 1.

Proof. From (5.44) we know $N\left(S_{t}(x-y), Q_{t}\right)$ is absolute continuous with respect to $N\left(0, Q_{t}\right)$ and the Radon-Nykodým derivative is given by

$$
\frac{d N\left(S_{t}(x-y), Q_{t}\right)}{d N\left(0, Q_{t}\right)}(z)=\exp \left(-\frac{1}{2}\left|Q_{t}^{-1 / 2} S_{t}(x-y)\right|^{2}+\left\langle Q_{t}^{-1} z, S_{t}(x-y)\right\rangle\right)
$$

By a change of variable and the formula above we have

$$
\begin{aligned}
P_{t} f(x) & =\int_{\mathbb{R}^{d}} f\left(S_{t} x+z\right) \mu_{t}(d z) \\
& =\int_{\mathbb{R}^{d}} f\left(S_{t} y+z\right) \frac{d N\left(S_{t}(x-y), Q_{t}\right)}{d N\left(0, Q_{t}\right)} \mu_{t}(d z) \\
& =\int_{\mathbb{R}^{d}} f\left(S_{t} y+z\right) \exp \left(\left\langle Q_{t}^{-1} z, S_{t}(x-y)\right\rangle-\frac{1}{2}\left|Q_{t}^{-1 / 2} S_{t}(x-y)\right|^{2}\right) \mu_{t}(d z) .
\end{aligned}
$$

Applying Hölder's inequality, we have

$$
\begin{aligned}
P_{t} f(x) \leq & \exp \left(-\frac{1}{2}\left|\Gamma_{t}(x-y)\right|^{2}\right)\left(\int_{\mathbb{R}^{d}} f^{\alpha}\left(S_{t} y+z\right) \mu_{t}(d z)\right)^{1 / \alpha} \\
& \left(\int_{\mathbb{R}^{d}} \exp \left[\beta\left\langle Q_{t}^{-1} z, S_{t}(x-y)\right\rangle\right]\right)^{1 / \beta} \\
= & \exp \left(\frac{\beta-1}{2}\left|\Gamma_{t}(x-y)\right|^{2}\right)\left(P_{t} f^{\alpha}(y)\right)^{1 / \alpha}
\end{aligned}
$$

Infinite Dimensional Case Now we come back to the infinite dimensional settings. Consider the following linear stochastic partial differential equation on a real separable Hilbert space $\mathbb{H}$,

$$
\begin{equation*}
d X_{t}=A X_{t}+B d W_{t}, \quad X_{0}=x \in \mathbb{H} . \tag{5.46}
\end{equation*}
$$

where $A$ is the generator of some strongly continuous contraction semigroup $\left(S_{t}\right)_{t \geq 0}$ on $\mathbb{H}, B$ is a bounded linear operator on $\mathbb{H}$, and $\left(W_{t}\right)_{t \geq 0}$ is a cylindrical Wiener process on $\mathbb{H}$.

Set $R=B B^{*}$. Fix $T>0$. For any $0 \leq t \leq T$, set

$$
Q_{t}=\int_{0}^{t} S_{u} R S_{u}^{*} d u
$$

We suppose that $Q_{T}$ is of trace-class and non-degenerate. Now we prove Theorem
5.10 by using Proposition 5.6.2.

Let $\left\{e_{n}\right\}_{n \in \mathbb{N}}$ be an orthogonal normal basis of $\mathbb{H}$. For each $n \in \mathbb{N}$, denote by $\mathcal{P}_{n}$ the orthogonal projector on the span of $\left\{e_{1}, e_{2}, \ldots, e_{n}\right\}$. In other words, the projection mapping $\mathcal{P}$ is defined by

$$
\mathcal{P}_{n} x=\sum_{k=1}^{n}\left\langle x, e_{k}\right\rangle e_{k} \quad x \in \mathbb{H} .
$$

Consider the following finite dimensional stochastic differential equation

$$
d X_{t}^{(n)}=A^{(n)} X_{t}+B^{(n)} d W_{t}^{(n)}
$$

on $\mathcal{P}_{n}(\mathbb{H})$, where $A^{(n)}=\mathcal{P}_{n} A, B^{(n)}=\mathcal{P}_{n} B$, and $W_{t}^{(n)}=\mathcal{P}_{n} W_{t}$ for every $0 \leq t \leq$ $T$.

Let $S_{T}^{(n)}:=\exp \left(t A^{(n)}\right), R^{(n)}=B^{(n)}\left(B^{(n)}\right)^{*}$ and

$$
Q_{T}^{(n)}:=\int_{0}^{T} S_{u}^{(n)} R^{(n)} S_{u}^{(n)} d u
$$

for every $t \geq 0$. Then we have $S_{T}^{(n)}=\mathcal{P}_{n} S_{T}$ and $Q_{T}^{(n)}=\mathcal{P} Q_{T}$.
We know $Q_{T}^{(n)}$ is non-degenerate since $Q_{T}$ is so. Therefore, by Proposition 5.6.2, we have the following Harnack inequality for the transition semigroup of $X^{(n)}$ which is equal to $P_{T}^{(n)}:=\mathcal{P} P_{T}$ :

$$
\left(P_{T}^{(n)} f^{(n)}\right)^{\alpha}\left(x^{(n)}\right) \leq \exp \left(\frac{\beta}{2}\left|\Gamma_{T}^{(n)}(x-y)\right|^{2}\right) P_{T}^{(n)}\left(f^{(n)}\right)^{\alpha}\left(y^{(n)}\right),
$$

where $f^{(n)}=\mathcal{P}_{n} f, x^{(n)}=\mathcal{P}_{n} x, y^{(n)}=\mathcal{P}_{n} y$ and $\Gamma_{T}^{(n)}=\left(Q_{T}^{(n)}\right)^{-1 / 2} S_{T}^{(n)}$.
Let $n$ goes to infinity, we can finish the proof.

### 5.6.2 Representations of Ornstein-Uhlenbeck Semigroups

We consider the Ornstein-Uhlenbeck transition semigroup introduced in Section 5.2. Assume that $Q_{t}$ is of trace class for all $t \geq 0$. Recall that the semigroup is given by

$$
P_{t} f(x)=\int_{\mathbb{H}} f\left(S_{t} x+y\right) \mu_{t}(d y), \quad x \in \mathbb{H}, t \geq 0, f \in \mathscr{C}_{b}(\mathbb{H}) .
$$

Here $\mu_{t}=N\left(0, Q_{t}\right)$.

If $S_{t}(\mathbb{H}) \subset Q_{t}^{1 / 2}(\mathbb{H})$ for all $t>0$, then $N_{S_{t} x, Q_{t}} \ll N_{Q_{t}}$. By Cameron-Martin formula, we get

$$
P_{t} f(x)=\int_{\mathrm{H}} f(y) d(t, x, y) \mu_{t}(d y)
$$

where

$$
d(t, x, y)=\frac{d N_{S_{t} x, Q_{t}}}{d N_{Q_{t}}}(y)=\exp \left(\left\langle\Gamma_{t} x, Q_{t}^{-1 / 2} y\right\rangle-\frac{1}{2}\left\|\Gamma_{t} x\right\|^{2}\right) .
$$

If $Q_{\infty}$ is of trace class, then the transition semigroup $P_{t}$ has an invariant measure $\mu=N_{Q_{\infty}}$. Assume that $S_{t}(\mathbb{H}) \subset Q_{t}^{1 / 2}(\mathbb{H})$ for all $t$. Then we also have $S_{t}(\mathbb{H}) \subset Q_{\infty}^{1 / 2}(\mathbb{H})$ since $Q_{t}^{1 / 2}(\mathbb{H})=Q_{\infty}^{1 / 2}(\mathbb{H})$ for all $t>0$ (see [DPZ02, Appendix B.1]). This leads us to the following formula

$$
P_{t} f(x)=\int_{\mathrm{H}} f(y) k(t, x, y) \mu(d y)
$$

where

$$
k(t, x, y)=\frac{d N_{S_{t} x, Q_{t}}}{d N_{Q_{\infty}}}(y)=d(t, x, y) \frac{d N_{Q_{t}}}{d N Q_{\infty}} .
$$

See [DPZ02, Equation (10.3.7)] for the tedious formula for $k(t, x, y)$.
Chojnowska-Michalik and Goldys [CMG96, Section 3, Theorem 1] obtained the following Mehler formula by using the second quantization,

$$
\begin{equation*}
P_{t}=\int_{\mathrm{H}} f\left(S_{t} x+Q_{\infty}^{1 / 2} \sqrt{1-Q_{\infty}^{1 / 2} S_{t} Q_{\infty} S_{t}^{*} Q_{\infty}^{-1 / 2}} Q_{\infty}^{-1 / 2} y\right) \mu(d y) . \tag{5.47}
\end{equation*}
$$

See also in the book Da Prato and Zabczyk [DPZ02, Section 10.4].
Remark 5.6.3. Formula (5.47) is a generalization of the classical Mehler formula. Recall that for one dimensional Ornstein-Uhlenbeck process

$$
X_{t}=x \mathrm{e}^{-\kappa t}+\mathrm{e}^{-\kappa t} \int_{0}^{t} \mathrm{e}^{-\kappa s} d W_{s}
$$

we have the following classical Mehler semigroup

$$
\begin{equation*}
P_{t} f(x)=\int_{\mathbb{R}} f\left(\mathrm{e}^{-\kappa t} x+\sqrt{1-\mathrm{e}^{-2 \kappa t}} y\right) \gamma(d y) . \tag{5.48}
\end{equation*}
$$

Here $\gamma$ is the standard Gaussian measure on $\mathbb{R}$.
Here we aim to show another Mehler formula, from which we can also get (5.47) for the Ornstein-Uhlenbeck semigroup by direct calculation.

First we show a proposition.

Proposition 5.6.4. Let $\mu$ be a Gaussian measure with covariance $Q$. Then for every bounded operator $S$, the covariance of $\mu \circ S^{-1}$ is $S Q S^{*}$.

Proof. For every $h, k \in \mathbb{H}$, we have

$$
\begin{aligned}
& \int_{\mathrm{H}}\langle h, x\rangle\langle k, x\rangle \mu \circ S^{-1}(d x)=\int_{\mathrm{H}}\langle h, S x\rangle\langle k, S x\rangle \mu(d x) \\
= & \int_{\mathrm{H}}\left\langle S^{*} h, x\right\rangle\left\langle S^{*} k, x\right\rangle \mu(d x)=\left\langle Q S^{*} h, S^{*} k\right\rangle=\left\langle S Q S^{*} h, k\right\rangle .
\end{aligned}
$$

Now we come to a representation of the Ornstein-Uhlenbeck transition semigroup.

Proposition 5.6.5. For every $f \in \mathscr{C}_{b}(\mathbb{H}), t \geq 0, x \in \mathbb{H}$

$$
\begin{equation*}
P_{t} f(x)=\int_{\mathbb{H}} f\left(S_{t} x+Q_{t}^{1 / 2} Q_{\infty}^{-1 / 2} y\right) \mu(d y) \tag{5.49}
\end{equation*}
$$

Proof. Let $T=Q_{t}^{1 / 2} Q_{\infty}^{-1 / 2}$. By Proposition 5.6.4, we have

$$
\begin{aligned}
\int_{\mathrm{H}} f\left(S_{t} x+T y\right) \mu(d y) & =\int_{\mathrm{H}} f\left(S_{t} x+y\right) \mu \circ T^{-1}(d y) \\
& =\int_{\mathrm{H}} f\left(S_{t} x+y\right) N_{T Q_{\infty} T^{*}}(d y) \\
& =\int_{\mathrm{H}} f\left(S_{t} x+y\right) N_{Q_{t}}(d y) \\
& =P_{t} f(x) .
\end{aligned}
$$

Remark 5.6.6. Note the following relation

$$
\begin{equation*}
Q_{t}=Q_{\infty}-S_{t} Q_{\infty} S_{t}^{*} \tag{5.50}
\end{equation*}
$$

for all $t \geq 0$, we can verify that $Q_{\infty}^{1 / 2} \sqrt{1-Q_{\infty}^{1 / 2} S_{t} Q_{\infty}^{1 / 2} S_{t}^{*}}$, in the Mehler formula (5.47), is a square root of $\mathbb{Q}_{t}$. Therefore, we can reproduce (5.47) by applying Proposition 5.6.5.
Remark 5.6.7. The formula (5.50) can be obtained from the following relationship between $Q_{t}$ and $S_{t}$ by letting $s \rightarrow \infty$

$$
\begin{equation*}
Q_{t}+S_{t} Q_{s} S_{t}^{*}=Q_{t+s}, \quad s, t \geq 0 \tag{5.51}
\end{equation*}
$$
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We can compute (5.51) directly as shown in the following. For every $s, t \geq 0$,

$$
\begin{aligned}
Q_{t+s} & =\int_{0}^{t+s} S_{u} R S_{u}^{*} d u=\int_{0}^{t} S_{u} R S_{u}^{*} d u+\int_{t}^{t+s} S_{u} R S_{u}^{*} d u \\
& =Q_{t}+\int_{t}^{t+s} S_{u} R S_{u}^{*} d u=Q_{t}+\int_{0}^{s} S_{t+u} R S_{t+u}^{*} d u \\
& =Q_{t}+S_{t} \int_{0}^{s} S_{t+u} R S_{u}^{*} d u S_{t}^{*}=Q_{t}+S_{t} Q_{s} S_{t}^{*}
\end{aligned}
$$

## Chapter 6

## Harnack Inequalities for Ornstein-Uhlenbeck Semigroups: Two Other Gaussian Cases

In the previous chapter, we have considered Harnack inequalities for OrnsteinUhlenbeck processes driven by Wiener processes. In this chapter, we study Harnack inequalities for other Gaussian Ornstein-Uhlenbeck semigroups. We still use the Cameron-Martin formula to establish Harnack inequalities.

In Section 6.1, we show Harnack inequalities for the "formal" transition semigroup of fractional Orntein-Uhlenbeck processes. In Section 6.2, we establish Harnack inequalities for Ornstein-Uhlenbeck semigroups on general Gaussian probability spaces.

### 6.1 Harnack Inequalities for Fractional OrnteinUhlenbeck Processes

Stochastic (partial) differential equations driven by fractional Brownian motions have met great interest during the last years. We refer to the monograph by Biagini et al. [BØSW04] for topics related to fractional Brownian motion. For linear stochastic equations in Hilbert spaces with a fractional Brownian motion, we refer to Pasik-Ducan et al. [PDDM06] and references therein.

We first shortly introduce fractional Brownian motions and stochastic integrals with respect to fractional Brownian motions. Then we introduce fractional Ornstein-Uhlenbeck semigroups and Harnack inequalities for the semigroups.

### 6.1.1 Fractional Brownian Motions and Stochastic Integrals

## Real Fractional Brownian Motions Case

Definition 6.1.1. A real fractional Brownian motion $\left(\beta^{H}(t)\right)_{0 \leq t \leq T}$ with Hurst parameter $H \in(0,1)$ is a centered Gaussian process with covariance

$$
\phi(t, s)=\frac{V_{H}}{2}\left(t^{2 H}+s^{2 H}-|t-s|^{2 H}\right)
$$

where

$$
V_{H}=\frac{\Gamma(2-2 H) \cos (\pi H)}{\pi H(1-2 H)}
$$

For every $H \in(0,1)$ and $0 \leq s \leq t \leq T$, define

$$
K_{H}(t, s)=\frac{(t-s)^{H-\frac{1}{2}}}{\Gamma\left(H+\frac{1}{2}\right)} F\left(\frac{1}{2}-H, H-\frac{1}{2}, H+\frac{1}{2}, 1-\frac{t}{s}\right),
$$

where $F(\cdot, \cdot, \cdot, \cdot)$ is the Gauss hyper-geometric function.
Then we have the following representation for fractional Brownian motion

$$
\beta^{H}(t)=\int_{0}^{t} K_{H}(t, u) d \beta(u), \quad 0 \leq s \leq T
$$

where $(\beta(u))_{0 \leq t \leq T}$, is a standard real valued Brownian motion.
Let $H$ be a real separable Hilbert space. We shall describe the stochastic integral of deterministic H -valued function with respect to a real valued fractional Brownian motion. It is similar to the integral with respect to Wiener process introduced in Section 1.3.

Denote by $\mathscr{E}$ the space of all $\mathbb{H}$-valued step functions on $[0, T]$. Let $\phi \in \mathscr{E}$ with

$$
\phi(t)=\sum_{i=1}^{n-1} x_{i} \mathbb{1}_{\left[t_{i}, t_{i+1}\right)}(t)
$$

where $x_{i} \in \mathbb{H}, i=1,2, \ldots, n-1$ and $0=t_{1}<\ldots<t_{n}=T$ with $n \in \mathbb{N}$.
Define

$$
\begin{equation*}
\int_{0}^{T} \phi(t) d \beta^{H}(t)=\sum_{i=1}^{n-1} x_{i}\left(\beta_{i}^{H}\left(t_{i+1}\right)-\beta^{H}\left(t_{i}\right)\right) . \tag{6.1}
\end{equation*}
$$

It follows that

$$
\begin{equation*}
\mathbb{E}\left|\int_{0}^{T} \phi^{H}(t) d \beta^{H}(t)\right|^{2}=\left|\mathscr{K}_{\mathrm{H}}^{*} \phi\right|_{L^{2}([0, T], \mathbb{H})}^{2}, \tag{6.2}
\end{equation*}
$$

where

$$
\mathscr{K}_{\mathrm{H}}^{*} \phi(t)=\phi(t) K_{H}(T, t)+\int_{t}^{T}(\phi(u)-\phi(t)) \frac{\partial K_{H}}{\partial u}(u, t) d u, \quad 0 \leq t \leq T .
$$

By the isometry (6.2), we can extend the stochastic integral (6.1) from the function $\phi \in \mathscr{E}$ to the function $\phi \in \overline{\mathscr{E}}$. Here $\overline{\mathscr{E}}$ is the completion of $\mathscr{E}$ with the inner product

$$
\langle\phi, \psi\rangle_{\mathrm{H}}:=\left\langle\mathscr{K}_{\mathrm{H}}^{*} \phi, \mathscr{K}_{\mathrm{H}}^{*} \psi\right\rangle_{L^{2}([0, T], \mathrm{H})}
$$

for every $\phi, \psi \in \mathscr{E}$.

## Cylindrical Fractional Brownian motions Case

Now we are going to introduce the cylindrical fractional Brownian motions on a Hilbert space. A usual way is to define it similarly as the definition of cylindrical Wiener processes. We use the following method which is short.

Definition 6.1.2. Let $(\Omega, \mathscr{F}, \mathbb{P})$ be a complete probability space. A cylindrical process $\left\langle W^{H}, \cdot\right\rangle: \Omega \times[0, T] \times \mathbb{H} \rightarrow \mathbb{R}$ on $(\Omega, \mathscr{F}, \mathbb{P})$ is called a (standard) cylindrical fractional Brownian motion with Hurst parameter $H \in(0,1)$ if
(1) For every $x \in \mathbb{H}, x \neq 0,\left\langle W^{H}(\cdot), \frac{x}{|x|}\right\rangle$ is a real valued fractional Brownian motion with Hurst parameter $H$.
(2) For every $0 \leq t \leq T,\left\langle W^{H}(t), \cdot\right\rangle$ is linear. That is,

$$
\left\langle W^{H}(t), p x+q y\right\rangle=p\left\langle W^{H}(t), x\right\rangle+q\left\langle W^{H}(t), y\right\rangle, \quad \mathbb{P}-\mathrm{a} . \mathrm{s} .
$$

for every $p, q \in \mathbb{R}$ and $x, y \in \mathbb{H}$.
Let $\left\{e_{n}\right\}_{n \in \mathbb{N}}$ be a complete orthogonal normal basis of $\mathbb{H}$. For every $n \in \mathbb{N}$, let $\beta_{n}^{H}(\cdot)=\left\langle W^{H}(\cdot), e_{n}\right\rangle$. Then $\left\{\beta_{n}\right\}_{n \in \mathbb{N}}$ is an independent sequence of real fractional Brownian motion with Hurst parameter $H$.

Definition 6.1.3. For every $0 \leq t \leq T$, let $\Phi(t)$ be a linear bounded operator on $\mathbb{H}$ and define $\phi_{n}(t)=\Phi(t) e_{n}$ for $n \in \mathbb{N}$. Suppose that $\phi_{n} \in \overline{\mathscr{E}}$. Then we define

$$
\begin{equation*}
\int_{0}^{T} \Phi(t) d W^{H}(t)=\sum_{n=1}^{\infty} \int_{0}^{T} \phi_{n}(t) d \beta_{n}^{H}(t) \tag{6.3}
\end{equation*}
$$

provided the infinite series on the right hand side of (6.3) converges in $L^{2}(\Omega)$.

The following proposition is from [PDDM06, Proposition 11.3, Remark 11.4].
Proposition 6.1.4. Let

$$
Q_{T, \Phi}^{\mathrm{H}}=\int_{0}^{T} \mathscr{K}_{H}^{*} \Phi(t)\left(\mathscr{K}_{H}^{*} \Phi(t)\right)^{*} d t .
$$

If $Q_{T, \Phi}^{\mathrm{H}}$ is a trace class operator on H , then the stochastic integral (6.3) is a well-defined centered Gaussian $\mathbb{H}$-valued random variable with covariance $Q_{T, \Phi}^{\mathrm{H}}$.

### 6.1.2 Fractional Ornstein-Uhlenbeck Processes and Harnack Inequalities

Consider the following linear stochastic partial differential equation on $\mathbb{H}$

$$
\begin{equation*}
d X_{t}=A X_{t} d t+B d W_{t}^{H} \tag{6.4}
\end{equation*}
$$

with $X_{0}=x$ and $t \in[0, T]$, where $B$ is a bounded linear operator on $\mathbb{H}, A$ is the generator of some strongly continuous semigroup $\left(S_{t}\right)_{0 \leq t \leq T}$ on $\mathbb{H},\left(W_{t}^{H}\right)_{0 \leq t \leq T}$ is an $\mathbb{H}$-valued cylindrical fractional Brownian motion with Hurst parameter $H \in$ $(0,1)$.

Define

$$
Q_{T}^{H}=\int_{0}^{T} \mathscr{K}_{H}^{*} S_{u} B\left(\mathscr{K}_{H}^{*} S_{u} B\right)^{*} d u
$$

By Proposition 6.1.4, if $Q_{T}^{H}$ is of trace class, i.e., if

$$
\operatorname{Tr} Q_{T}^{H}=\int_{0}^{T} \operatorname{Tr}\left(\mathscr{K}_{H}^{*} S_{u} B B^{*} S_{u}^{*} \mathscr{K}_{H}\right) d u<\infty
$$

then the stochastic equation (6.4) has a mild solution

$$
X_{t}=S_{t} x+\int_{0}^{t} S_{t-s} B d W_{s}^{H}, \quad 0 \leq t \leq T
$$

We call it fractional Ornstein-Uhlenbeck process.
Note that $X_{t}$ is Gaussian distributed as $\mu_{t}^{H}:=N\left(0, Q_{T}^{H}\right)$. Similar to (5.8), the representation of the transition semigroups for Ornstein-Uhlenbeck processes driven by Wiener processes, we can formally define the "transition semigroup" of
fractional Ornstein-Uhlenbeck process by

$$
P_{t} f(x)=\int_{0}^{t} f\left(S_{t} x+y\right) d \mu_{t}^{H}(y)
$$

for every $f \in \mathscr{C}_{b}(\mathbb{H})$.
By applying the Cameron-Martin formula (see Theorem 1.2.2), we have the following Harnack inequality which is similar to (5.10) for Ornstein-Uhlenbeck processes driven by Wiener processes. The proof is also similar to the proof of Theorem 5.10.

Theorem 6.1.5. Let $T>0$. Assume that the operator $Q_{T}^{H}$ is of trace class. Let $x, y \in \mathbb{H}$ such that $S_{T}(x-y) \in\left(Q_{T}^{H}\right)^{1 / 2}(\mathbb{H})$. Then

$$
\begin{equation*}
\left(P_{T} f\right)^{\alpha}(x) \leq \exp \left(\frac{\beta}{2}\left|\Gamma_{T}^{H}(x-y)\right|^{2}\right) P_{T} f^{\alpha}(y) \tag{6.5}
\end{equation*}
$$

for every $f \in \mathscr{C}_{b}^{+}(\mathbb{H})$, and every $\alpha, \beta>1$ satisfying $1 / \alpha+1 / \beta=1$. Here $\Gamma_{T}^{H}=\left(Q_{T}^{H}\right)^{-1 / 2} S_{T}$.

Remark 6.1.6. Similar to the treatment in Chapter 5 on the Harnack inequalities for Ornstein-Uhlenbeck processes driven by Wiener processes, we can consider the estimates of $\left\|\Gamma_{T}^{H}\right\|$ as in Subsection 5.2.2; and hence we can get estimates of the Harnack inequalities for fractional Ornstein-Uhlenbeck processes as in Subsection 5.2.2. We can also study examples as in Section 5.4.

### 6.2 Harnack Inequalities for Ornstein-Uhlenbeck Semigroups on Gaussian Probability Spaces

We first recall the definition of Gaussian probability spaces, numerical model for Gaussian probability spaces and the Cameron-Martin theorem on Gaussian probability spaces in Subsection 6.2.1; Then we introduce Ornstein-Uhlenbeck semigroups and Harnack inequalities for them in Section 6.2.2.

We refer to the books [Mal97, HY97, HY00, Nua06] for more detailed background on Gaussian probability spaces and Ornstein-Uhlenbeck semigroups.

### 6.2.1 Gaussian Probability Spaces and Numerical Models

## Gaussian Probability Spaces

Definition 6.2.1. Let $(\Omega, \mathscr{F}, \mu)$ be a complete probability space and $\mathbb{H}$ a real separable Hilbert space. Suppose that $\mathscr{H}=\left\{W_{h}: h \in \mathbb{H}\right\}$ is a family of Gaussian random variables such that for all $h, g \in \mathbb{H}$

$$
\begin{equation*}
\mathbb{E}\left(W_{h}\right)=0 \quad \text { and } \quad \mathbb{E}\left(W_{h} W_{g}\right)=\langle h, g\rangle_{\mathrm{H}} . \tag{6.6}
\end{equation*}
$$

Then we call $(\Omega, \mathscr{F}, \mu ; \mathbb{H})$ a Gaussian probability space.
There are some typical Gaussian probability spaces. For example, abstract Wiener spaces, white noise spaces. In the following we just recall the classical Wiener space.

Example 6.2.2. Let $\mathbb{W}=C_{0}\left([0,1], \mathbb{R}^{d}\right)$ be the space of $\mathbb{R}^{d}$-valued continuous functions on $[0,1]$ with initial value 0 . Equipped with the uniform norm $\|w\|_{\infty}:=$ $\sup _{t \in[0,1]}|w(t)|_{\mathbb{R}^{d}}$ for every $w \in \mathbb{W}$, the path space $\mathbb{W}$ turns into a separable Banach space.

Let $\mu$ be a Wiener measure on $\mathbb{W}$ and $\mathscr{F}$ the $\mu$-completion of the Borel $\sigma$ algebra of $\mathbb{W}$. Set $\mathbb{H}:=L^{2}[0,1]$. For every $h \in \mathbb{H}$, define a mapping $W_{h}$ on $\mathbb{W}$ by

$$
W_{h}(w)=\int_{0}^{1} h(t) d w(t), \quad w \in \mathbb{W}
$$

according the usual stochastic integrals with respect to Wiener processes. Then $\mathscr{H}=\left\{W_{h}: h \in \mathbb{H}\right\}$ is a family of Gaussian random variables satisfying the conditions in (6.6). Hence $(\Omega, \mathscr{F}, \mu ; \mathbb{H})$ is Gaussian probability space.

The mapping $J: \mathbb{H} \rightarrow \mathbb{W}, h \mapsto \tilde{h}(\cdot)=\int_{0}^{r} h(s) d s$ for $0 \leq t \leq 1$ is a continuous linear injective. Then $\widetilde{H}=J(\mathbb{H})$ is the Cameron-Martin space of $W$. We call $(\mathrm{W}, \mathscr{F}, \mu ; \widetilde{H})$ the classical Wiener space. .

Assumption 6.2.3 (Irreducible Assumption). In this section, we will always assume that every Gaussian probability space is irreducible. That is, $\mathscr{F}=\sigma\left(\mathscr{F}^{0} \cup\right.$ $\mathscr{N})$, where $\mathscr{F}^{0}=\sigma\left\{W_{h}, h \in \mathbb{H}\right\}$ and $\mathscr{N}$ is the set of all $\mu$-zero sets.

## Numerical Models and The Cameron-Martin Theorem

Denote by

$$
\gamma(d u)=(2 \pi)^{-1 / 2} \exp \left(-u^{2} / 2\right) d u
$$

the standard Gaussian measure on $(\mathbb{R}, \mathcal{B}(\mathbb{R}))$, where $\mathcal{B}(\mathbb{R})$ is the Borel $\sigma$-algebra of $\mathbb{R}$.

For every $h \in \mathbb{R}$, define $W_{h}(x)=h x$ for all $x \in \mathbb{R}$. It is obvious that $\left\{W_{h}, h \in\right.$ $\mathbb{R}\}$ is a family of Gaussian random variables satisfying (6.6). So $(\mathbb{R}, \mathcal{B}(\mathbb{R}), \gamma ; \mathbb{R})$ is a one-dimensional Gaussian probability space.

Let $H_{n}$ be the Hermite polynomial on $\mathbb{R}$ defined as

$$
H_{n}(u)=(-1)^{n} \mathrm{e}^{u^{2} / 2} \frac{d^{n}}{d u^{n}} \mathrm{e}^{-u^{2} / 2}, \quad u \in \mathbb{R}, n \in \mathbb{N}
$$

It is well known that $\left\{(n!)^{-1 / 2} H_{n}: n \in \mathbb{N}\right\}$ consists of an orthogonal normal basis of $L^{2}(\mathbb{R}, \gamma)$.

Now let us consider $\left(\mathbb{R}^{\infty}, \mathcal{B}^{\infty}, \gamma^{\infty}\right)$, which is the infinite product space of $(\mathbb{R}, \mathcal{B}(\mathbb{R}), \gamma)$. For any nonnegative integer sequence $\lambda=\left\{\lambda_{j}\right\}_{j \in \mathbb{N}}$, denote

$$
\begin{gathered}
|\lambda|=\sum_{j} \lambda_{j}, \quad \lambda!=\prod_{j}\left(\lambda_{j}!\right) \\
\Lambda_{n}=\left\{\lambda \in \mathbb{R}^{\infty}:|\lambda|=n\right\}, \quad \Lambda=\left\{\lambda \in \mathbb{R}^{\infty}:|\lambda|<\infty\right\} .
\end{gathered}
$$

For any $\lambda \in \Lambda$, define

$$
H_{\lambda}(x)=\prod_{j} H_{\lambda_{j}}\left(x_{j}\right), \quad x=\left\{x_{j}\right\} \in \mathbb{R}^{\infty} .
$$

Then $\left\{(\lambda!)^{-1 / 2} H_{\lambda}: \lambda \in \Lambda\right\}$ is an orthogonal normal basis of $L^{2}\left(\mathbb{R}^{\infty}, \mathcal{B}^{\infty}, \gamma^{\infty}\right)$.
Let $\mathbb{L}_{n}=\operatorname{Span}\left\{H_{\lambda}: \lambda \in \Lambda_{n}\right\}$. Then we see

$$
L^{2}\left(\mathbb{R}^{\infty}, \mathcal{B}^{\infty}, \gamma^{\infty}\right)=\bigoplus_{n=0}^{\infty} \mathbb{L}_{n}
$$

Fixing an orthogonal normal basis $\left\{h_{j}\right\}_{j \in \mathbb{N}}$ of $\mathbb{H}$, we see $\mathbb{H} \cong l^{2}$, where

$$
l^{2}:=\left\{\left\{l_{j}\right\}: \sum_{j} l_{j}^{2}<\infty\right\} .
$$

Define

$$
T: \Omega \rightarrow \mathbb{R}^{\infty}, \quad T \omega=\left\{W_{h_{j}}(\omega)\right\}_{j \in \mathbb{N}} .
$$

Then $T$ is $\mathscr{F} / \mathcal{B}^{\infty}$ measurable and $\gamma^{\infty}=\mu \circ T^{-1}$.
We call the Gaussian probability space $\left(\mathbb{R}^{\infty}, \mathcal{B}^{\infty}, \gamma^{\infty} ; l^{2}\right)$ a numerical model of
$(\Omega, \mathscr{F}, \mu)$.
Define

$$
L^{\infty-}=\bigcap_{1<p<\infty} L^{p}(\Omega, \mathscr{F}, \mu), \quad \text { and } \quad L^{1+}=\bigcup_{1<p<\infty} L^{p}(\Omega, \mathscr{F}, \mu)
$$

respectively by projective limit and inductive limit.
For any $1 \leq p \leq \infty, \phi \in L^{p}\left(\mathbb{R}^{\infty}, \mathcal{B}^{\infty}, \gamma^{\infty}\right)$, set $T_{*} \phi(\omega)=\phi(T \omega)$.

### 6.2.2 Ornstein-Uhlenbeck Semigroups

Let $(\Omega, \mathscr{F}, \mu ; \mathbb{H})$ be a Gaussian probability space. Fix an orthogonal normal basis $\left\{h_{j}\right\}_{j \in \mathbb{N}}$ on $\mathbb{H}$. For any $\lambda \in \Lambda$, set

$$
\widetilde{H}_{\lambda}(\omega)=\prod_{j=1}^{\infty} H_{\lambda_{j}}\left(W_{h_{j}}(\omega)\right)
$$

Then $\left\{(\lambda!)^{-1 / 2} \widetilde{H}_{\lambda}: \lambda \in \Lambda\right\}$ consists of an orthogonal normal basis of $L^{2}(\Omega, \mathscr{F}, \mu)$.
Denote $\widetilde{\mathbb{L}}_{0}=\mathbb{R}$ and $\widetilde{\mathbb{L}}_{n}$ the space spanned by $\left\{\widetilde{H}_{\lambda}: \lambda \in \Lambda_{n}\right\}$. Then we have

$$
L^{2}(\Omega, \mathscr{F}, \mu)=\bigoplus_{n=0}^{\infty} \tilde{\mathbb{L}}_{n} .
$$

Denote by $J_{n}$ the orthogonal projection from $L^{2}(\Omega, \mathscr{F}, \mu)$ to $\widetilde{\mathbb{L}}_{n}$.
Definition 6.2.4. We call

$$
P_{t}:=\sum_{n=0}^{\infty} \mathrm{e}^{-n t} J_{n}, \quad t \geq 0
$$

the Ornstein-Uhlenbeck semigroup on $L^{2}(\Omega, \mathscr{F}, \mu)$.
Remark 6.2.5. It is possible to study the following semigroup which is a slight generalization of the Ornstein-Uhlenbeck semigroup defined by $P_{t}=\sum_{n=0}^{\infty} \rho_{n} J_{n}$ for $t \geq 0$ and some reasonable real sequence $\rho=\left\{\rho_{n}\right\}$.

The following proposition is from [HY00, Chapter 2, Proposition 3.4].
Proposition 6.2.6. Let $P^{\mathbb{R}^{\infty}}$ be the Ornstein-Uhlenbeck semigroup on the nu-
merical model $\left(\mathbb{R}^{\infty}, \mathcal{B}^{\infty}, \gamma^{\infty} ; l^{2}\right)$. Then

$$
\begin{equation*}
\left(P_{t}^{\mathbb{R}^{\infty}} f\right)(x)=\int_{\mathbb{R}^{\infty}} f\left(\mathrm{e}^{-t} x+\sqrt{1-\mathrm{e}^{-2 t}} z\right) \gamma^{\infty}(d z) \tag{6.7}
\end{equation*}
$$

for every $t>0, x \in \mathbb{R}^{\infty}$ and $f \in L^{2}\left(\mathbb{R}^{\infty}, \mathcal{B}^{\infty}, \gamma^{\infty}\right)$.
Since the definition of Ornstein-Uhlenbeck semigroup does not dependent on the choice of the basis of $\mathbb{H}$ (it is called intrinsic property in the literatures, see for instance [Mal97]) , the Mehler formula (6.7) for Ornstein-Uhlenbeck semigroup on the numerical model can be regarded as an equivalent definition of OrnsteinUhlenbeck semigroup on the general Gaussian probability space.

For Ornstein-Uhlenbeck semigroup on general Gaussian probability space, we have the following Mehler formula. We refer to a proof in Nualart [Nua06, Section 1.4].

Proposition 6.2.7. For each $f \in L^{2}(\Omega, \mathscr{F}, \mu)$, there exist some $\mathcal{B}^{\infty} / \mathcal{B}$-measurable function $\psi_{f}: \mathbb{R}^{\infty} \rightarrow \mathbb{R}$ such that $f=\psi_{f} \circ T:=\left(T_{*}^{-1} f\right) \circ T$. Then for every $\omega \in \Omega$ and $t \geq 0$, the Ornstein-Uhlenbeck semigroup on $L^{2}(\Omega, \mathbb{R}, \mu)$ can be written as

$$
\begin{aligned}
P_{t} f(\omega) & =\int_{\Omega} T_{*}^{-1} f\left(\mathrm{e}^{-t} T \omega+\sqrt{1-\mathrm{e}^{-2 t}} T \omega^{\prime}\right) \mu\left(d \omega^{\prime}\right) \\
& =\int_{\mathbb{R}^{\infty}} \psi_{f}\left(\mathrm{e}^{-t} T \omega+\sqrt{1-\mathrm{e}^{-2 t}}\right) \gamma^{\infty}(d z)
\end{aligned}
$$

Now we have the following connection between the Ornstein-Uhlenbeck semigroups on general Gaussian probability spaces and the corresponding semigroups on numerical models.

Proposition 6.2.8. Let $P_{t}$ be the Ornstein-Uhlenbeck semigroup on the Gaussian probability space $(\Omega, \mathscr{F}, \mu ; \mathrm{H})$ and let $P_{t}^{\mathrm{R}^{\infty}}$ be corresponding Ornstein-Uhlenbeck semigroup on the numerical model $\left(\mathbb{R}^{\infty}, \mathcal{B}^{\infty}, \gamma^{\infty} ; l^{2}\right)$. Then for every $t \geq 0$

$$
P_{t}=T_{*} \circ \mathbb{P}_{t}^{\mathrm{R}^{\infty}} \circ T_{*}^{-1}
$$

Proof. For any $f \in L^{2}(\Omega)$, we have

$$
\begin{aligned}
T_{*} \circ \mathbb{P}_{t}^{\mathbb{R}^{\infty}} \circ T_{*}^{-1} f(\omega) & =\mathbb{P}_{t}^{\mathbb{R}^{\infty}} \circ\left(T_{*}^{-1} f\right)(T \omega) \\
& =\int_{\mathbb{R}^{\infty}} T_{*}^{-1} f\left(\mathrm{e}^{-t} T \omega+\sqrt{1-\mathrm{e}^{-2 t}} z\right) \mu(d z)=P_{t} f(\omega) .
\end{aligned}
$$

Remark 6.2.9. Proposition 6.2.7 is in a slight different form with the one in Nu alart [Nua06, Section 1.4]. Proposition 6.2.8 is summarized by the author.

### 6.2.3 Harnack Inequalities and Examples

We first recall the Cameron-Martin theorem on Gaussian probability spaces.
By using the mapping

$$
T_{*}: L^{1+}\left(\mathbb{R}^{\infty}, \mathcal{B}^{\infty}, \gamma^{\infty}\right) \rightarrow L^{1+}(\Omega, \mathscr{F}, \mu)
$$

we can define a shift operator on $L^{1+}(\Omega, \mathscr{F}, \mu)$ by

$$
\varrho_{h}=T_{*} \circ \tau_{J(h)} \circ T_{*}^{-1}, \quad h \in \mathbb{H} .
$$

Here $\tau$ is the shift operator of functionals on $\mathbb{R}^{\infty}$.
We have the following the Cameron-Martin theorem. We refer to [HY00, Theorem 2.5] for a proof.

Theorem 6.2.10. Define an exponential functional by

$$
\mathscr{E}(h)=\exp \left(W_{h}-\frac{1}{2}|h|_{\mathbb{H}}^{2}\right), \quad \text { for every } h \in \mathbb{H} .
$$

Then $\mathscr{E}(h) \in L^{\infty-}$ and

$$
\|\mathscr{E}(h)\|_{p} \leq \exp \left(\frac{p-1}{2}|h|^{2}\right), \quad 1<p<\infty .
$$

Moreover, for every $f \in L^{1+}$, we have

$$
\mathbb{E}\left(\varrho_{h} f\right)=\mathbb{E}(\mathscr{E}(h) f), \quad h \in \mathbb{H} .
$$

Now we can prove a Harnack inequality for the Ornstein-Uhlenbeck semigroups on the numerical model.

Theorem 6.2.11. Let $\mathbb{P}_{t}^{\mathbb{R}^{\infty}}$ be the Ornstein-Uhlenbeck semigroup for numerical model. For any $x, y \in \mathbb{R}^{\infty}$, we define

$$
\rho(x, y)= \begin{cases}|x-y|_{l^{2}}, & \text { if } x-y \in l^{2} \\ +\infty, & \text { otherwise }\end{cases}
$$

Then for any $x, y \in \mathbb{R}^{\infty}, t \geq 0, \alpha, \beta>1$ satisfying $1 / \alpha+1 / \beta=1$, and for any nonnegative $f \in L^{2}\left(\mathbb{R}^{\infty}, \mathcal{B}^{\infty}, \gamma^{\infty}\right)$ we have

$$
\left(\mathbb{P}_{t}^{\mathbb{R}^{\infty}} f\right)^{\alpha}(x) \leq \exp \left(\frac{\beta \rho(x, y)^{2}}{2\left(\mathrm{e}^{2 t}-1\right)}\right) P_{t}^{\mathrm{R}^{\infty}} f^{\alpha}(y)
$$

Proof. We only need to consider the case $x-y \in l^{2}$. For simplicity, we set

$$
\begin{aligned}
& \sigma_{t}=\frac{\mathrm{e}^{-t}}{\sqrt{1-\mathrm{e}^{-2 t}}}=\frac{1}{\sqrt{\mathrm{e}^{2 t}-1}} . \\
& \mathbb{P}_{t}^{\mathbb{R}^{\infty}} f(x)= \int_{\mathbb{R}^{\infty}} f\left(\mathrm{e}^{-t} x+\sqrt{1-\mathrm{e}^{-2 t}} y\right) \gamma^{\infty}(d z) \\
&= \int_{\mathbb{R}^{\infty}} f\left(\mathrm{e}^{-t} y+\sqrt{1-\mathrm{e}^{-2 t}}\left[z+\frac{\mathrm{e}^{-t}(x-y)}{\sqrt{1-\mathrm{e}^{-2 t}}}\right]\right) \gamma^{\infty}(d z) \\
&= \int_{\mathbb{R}^{\infty}} f\left(\mathrm{e}^{-t} y+\sqrt{1-\mathrm{e}^{-2 t}} z\right) . \\
& \leq\left[\int_{\mathbb{R}^{\infty}} f^{\alpha}\left(\mathrm{e}^{-t} y+\sqrt{1-\mathrm{e}^{-2 t}} z\right) \gamma^{\infty}(d z)\right]^{1 / \alpha} . \\
& {\left[\int_{\mathbb{R}^{\infty}} \exp \left(\beta \sigma_{t}\langle z, x-y\rangle_{l^{2}}-\frac{\beta \sigma_{t}^{2}}{2}|x-y|_{l^{2}}\right) \gamma^{\infty}(d z)\right]^{1 / \beta} } \\
&= \exp \left(\frac{(\beta-1) \sigma_{t}^{2}|x-y|_{l^{2}}}{2}\right)\left(\mathbb{P}_{t}^{\mathbb{R}^{\infty}} f^{\alpha}\right)^{1 / \alpha}(y) .
\end{aligned}
$$

Following from Theorem 6.2.11, we have the following Harnack inequality for the Ornstein-Uhlenbeck semigroup on a general Gaussian probability space.

Theorem 6.2.12. Let $P_{t}$ be the Ornstein-Uhlenbeck semigroup on $L^{2}(\Omega, \mathscr{F}, \mu)$. For any $\omega_{1}, \omega_{2} \in \Omega$, we define

$$
\rho\left(\omega_{1}, \omega_{2}\right):= \begin{cases}\left|T \omega_{1}-T \omega_{2}\right|_{l^{2}}, & \text { if } T \omega_{1}-T \omega_{2} \in l^{2} ; \\ +\infty, & \text { otherwise }\end{cases}
$$

Then for any $\omega_{1}, \omega_{2} \in \Omega, t \geq 0, \alpha, \beta>1$ satisfying $1 / \alpha+1 / \beta=1$, and for any nonnegative $f \in L^{2}(\Omega, \mathscr{F}, \mu)$ we have

$$
\left(P_{t} f\right)^{\alpha}\left(\omega_{1}\right) \leq \exp \left(\frac{\beta \rho\left(\omega_{1}, \omega_{2}\right)^{2}}{2\left(\mathrm{e}^{2 t}-1\right)}\right) P_{t} f^{\alpha}\left(\omega_{2}\right) .
$$

Example 6.2.13 (Harnack Inequality for Ornstein-Uhlenbeck Semigroup on Classical Wiener Space). We continue with Example 6.2.2. Consider the OrnsteinUhlenbeck semigroup $P_{t}$ on the classical Wiener space (W, $\left.\mathscr{F}, \mu ; \widetilde{H}\right)$.

Recall that the Cameron-Martin space $\widetilde{H}$ consists of all absolutely continuous function $h:[0,1] \rightarrow \mathbb{R}^{d}$ with a square integrable derivative. The inner product of $\widetilde{H}$ is defined by

$$
\left\langle h_{1}, h_{2}\right\rangle_{\tilde{\mathrm{H}}}:=\int_{0}^{1} \dot{h}_{1}(s) \dot{h}_{2}(s) d s, \quad h_{1}, h_{2} \in \widetilde{\mathrm{H}} .
$$

The intrinsic distance $\rho$ on $(\mathbb{W}, \mathscr{F}, \mu ; \widetilde{H})$ is defined by

$$
\rho\left(w_{1}, w_{2}\right):= \begin{cases}\left\langle w_{1}-w_{2}, w_{1}-w_{2}\right\rangle^{1 / 2}, & \text { if } w_{1}-w_{2} \in \widetilde{\mathbb{H}} \\ \infty, & \text { otherwise }\end{cases}
$$

for all $w_{1}, w_{2} \in \mathbb{W}$.
Then for any $w_{1}, w_{2} \in \mathbb{W}, t \geq 0, \alpha, \beta>1$ satisfying $1 / \alpha+1 / \beta=1$, and for any nonnegative $f \in \mathscr{C}_{b}^{+}(\mathbb{W})$ we have

$$
\left(P_{t} f\right)^{\alpha}\left(w_{1}\right) \leq \exp \left(\frac{\beta \rho\left(w_{1}, w_{2}\right)^{2}}{2\left(\mathrm{e}^{2 t}-1\right)}\right) P_{t} f^{\alpha}\left(w_{2}\right) .
$$

By using semigroup calculus, Shao [Sha07] also studied the Harnack inequalities for the Ornstein-Uhlenbeck semigroups on Wiener spaces.

## Chapter 7

## Harnack Inequalities for Ornstein-Uhlenbeck Processes Driven by Lévy Processes

In this chapter, we devote our studies to Harnack inequalities for OrnsteinUhlenbeck processes with Lévy noise. There are three methods available to prove Harnack inequalities: semigroup calculus, measure transformations on the state spaces and measure transformations on the probability spaces. Röckner and Wang [RW03a] used the first two methods and obtained some Harnack inequalities for generalized Mehler semigroups which are naturally associated with Lévy driven Ornstein-Uhlenbeck processes. We present their methods and results in Sections 7.2 and 7.3 respectively. By the first method, only second order Harnack inequalities were able to be obtained. While Harnack inequalities established by the second method are not explicit in general.

In Section 7.3, we apply the measure transformation on the state space for Lévy Ornstein-Uhlenbeck semigroups more concretely. We also use this method to establish Harnack inequalities for $\alpha$-stable Ornstein-Uhlenbeck process and Markov Chains.

In Section 7.4, by using coupling and Girsanov's transformation, we show Harnack inequalities for Ornstein-Uhlenbeck processes with Lévy noise. The inequalities we prove are more general and sharper than the ones proved in [RW03a]

In Section 7.5 we consider the applications of Harnack inequalities. We mainly study regularizing properties, heat kernel bounds and hyperboundedness of the Lévy Ornstein-Uhlenbeck semigroup.

### 7.1 Lévy Driven Ornstein-Uhlenbeck Processes

Let $\mathbb{H}$ be a real separable Hilbert space with inner product $\langle\cdot, \cdot\rangle$ and norm $|\cdot|$. Let $R$ be a trace class operator on $\mathbb{H}$. In this chapter, as before, we always use the notation $\mathbb{H}_{0}=R^{1 / 2}(\mathbb{H})$ for the Cameron-Martin space of $\mathbb{H},\langle\cdot, \cdot\rangle_{0}$ and $|\cdot|_{0}$ for the natural inner product and norm on $\mathbb{H}_{0}$ respectively (refer to Section 1.1).

Fix $T>0$. Consider the following generalized Langevin equation on $[0, T]$

$$
\begin{equation*}
d X_{t}=A X_{t}+d Z_{t}, \quad X_{0}=x \in \mathbb{H} \tag{7.1}
\end{equation*}
$$

where $Z_{t}$ is a Lévy process with characteristic triplet $(b, R, \nu)$, and $A$ is the infinitesimal generator of a strongly continuous contraction semigroup $\left(S_{t}\right)_{t \geq 0}$ on H.

The mild (unique weak) solution of the stochastic differential equation (7.1) is given by (see for example [Cho87, App06] etc.)

$$
\begin{equation*}
X_{t}=S_{t} x+\int_{0}^{t} S_{t-s} d Z_{s} \tag{7.2}
\end{equation*}
$$

We call this process the Lévy driven Ornstein-Uhlenbeck process.
The associated transition semigroup of $X_{t}$ is given by

$$
\begin{equation*}
P_{t} f(x)=\int_{\mathbb{H}} f\left(S_{t} x+y\right) \mu_{t}(d y) \tag{7.3}
\end{equation*}
$$

for every $x \in \mathbb{H}$ and $f \in \mathscr{C}_{b}(\mathbb{H})$, where $\mu_{t}$ is the law of $\int_{0}^{t} S_{t-s} d Z_{s}$.
By Propositions 1.4.10, we know $\mu_{t}$ is infinitely divisible. Let $\lambda$ be the characteristic symbol of $Z_{t}$. Then the Fourier transform of $\mu_{t}$ is given by

$$
\begin{equation*}
\hat{\mu}_{t}(u)=\exp \left\{-\int_{0}^{t} \lambda\left(S_{r}^{*} u\right) d r\right\}, \quad u \in \mathbb{H} \tag{7.4}
\end{equation*}
$$

Denote by $\left(b_{t}, Q_{t}, \nu_{t}\right)$ for the characteristic triplet of $\mu_{t}$. By Corollary 1.4.11, we have

$$
\begin{align*}
b_{t} & =\int_{0}^{t} S_{r} b d r+\int_{0}^{t} d r \int_{\mathbb{H} \backslash\{0\}} S_{r} x\left\{\mathbb{1}_{\{|x| \leq 1\}}\left(S_{r} x\right)-\mathbb{1}_{\{|x| \leq 1\}}(x)\right\} d x,  \tag{7.5}\\
Q_{t} & =\int_{0}^{t} S_{r} R S_{r}^{*} d r \tag{7.6}
\end{align*}
$$

$$
\begin{equation*}
\nu_{t}=\int_{0}^{t} \nu \circ S_{r}^{-1} d r \tag{7.7}
\end{equation*}
$$

For a family of probability measures $\left(\mu_{t}\right)_{t \geq 0}$ on $\mathbb{H}$, the semigroup of the form (7.3) is called a generalized Mehler semigroup associated with $S_{t}$ and $\mu_{t}$. It can be proved that (see for instance [Les01]) the generalized Mehler semigroup become a Markov semigroup if and only if

$$
\mu_{s+t}(\xi)=\mu_{t} *\left(\mu_{s} \circ S_{t}^{-1} \xi\right), \quad s, t \geq 0, \xi \in \mathbb{H}
$$

Remark 7.1.1. The semigroup with the following property $\mu_{s+t}=\mu_{t} *\left(\mu_{s} \circ S_{t}^{-1}\right)$, for every $s, t \geq 0$ is called skew convolution semigroup. This is a generalization the so called convolution semigroup (the case when $T_{t} \equiv I$ ) corresponding with Lévy process. See the details of convolution semigroup in Page 27.

Under some slight condition, there is a natural one to one corresponding between generalized Mehler semigroup with Markov property and the transition semigroup of Lévy driven Ornstein-Uhlenbeck processes. See [Les01] and references therein for details.

Bibliographic Notes on Generalized Mehler Semigroup Mehler semigroup is named after Mehler [Meh66]. Generalized mehler semigroup has been studied extensively by Röckner and his collaborators in a series papers [BR95, BRS96, FR00, Les01, LR02, Meh66]. See also the papers by Dawson and/or Li et al. [DLSS04, DL06, Li06] etc. for the relation of generalized Mehler semigroup with branching processes. We refer also to Page 96 for the bibliographic notes on Ornstein-Uhlenbeck processes with Gaussian or Lévy noise.

### 7.2 Semigroup Calculus Approach

We work under the framework in Section 7.1 and consider the Lévy OrnsteinUhlenbeck semigroup $P_{t}$ defined in (7.3).

In [RW03a], the following assumptions are used to establish Harnack inequalities.

Assumption 7.2.1. (1) $P_{t}$ has an invariant probability measure;
(2) There exists $\left\{x_{n}\right\}_{n \geq 1} \subset \mathbb{H}$ consisting of eigenvectors of $A^{*}$ and separating the points of $H$;
(3) For every $t \geq 0, S_{t} R(\mathbb{H}) \subset R^{1 / 2}(\mathbb{H})$ holds and there is a strictly positive
$h_{1} \in C[0, \infty)$ such that

$$
\left|S_{t} R x\right|_{0} \leq \sqrt{h_{1}(t)}|R x|_{0}, \quad x \in \mathbb{H}, t \geq 0 .
$$

Under Assumptions 7.2.1, Röckner and Wang [RW03a] proved the following theorem on Harnack inequalities. Recall that we denote by $\rho$ the intrinsic distance on H induced by $R$.

Theorem 7.2.2. Assume Assumption 7.2.1 holds. Then

$$
\begin{equation*}
\left(P_{t} f\right)^{2}(x) \leq \exp \left(\frac{\rho(x, y)^{2}}{\int_{0}^{t} h_{1}(s)^{-1} d s}\right) P_{t} f^{2}(y) \tag{7.8}
\end{equation*}
$$

holds for every $x, y \in \mathbb{H}, t>0$ and $f \in \mathscr{C}_{b}^{+}(\mathbb{H})$. In particular, for the diffusion case, i.e., when $\nu=0$,

$$
\begin{equation*}
\left(P_{t} f\right)^{\alpha}(x) \leq \exp \left(\frac{\beta \rho^{2}(x, y)}{2 \int_{0}^{t} h_{1}(s)^{-1} d s}\right) P_{t} f^{\alpha}(y) \tag{7.9}
\end{equation*}
$$

holds for every $\alpha, \beta>1$ with $1 / \alpha+1 / \beta=1$.

The approach used in [RW03a] to prove Theorem 7.2.2 is semigroup calculus. In the following we just sketch the idea of the proof.

When $\nu=0$, the generator is a diffusion operator. Then by chain rule, we can take derivative of the following function

$$
\begin{equation*}
s \mapsto \log P_{t-s}\left(P_{s} f\right)^{\alpha}\left(x_{s}\right) \tag{7.10}
\end{equation*}
$$

with respect to $s$. Here $x_{s}$ for $s \in[0, t]$ is a geodesic connecting $x$ and $y$ on $\mathbb{H}$.
When $\nu \neq 0$, the generator of the semigroup $P_{t}$ has the following form

$$
\begin{aligned}
& \mathscr{A} f(x)=\langle D f(x), b+A x\rangle+\frac{1}{2} \operatorname{Tr}\left(R D^{2} f(x)\right) \\
&+\int_{\mathbb{H} \backslash\{0\}}\left[f(x+y)-f(x)-\langle D f(x), y\rangle \mathbb{1}_{\{|x|>1\}}(y)\right] \nu(d y) .
\end{aligned}
$$

for regular enough function $f$.
This generator $\mathscr{A}$ is not a diffusion operator and hence the chain rule doesn't work. But Röckner and Wang still can get an estimate of the derivative of the function (7.10) for the special case $\alpha=2$. They used the following explicit
formula for the square field operator

$$
\begin{equation*}
\Gamma(f, f):=\frac{1}{2}\left(\mathscr{A} f^{2}-2 f \mathscr{A} f\right)=\frac{1}{2}\left(\langle R D f, D f\rangle+\int_{\mathrm{H}}[f(\cdot)-f(\cdot+y)]^{2} \nu(d y)\right) \tag{7.11}
\end{equation*}
$$

for regular enough function $f$ (see [LR02, Propostion 4.1] for details).
From (7.11), it is obvious to see that $\Gamma(f, f) \geq \frac{1}{2}\langle R D f, D f\rangle$. Therefore, the Lévy case is reduced to the Gaussian case. So it is also clear why the exponent of the coefficient in the Harnack inequality (7.8) is independent of the Lévy measure $\nu$.

In the spirit of semigroup calculus, one may try to use the martingale expansion method to calculate the derivatives. This method is used by Kawabi [Kaw04, Kaw05] for diffusions. In the following we point out the difficulty of this method for the jump case.

Let $f$ be a function in some nice class. Consider

$$
\begin{aligned}
H\left(r_{1}, r_{2}, r_{3}\right): & (0, t) \times(0, t) \times(0, t) \rightarrow C_{b}(\mathbb{H}), \\
& \left(r_{1}, r_{2}, r_{3}\right) \mapsto P_{r_{1}}\left(P_{t-r_{2}} f\right)^{\alpha}\left(x_{r_{3}}\right) .
\end{aligned}
$$

By the martingale expansion method, it is not hard to calculate

$$
\frac{\partial H}{\partial r_{1}}, \quad \frac{\partial H}{\partial r_{2}}, \quad \frac{\partial H}{\partial r_{3}} .
$$

Let $G(s)=H(s, s, s)$ for $s \in[0, t]$. We want to calculate $G^{\prime}(s)$. For the diffusion case we have

$$
G^{\prime}(s)=\left.\sum_{i=1}^{3} \frac{\partial H}{\partial r_{i}}\left(r_{1}, r_{2}, r_{3}\right)\right|_{r_{1}=r_{2}=r_{3}=s} .
$$

But it is hard to prove the chain rule above for the jump case.

### 7.3 Approach by Using Measure Transformation on State Spaces

### 7.3.1 Main Theorem for Harnack Inequality

We still work under the framework introduced in Section 7.1 and consider the Lévy Ornstein-Uhlenbeck semigroup (7.3).

For the Gaussian case (i.e. $\nu=0$ ), we know $\mu_{t}$ is a Gaussian measure. By using the Cameron-Martin formula for Gaussian measures, we proved a Harnack inequality (5.10).

For the Lévy case (i.e. $\nu \neq 0$ ), we still can use this method of measure transformation on state spaces if we know the Radon-Nikodým derivative of the infinite divisible measure with respect to its shifts. But unfortunately, there are only a few results on the densities. There are some sufficient conditions for the absolute continuity, "but formulae for the densities are not given, because none have been found (Gikhman and Skorokhod [GS66, Section 6, Page 121])."

For convenience, let us denote by $D(m, R, \nu)$ the infinite divisible measure with characteristic triplet $(m, R, \nu)$ on $(\mathbb{H}, \mathcal{B})$. That is,

$$
\begin{aligned}
D(\widehat{m, R}, \nu)=\exp \{i\langle u, m\rangle & -\frac{1}{2}\langle R u, u\rangle \\
& \left.-\int_{\mathbb{H}}\left[1-\exp (i\langle x, u\rangle)+i\langle x, u\rangle \mathbb{1}_{\{|x| \leq 1\}}(x)\right] \nu(d x) \cdot\right\}
\end{aligned}
$$

If $D(\gamma, R, \nu)$ is absolute continuous with respect to $D(0, R, \nu)$, then we will denote the Radon-Nikodým derivative of $D(\gamma, R, \nu)$ with respect to $D(0, R, \nu)$ by $p(\gamma, R, \nu, \cdot)$ :

$$
\frac{d D(\gamma, R, \nu)}{d D(0, R, \nu)}(x)=p(\gamma, R, \nu, x)
$$

In terms of $p(\gamma, R, \nu, \cdot)$, we have the following results on the absolute continuity and Radon-Nikodým derivative of $D(b+\gamma, R, \nu)$ with respect to $D(b, R, \nu)$ for every $b \in \mathbb{H}$.

Proposition 7.3.1. Suppose that $D(\gamma, R, \nu)$ is absolutely continuous with respect to $D(0, R, \nu)$. Then $D(b+\gamma, R, \nu)$ is absolutely continuous with respect to $D(b, R, \nu)$ and the Radon-Nikodým derivative is given by $p(\gamma, R, \nu, \cdot-b)$.

Proof. For every $A \in \mathcal{B}(\mathbb{H})$, we have

$$
\begin{aligned}
D(b+\gamma, R, \nu)(A) & =\int_{\mathbb{H}} \mathbb{1}_{A}(x) D(b+\gamma, R, \nu)(d x) \\
& =\int_{\mathbb{H}} \mathbb{1}_{A}(x)(D(\gamma, R, \nu) * D(b, 0,0))(d x) \\
& =\int_{\mathbb{H}} \int_{\mathbb{H}} \mathbb{1}_{A}(x+y) D(\gamma, R, \nu)(d x) D(b, 0,0)(d y) \\
& =\int_{\mathbb{H}} \mathbb{1}_{A}(x+b) D(\gamma, R, \nu)(d x)
\end{aligned}
$$

$$
\begin{aligned}
& =\int_{\mathbb{H}} \mathbb{1}_{A}(x+b) p(\gamma, R, \nu, x) D(0, R, \nu)(d x) \\
& =\int_{\mathbb{H}} \mathbb{1}_{A}(x) p(\gamma, R, \nu, x-b) D(b, R, \nu)(d x) .
\end{aligned}
$$

Now we can state the following Harnack inequality.
Theorem 7.3.2. Let $x, y \in \mathbb{H}$. Suppose that the infinite divisible measure $D\left(S_{t}(x-y), Q_{t}, \nu_{t}\right)$ is absolute continuous with respect to the infinite divisible measure $D\left(0, Q_{t}, \nu_{t}\right)$. If there exists a $\beta>1$ and $t>0$ such that

$$
\Phi_{t, \beta}(x-y):=\left\|p\left(S_{t}(x-y), Q_{t}, \nu_{t}, \cdot-b_{t}\right)\right\|_{L^{\beta}\left(H, \mu_{t}\right)}<\infty,
$$

then

$$
\begin{equation*}
\left(P_{t} f\right)^{\alpha}(x) \leq \Phi_{t, \beta}(x-y)^{\alpha} P_{t} f^{\alpha}(y), \quad f \in \mathscr{C}_{b}^{+}(\mathbb{H}) \tag{7.12}
\end{equation*}
$$

where $\alpha=\frac{\beta}{\beta-1}$.

Proof. By the representation (7.3) of the Ornstein-Uhlenbeck semigroup, we have

$$
\begin{aligned}
P_{t} f(x) & =\int_{\mathrm{H}} f\left(S_{t} x+z\right) \mu_{t}(d z) \\
& =\int_{\mathrm{H}} f\left(S_{t} y+z\right) p\left(S_{t}(x-y), Q_{t}, \nu_{t}, z-b_{t}\right) \mu_{t}(d z) \\
& \leq\left(\int_{\mathrm{H}} f^{\alpha}\left(S_{t} y+z\right) \mu_{t}(d z)\right)^{1 / \alpha}\left(\int_{\mathrm{H}} p\left(S_{t}(x-y), Q_{t}, \nu_{t}, z-b_{t}\right)^{\beta} \mu_{t}(d z)\right)^{1 / \beta} \\
& =\left(P_{t} f^{\alpha}(y)\right)^{1 / \alpha} \Phi_{t, \beta}(x-y) .
\end{aligned}
$$

This proves (7.12).
Remark 7.3.3. [RW03a, Theorem 1.5] which is in terms of the Radon-Nikodým derivative $\eta_{t}(x, \cdot)$ :

$$
\eta_{t}(x, z):=\frac{d \mu_{t} \circ \theta_{S_{t x} x}^{-1}}{d \mu_{t}}(z) .
$$

where for any $x \in \mathbb{H}, \theta_{x}$ is the shift operator $y \mapsto x+y$ for any $y \in \mathbb{H}$. In Theorem 7.3.2, we note the fact that $\mu_{t}$ is an infinite divisible measure and we base our theorem on the Radon-Nikodým derivative $p(\gamma, R, \nu, \cdot)$.

### 7.3.2 Harnack Inequalities for $\alpha$-Stable Ornstein-Uhlenbeck Processes

## Finite Dimensional $\alpha$-Stable Ornstein-Uhlenbeck Processes

Let us consider the following stochastic differential equation

$$
\left\{\begin{align*}
d X_{t} & =-\lambda X_{t} d t+d Z_{t}  \tag{7.13}\\
X_{0} & =x \in \mathbb{R}^{d}
\end{align*}\right.
$$

where $Z_{t}$ is a symmetric $\alpha$-stable process with index $\alpha \in(0,2)$, and $\lambda>0$ is a constant.

The mild solution of (7.13) is given by

$$
X_{t}=\mathrm{e}^{-\lambda t} x+\int_{0}^{t} \mathrm{e}^{\lambda(u-t)} d Z_{u}, \quad t \geq 0
$$

Denote the transition density of $X_{t}$ by $p_{\alpha}(t, x, y)$. It has the following connection with $\hat{p}_{\alpha}(\cdot, \cdot, \cdot)$ (the transition density of $S \alpha S$ process) and $\hat{p}_{\alpha}(\cdot)$ (the density of $\alpha$-stable random variable).

Proposition 7.3.4. For every $\alpha \in(0,2)$ and $t>0$, the transition density of $X_{t}$ is given by

$$
\begin{aligned}
p_{\alpha}(t, x, y) & =\hat{p}_{\alpha}\left(\frac{1-\mathrm{e}^{\alpha \lambda t}}{\alpha \lambda}, \mathrm{e}^{-\lambda t} x, y\right) \\
& =\hat{p}_{\alpha}\left(\frac{y-\mathrm{e}^{-\lambda t} x}{\left(\frac{1-\mathrm{e}^{\alpha \lambda t}}{\alpha \lambda}\right)^{1 / \alpha}}\right) .
\end{aligned}
$$

Proof. We only need to note that by Proposition 1.4.10, the characteristic exponent of $\int_{0}^{t} \mathrm{e}^{\lambda(u-t)} d Z_{u}$ is given by

$$
\begin{aligned}
& -\log \mathbb{E} \exp \left\{i\left\langle\xi, \int_{0}^{t} \mathrm{e}^{\lambda(u-t)} d Z_{u}\right\rangle\right\} \\
= & \int_{0}^{t}\left|\mathrm{e}^{\lambda(u-t)} \xi\right|^{\alpha} d u=|\xi|^{\alpha} \cdot \frac{1-\mathrm{e}^{-\alpha \lambda t}}{\alpha \lambda}
\end{aligned}
$$

for every $\xi \in \mathbb{R}^{d}$
In terms of the transition density $p_{\alpha}(t, x, y)$, we can get the following Harnack
inequality for the transition semigroup $P_{t}$ of the $\alpha$-stable Ornstein-Uhlenbeck process $X_{t}$.
Theorem 7.3.5. For all $t>0, p, q>1$ with $1 / p+1 / q=1$, and $f \in \mathscr{C}_{b}^{+}\left(\mathbb{R}^{d}\right)$, the following inequality holds

$$
\left(P_{t} f\right)^{p}(x) \leq\left[\int_{\mathbb{R}^{d}}\left(\frac{p_{\alpha}(t, x, z)}{p_{\alpha}(t, y, z)}\right)^{q} p_{\alpha}(t, y, z) d z\right]^{p / q} P_{t} f^{p}(y) .
$$

Proof.

$$
\begin{aligned}
P_{t} f(x) & =\int_{\mathbb{R}^{d}} f(z) p_{\alpha}(t, x, z) d z \\
& =\int_{\mathbb{R}^{d}} f(z) \frac{p_{\alpha}(t, x, z)}{p_{\alpha}(t, y, z)} p_{\alpha}(t, y, z) d z \\
& \leq\left[\int_{\mathbb{R}^{d}} f^{p}(z) p_{\alpha}(t, y, z) d z\right]^{1 / p}\left[\int_{\mathbb{R}^{d}}\left(\frac{p_{\alpha}(t, x, z)}{p_{\alpha}(t, y, z)}\right)^{q} p_{\alpha}(t, y, z) d z\right]^{1 / q} \\
& =\left[P_{t} f^{p}(y)\right]^{1 / p}\left[\int_{\mathbb{R}^{d}}\left(\frac{p_{\alpha}(t, x, z)}{p_{\alpha}(t, y, z)}\right)^{q} p_{\alpha}(t, y, z) d z\right]^{1 / q} .
\end{aligned}
$$

By using the estimate (1.4.16) of $\hat{p}_{\alpha}(t, x, y)$ and the relation (1.4.15) between $p_{\alpha}(t, x, y)$ and $\hat{p}_{\alpha}(t, x, y)$ we have the following corollary.

Corollary 7.3.6. For every $t>0, p, q>0$ with $1 / p+1 / q=1$. Let

$$
\begin{aligned}
& C_{1}=K^{2 q+1} \int_{\mathbb{R}^{d}}\left(\frac{\left|\mathrm{e}^{-\lambda t} y-z\right|}{\left|\mathrm{e}^{-\lambda t} x-z\right|}\right)^{q(d+\alpha)} t_{*}^{-d / \alpha} d z, \\
& C_{2}=K^{2 q+1} \int_{\mathbb{R}^{d}}\left(\frac{\left|\mathrm{e}^{-\lambda t} y-z\right|}{\left|\mathrm{e}^{-\lambda t} x-z\right|}\right)^{q(d+\alpha)} \frac{t_{*}}{\left|\mathrm{e}^{-\lambda t} y-z\right|^{d / \alpha}} d z, \\
& C_{3}=K^{2 q+1} \int_{\mathbb{R}^{d}} \frac{t_{*}}{\left|\mathrm{e}^{-\lambda t} y-z\right|^{d / \alpha}} d z,
\end{aligned}
$$

where

$$
t_{*}:=\frac{1-\mathrm{e}^{-\alpha \lambda t}}{\alpha \lambda} .
$$

Let $C^{\alpha / q}=\min \left\{C_{1}, C_{2}, C_{3}\right\}$. Then

$$
\left(P_{t} f\right)^{p}(x) \leq C P_{t} f^{p}(y)
$$

holds for every $f \in \mathscr{C}_{b}^{+}\left(\mathbb{R}^{d}\right)$.

## Infinite Diagonal $\alpha$-stable Ornstein-Uhlenbeck Processes

Let $\left\{e_{n}\right\}_{n \geq 1}$ be an orthogonal normal basis on $\mathbb{H}$. Let $A$ be an self-adjoint operator on $H$ with eigenvalue $-\lambda_{j}(j \geq 1)$ and associated eigenvector $e_{j}$. That is, we assume

$$
A e_{j}=-\lambda_{j} e_{j}, \quad j \geq 1
$$

Suppose that $Z_{t}$ is an $\alpha$-Stable process on $\mathbb{H}$. For every $j \geq 1$, set $Z_{t}^{j}=$ $\left\langle Z_{t}, e_{j}\right\rangle$. We suppose that there exist some $\theta_{j}>0$ such that

$$
\mathbb{E} \mathrm{e}^{i \xi Z_{t}^{j}}=\mathrm{e}^{-t\left|\theta_{j} \xi\right|^{\alpha}}
$$

for all $\xi \in \mathbb{R}$ and $j \geq 1$.
Consider the following equation

$$
\left\{\begin{align*}
d X_{t} & =A X_{t} d t+d Z_{t}  \tag{7.14}\\
X_{0} & =x \in \mathbb{H} .
\end{align*}\right.
$$

For any $j \geq 1$, denote by $X_{t}^{j}=\left\langle X_{t}, e_{j}\right\rangle$ and $x_{t}^{j}=\left\langle x, e_{j}\right\rangle$. Then the equation (7.14) is equivalent with the following system of equations on $\mathbb{R}$ :

$$
\left\{\begin{align*}
d X_{t}^{j} & =A X_{t}^{j} d t+d Z_{t}^{j}  \tag{7.15}\\
X_{0}^{j} & =x^{j} \in \mathbb{H}
\end{align*}\right.
$$

The transition density of $X_{t}^{j}$ is given by

$$
\begin{equation*}
p_{\alpha}^{j}\left(t, x^{j}, y^{j}\right)=\hat{p}_{\alpha}\left(t_{*}^{j}, \mathrm{e}^{-\lambda_{j} t} x^{j}, y^{j}\right), \tag{7.16}
\end{equation*}
$$

where

$$
t_{*}^{j}:=\frac{\theta_{j}^{\alpha}\left(1-\mathrm{e}^{-\alpha \lambda_{j} t}\right)}{\alpha \lambda_{j}}
$$

Denote by $\mathbb{H}_{n}:=\operatorname{Span}\left\{e_{1}, e_{2}, \cdots, e_{n}\right\}$ the $n$-dimensional subspace of $\mathbb{H}$. Let the projection of $X_{t}, x, Z_{t}$ to $\mathbb{H}_{n}$ be $X_{t}^{(n)}, x^{(n)}, Z_{t}^{(n)}$ respectively. Then the transition density of $X_{t}^{(n)}$ on $\mathbb{H}_{n}$ is

$$
p_{\alpha}^{(n)}\left(t, x^{(n)}, y^{(n)}\right)=\prod_{j=1}^{n} p_{\alpha}^{j}\left(t, x^{j}, y^{j}\right)=\prod_{j=1}^{n} \hat{p}_{\alpha}\left(t_{*}^{j}, \mathrm{e}^{-\lambda_{j} t} x^{j}, y^{j}\right)
$$

By Theorem 7.3.5, we have the following result for the transition semigroup
$P_{t}^{(n)}$ of $X_{t}^{(n)}$ on the subspace $\mathbb{H}_{n}$.
Lemma 7.3.7. For every $t>0, x^{(n)}, y^{(n)} \in \mathbb{H}_{n}, f \in \mathscr{C}_{b}^{+}\left(\mathbb{H}_{n}\right)$, and $p, q>0$ satisfying $1 / p+1 / q=1$, the following inequality holds

$$
\left(P_{t}^{(n)} f\right)^{p}\left(x^{(n)}\right) \leq\left[\int_{\mathbb{R}^{d}}\left(\frac{p_{\alpha}^{(n)}\left(t, x^{(n)}, z\right)}{p_{\alpha}^{(n)}\left(t, y^{(n)}, z\right)}\right)^{q} p_{\alpha}^{(n)}\left(t, y^{(n)}, z\right) d z\right]^{p / q} P_{t}^{(n)} f^{p}\left(y^{(n)}\right)
$$

By taking limit $n \rightarrow \infty$ in Lemma 7.3.7, we can obtain the following Harnack inequality for the transition semigroup $P_{t}$ of $X_{t}$.

Theorem 7.3.8. For every $t>0, x, y \in \mathbb{H}, f \in \mathscr{C}_{b}^{+}(\mathbb{H})$, and $p, q>0$ satisfying $1 / p+1 / q=1$, the following inequality holds

$$
\left(P_{t} f\right)^{p}(x) \leq \lim _{n \rightarrow \infty}\left[\int_{\mathbb{R}^{d}}\left(\frac{p_{\alpha}^{(n)}\left(t, x^{(n)}, z\right)}{p_{\alpha}^{(n)}\left(t, y^{(n)}, z\right)}\right)^{q} p_{\alpha}^{(n)}\left(t, y^{(n)}, z\right) d z\right]^{p / q} P_{t} f^{p}(y)
$$

### 7.3.3 Harnack Inequalities for Markov Chains

Let $\left(X_{t}\right)_{t \geq 0}$ be a homogeneous Markov chain (see, for instance, Norris [Nor98] for the background) with discrete state space $\mathbb{N}$. For every $t \geq 0, i, j \in \mathbb{N}$, denote by

$$
p_{t}(i, j)=\mathbb{P}\left(X_{s+t}=j \mid X_{s}=i\right), \quad s \geq 0
$$

the transition probability from state $i$ to state $j$ in time $t$. The transition semigroup of $X_{t}$ is defined by

$$
P_{t} f(i)=\sum_{k \in \mathbb{N}} p_{t}(i, k) f(k), \quad i \in \mathbb{N},
$$

for every bounded measurable function $f$ defined on $\mathbb{N}$.
We have the following result on Harnack inequality for Markov chain.

Theorem 7.3.9. Assume the Markov chain is irreducible. That is, there exists some $t_{0} \geq 0$ such that for all $t \geq t_{0}$ and every states $i, j \in \mathbb{N}, p_{t}(i, j)>0$. Then

$$
\begin{equation*}
\left(P_{t} f\right)^{\alpha}(i) \leq\left(\sum_{k \in \mathbb{N}}\left(\frac{p_{t}(i, k)}{p_{t}(j, k)}\right)^{\beta} p_{t}(j, k)\right)^{\alpha / \beta} P_{t} f^{\alpha}(j), \quad i, j \in \mathbb{N} \tag{7.17}
\end{equation*}
$$

for every $t \geq t_{0}, \alpha, \beta>1$ with $1 / \alpha+1 / \beta=1$, and every positive function $f$ defined on $\mathbb{N}$.

Proof.

$$
\begin{aligned}
P_{t} f(i) & =\sum_{k \in \mathbb{N}} p_{t}(i, k) f(k)=\sum_{k \in \mathbb{N}} \frac{p_{t}(i, k)}{p_{t}(j, k)} p_{t}(j, k) f(k) \\
& \leq\left(\sum_{k \in \mathbb{N}}\left(\frac{p_{t}(i, k)}{p_{t}(j, k)}\right)^{\beta} p_{t}(j, k)\right)^{1 / \beta}\left(\sum_{k \in \mathbb{N}} f^{\alpha}(k) p_{t}(j, k)\right)^{1 / \alpha} \\
& =\left(\sum_{k \in \mathbb{N}}\left(\frac{p_{t}(i, k)}{p_{t}(j, k)}\right)^{\beta} p_{t}(j, k)\right)^{1 / \beta}\left(P_{t} f^{\alpha}(j)\right)^{1 / \alpha} .
\end{aligned}
$$

Especially, let $\left(X_{n}\right)_{n \in \mathbb{N}}$ be a discrete time Markov chain on a finite state space $S=\{1,2, \ldots, l\}$. Denote by $P=\left(p_{i j}\right)_{l \times l}$ for the one-step transition matrix, where

$$
p_{i j}=\mathbb{P}\left(X_{n+1}=j \mid X_{n}=i\right), \quad n \in \mathbb{N} .
$$

Denote the $(i, j)$-element of $P^{n}$ by $p_{i j}^{(n)}$. We know $p_{i j}^{(n)}$ is the $n$-step transition probability from state $i$ to state $j$ :

$$
p_{i j}^{(n)}=\mathbb{P}\left(X_{n+m}=j \mid X_{m}=i\right)
$$

for every $m \in \mathbb{N}$.
By Theorem 7.3.9, we have the following Harnack inequality for $X_{n}$.
Corollary 7.3.10. Suppose that for every $i, j \in S$, we have $p_{i j}>0$ Then

$$
\begin{equation*}
\left(P_{n} f\right)^{\alpha}(i) \leq\left(\sum_{k=1}^{l}\left(\frac{P_{i, k}^{n}}{P_{j, k}^{n}}\right)^{\beta} p_{j, k}\right)^{\alpha / \beta} P_{n} f^{\alpha}(j), \quad n \in \mathbb{N}, i, j \in S \tag{7.18}
\end{equation*}
$$

holds for every $n \in \mathbb{N}, \alpha, \beta>1$ with $1 / \alpha+1 / \beta=1$, and every positive function $f$ defined on $S$.

Example 7.3.11. Let $P=\left(p_{i j}\right)_{l \times l}$ with $p_{i j}=1 / l$. Then by Corollary 7.3.10, for every $n \in \mathbb{N}, \alpha, \beta>1$ with $1 / \alpha+1 / \beta=1$, and every function $f$ defined on $S$, we have,

$$
\left(P_{n} f\right)^{\alpha}(i) \leq P_{n} f^{\alpha}(j), \quad i, j=1,2, \ldots l .
$$

### 7.4 Method of Coupling and Girsanov's Transformation

### 7.4.1 Harnack Inequalities: Using a Control Drift

Recall that our object is the following Ornstein-Uhlenbeck processes

$$
\begin{equation*}
d Y_{t}=A Y_{t} d t+d Z_{t} \tag{7.19}
\end{equation*}
$$

where $A$ is the generator of a strongly continuous semigroup $\left(S_{t}\right)_{0 \leq t \leq T},\left(Z_{t}\right)_{0 \leq t \leq T}$ is an $\mathbb{H}$-valued Lévy process on a filtered probability space $\left(\Omega, \mathscr{F},\left(\mathscr{F}_{t}\right)_{0 \leq t \leq T}, \mathbb{P}\right)$ with characteristic triplet $(b, R, \nu)$.

Denote by $P_{t}$ for the transition semigroup of the solution process associated with the stochastic equation (7.19). We first prove the following Harnack inequality for $P_{t}$.

Lemma 7.4.1. Let $T>0$ and $x, y \in \mathbb{H}$. Suppose that there is a control $\gamma \in$ $L^{2}([0, T], \mathbb{H})$ of the following deterministic control system

$$
\left\{\begin{align*}
d x_{t} & =A x_{t} d t+R^{1 / 2} \gamma_{t} d t  \tag{7.20}\\
x_{0} & =y-x,
\end{align*}\right.
$$

such that $x_{T}=0$. Then

$$
\begin{equation*}
\left(P_{T} f\right)^{\alpha}(x) \leq \exp \left(\frac{\beta}{2} \int_{0}^{T}\left|\gamma_{u}\right|^{2} d u\right) P_{T} f^{\alpha}(y) \tag{7.21}
\end{equation*}
$$

for every function $f \in \mathscr{C}_{b}^{+}(\mathbb{H})$ and $\alpha, \beta>0$ satisfying $1 / \alpha+1 / \beta=1$.

Proof. Denote by $\left(W_{t}\right)_{0 \leq t \leq T}$ the Gaussian part of the Lévy process $Z_{t}$. It is known that $\left(W_{t}\right)_{0 \leq t \leq T}$ is an $R$-Wiener process. Set

$$
\tilde{\gamma}_{t}=R^{1 / 2} \gamma_{t} \in \mathbb{H}_{0}, \quad \text { for every } 0 \leq t \leq T
$$

Define

$$
\rho_{t}=\exp \left(\int_{0}^{t}\left\langle\tilde{\gamma}_{u}, d W_{u}\right\rangle_{0}-\frac{1}{2} \int_{0}^{t}\left|\tilde{\gamma}_{u}\right|_{0}^{2} d u\right), \quad 0 \leq t \leq T .
$$

It is clear that $\left(\rho_{t}\right)_{0 \leq t \leq T}$ is a $\mathscr{F}_{t}$-martingale with respect to $\mathbb{P}$ since $\gamma$ is square
integrable. Hence, we can define a new probability measure $\widetilde{\mathbb{Q}}$ on $\mathscr{F}_{T}$ by

$$
\widetilde{\mathbb{Q}}=\rho_{T} \mathbb{P}
$$

Now by the Girsanov theorem for Lévy processes (Theorem 2.2.2), we know the following drifted transformed process

$$
\begin{equation*}
\widetilde{Z}_{t}:=Z_{t}-\int_{0}^{t} \tilde{\gamma}_{u} d u, \quad 0 \leq t \leq T \tag{7.22}
\end{equation*}
$$

is also a Lévy process with characteristic triplet $(b, R, \nu)$ with respect to $\widetilde{\mathbb{Q}}$.
We know the Ornstein-Uhlenbeck process

$$
Y_{t}^{y}=S_{t} y+\int_{0}^{t} S_{t-u} d Z_{u}
$$

solves Equation (7.19) with initial data $Y_{0}^{y}=y \in \mathbb{H}$. Hence for $f \in \mathscr{C}_{b}^{+}(\mathbb{H})$, we have

$$
\begin{equation*}
P_{t} f(y)=\mathbb{E}_{\mathbb{P}} f\left(Y_{t}^{y}\right) . \tag{7.23}
\end{equation*}
$$

Now we are going to make a drift transformation of

$$
Y_{t}^{x}=S_{t} x+\int_{0}^{t} S_{t-u} d Z_{u}
$$

which solves Equation (7.19) with initial data $Y_{0}^{x}=x \in \mathbb{H}$.
Let us consider another Ornstein-Uhlenbeck process

$$
\begin{equation*}
X_{t}^{x}=S_{t} x+\int_{0}^{t} S_{t-u} d \widetilde{Z}_{u} \tag{7.24}
\end{equation*}
$$

on $\left(\Omega, \mathscr{F},\left(\mathscr{F}_{t}\right)_{0 \leq t \leq T}, \widetilde{\mathbb{Q}}\right)$. Obviously we have

$$
\begin{equation*}
P_{t} f(x)=\mathbb{E}_{\widetilde{\mathbb{Q}}} f\left(X_{t}^{x}\right) \tag{7.25}
\end{equation*}
$$

It is easy to see that $X_{t}^{x}$ is a drift transformation of $Y_{t}^{x}$ :

$$
\begin{equation*}
X_{t}^{x}=Y_{t}^{x}-\int_{0}^{t} S_{t-u} \tilde{\gamma}_{u} d u, \quad, \quad 0 \leq t \leq T \tag{7.26}
\end{equation*}
$$

From this fact we get the the following relation between the processes $X_{t}^{x}$ and
$Y_{t}^{y}:$

$$
\begin{equation*}
X_{t}^{x}=Y_{t}^{y}-x_{t}, \quad 0 \leq t \leq T \tag{7.27}
\end{equation*}
$$

The proof of (7.27) is easy. First, we solve the equation (7.20) and get

$$
\begin{equation*}
x_{t}=S_{t}(y-x)+\int_{0}^{t} S_{t-u} \tilde{\gamma}_{u} d u \tag{7.28}
\end{equation*}
$$

Then we substitute (7.22) into (7.24) and use the fact (7.28), we see

$$
\begin{aligned}
X_{t}^{x} & =S_{t} x+\int_{0}^{t} S_{t-u} d Z_{u}-\int_{0}^{t} S_{t-u} \tilde{\gamma}_{u} d u \\
& =S_{t} x+\int_{0}^{t} S_{t-u} d Z_{u}-x_{t}+S_{t}(y-x) \\
& =S_{t} y+\int_{0}^{t} S_{t-u} d Z_{u}-x_{t} \\
& =Y_{t}^{y}-x_{t} .
\end{aligned}
$$

It follows from (7.27) and the fact that $x_{T}=0$, we know $X_{T}^{x}=Y_{T}^{y}$.
Intuitively, the procedure above means that by pulling down each trajectory of $Y_{t}^{x}$ with quantity $\int_{0}^{t} S_{t-u} \tilde{\gamma}_{u} d u$, we get $X_{t}^{x}$ and it meets $Y_{t}^{y}$ at time $T$. The main idea is shown in Figure 7.1.

By Hölder's inequality we get

$$
\begin{align*}
\mathbb{P}_{T} f(x)=\mathbb{E}_{\widetilde{\mathbb{Q}}} f\left(X_{T}^{x}\right) & =\mathbb{E}_{\mathbb{P}} \rho_{T} f\left(Y_{T}^{y}\right) \\
& \leq\left(\mathbb{E}_{\mathbb{P}} \rho_{T}^{\beta}\right)^{1 / \beta}\left(\mathbb{E}_{\mathbb{P}} f^{\alpha}\left(Y_{T}^{y}\right)\right)^{1 / \alpha}  \tag{7.29}\\
& =\left(\mathbb{E}_{\mathbb{P}} \rho_{T}^{\beta}\right)^{1 / \beta}\left(P_{T} f(y)\right)^{1 / \alpha}
\end{align*}
$$

We can calculate the moment of $\rho_{T}^{\beta}$ explicitly.

$$
\begin{align*}
\mathbb{E}_{\mathbb{P}} \rho_{T}^{\beta} & =\mathbb{E}_{\mathbb{P}} \exp \left\{\beta \int_{0}^{T}\left\langle\tilde{\gamma}_{u}, d W_{u}\right\rangle_{0}-\frac{\beta}{2} \int_{0}^{T}\left|\tilde{\gamma}_{u}\right|_{0}^{2} d u\right\} \\
& =\exp \left\{\frac{\beta^{2}}{2} \int_{0}^{T}\left|\tilde{\gamma}_{u}\right|_{0}^{2} d u-\frac{\beta}{2} \int_{0}^{T}\left|\tilde{\gamma}_{u}\right|_{0}^{2} d u\right\}  \tag{7.30}\\
& =\exp \left\{\frac{\beta(\beta-1)}{2} \int_{0}^{T}\left|\tilde{\gamma}_{u}\right|_{0}^{2} d u\right\}
\end{align*}
$$

Substitute the moment of $\rho_{T}^{\beta}$ worked out in (7.30) into (7.29), we obtain the
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following inequality

$$
\left(P_{T} f\right)^{\alpha}(x) \leq \exp \left(\frac{\beta}{2} \int_{0}^{T}\left|\tilde{\gamma}_{u}\right|_{0}^{2} d u\right) P_{T} f^{\alpha}(y)
$$

The proof is finished by noting that $\left|\tilde{\gamma}_{t}\right|_{0}=\left|\gamma_{t}\right|$ for every $t \in[0, T]$.

Remark 7.4.2. In the proof we use an explicit deterministic drift transformation for the process $Y_{t}$ to obtain coupling. This is due to the linearity of the stochastic partial differential equation. Therefore we can use Girsanov's transformation which only involves the Gaussian part. If the drift is dependent on the jump part, we cannot apply this method. The reason is explained in Section 4.8. For nonlinear stochastic equations with jumps and Gaussian part, even for one dimensional stochastic differential equations, we are not able to find a proper drift which is independent of the jumps. So we are not able to prove Harnack inequalities use this method.

Remark 7.4.3. It is possible to consider Harnack inequalities for time-dependent Ornstein-Uhlenbeck processes (see [Knä09] and references therein) similarly.

### 7.4.2 Harnack Inequalities: Optimization Over All Drifts

We will deduce from Lemma 7.4.1 a theorem by taking infimum over all null control drifts.

As in Chapter 5, we use the following notation

$$
Q_{t}:=\int_{0}^{t} S_{u} R S_{u}^{*} d u, \quad \Gamma_{t}:=Q_{t}^{-1 / 2} S_{t}
$$

for $0 \leq t \leq T$.
Theorem 7.4.4. Let $T>0$ and $x, y \in \mathbb{H}$. Suppose that

$$
\begin{equation*}
S_{T}(y-x) \in Q_{T}^{1 / 2}(\mathbb{H}) \tag{7.31}
\end{equation*}
$$

Then

$$
\begin{equation*}
\left(P_{T} f\right)^{\alpha}(x) \leq \exp \left(\frac{\beta}{2}\left|\Gamma_{T}(x-y)\right|^{2}\right) P_{T} f^{\alpha}(y) \tag{7.32}
\end{equation*}
$$

holds for every $f \in \mathscr{C}_{b}^{+}(\mathbb{H})$ and $\alpha, \beta>1$ satisfying $1 / \alpha+1 / \beta=1$.

Proof. We first note that (see Appendix A or [Zab08], [DPZ92, Appendix B] etc.) that condition (7.31) hold if and only if the control system (7.20) is null controllable. That is, there exists an $\mathbb{H}$-valued square integrable function $\gamma_{t}$ on $[0, T]$ such that $y_{T}=0$.

Moreover, $\left|\Gamma_{t}(x-y)\right|^{2}$ is the minimal energy for driving $x-y$ to 0 :

$$
\begin{equation*}
\left|\Gamma_{T}(x-y)\right|^{2}=\inf \left\{\int_{0}^{T}\left|\gamma_{s}\right|^{2}: \gamma \in L^{2}([0, T], \mathbb{H}), y_{T}=0\right\} \tag{7.33}
\end{equation*}
$$

By Lemma 7.4.1 we have inequality (7.21). The proof is completed by taking infimum over all possible choices of the control $\gamma$ for (7.21) and using the expression (7.33).

Remark 7.4.5. We have proved the Harnack inequality (7.32) for the Gaussian case (See Proposition 5.2.3) by using the Cameron-Martin formula. For the Gauss Ornstein-Uhlenbeck semigroup, the inequality (7.32) is optimal.

We have the following corollary.
Corollary 7.4.6. Let $T>0$. Suppose that

$$
\begin{equation*}
S_{T}(\mathbb{H}) \subset Q_{T}^{1 / 2}(\mathbb{H}) \tag{7.34}
\end{equation*}
$$

Then

$$
\begin{equation*}
\left(P_{T} f\right)^{\alpha}(x) \leq \exp \left(\frac{\beta}{2}\left|\Gamma_{T}(x-y)\right|^{2}\right) P_{T} f^{\alpha}(y) \tag{7.35}
\end{equation*}
$$

holds for every $x, y \in \mathbb{H}, f \in \mathscr{C}_{b}^{+}(\mathbb{H})$ and $\alpha, \beta>0$ satisfying $1 / \alpha+1 / \beta=1$.

### 7.4.3 Estimates of the Harnack Inequalities

The coefficient of the Harnack inequality (7.32) is simple but not so direct to compute. However, by taking any explicit choice of the control $\gamma_{t}$ for the control system (7.20), we can get an upper bound estimation of $\left|\Gamma_{t}(x-y)\right|$ via the minimal energy representation (7.33). We refer to Subsection 5.2.2 for some estimates on $\left\|\Gamma_{T}\right\|$. In this way (or using Lemma 7.4.1 directly) we can get an explicit Harnack inequality.

The control $\gamma_{t}$ naturally determines the behavior of the system $x_{t}$. In the following we are going to consider the controls such that the system behave in the following ways:
(1) There is some positive continuous function $\xi_{t}$ on $[0, T]$ such that

$$
\begin{equation*}
x_{t}=\left(1-\frac{\int_{0}^{t} \xi_{u} d u}{\int_{0}^{T} \xi_{u} d u}\right) S_{t}(y-x), \quad t \in[0, T] \tag{7.36}
\end{equation*}
$$

(2)

$$
\begin{equation*}
y_{t}=\left(1-\frac{t}{T}\right)(y-x), \quad t \in[0, T] . \tag{7.37}
\end{equation*}
$$

Note that the first choice (7.36) is a time-scaling of the following simple case

$$
y_{t}=\left(1-\frac{t}{T}\right) S_{t}(y-x), \quad t \in[0, T] .
$$

By taking the first choice we can obtain the following corollary.
Corollary 7.4.7. Let $T>0$ be a fixed constant. Suppose that $S_{T}(\mathbb{H}) \subset R^{1 / 2}(\mathbb{H})$. Let $\xi$ be a continuous positive function on $[0, T]$. Assume

$$
\int_{0}^{T}\left|S_{u} x\right|_{0}^{2} \xi_{u}^{2} d u<\infty \quad \text { for all } x \in \mathbb{H}
$$

Then

$$
\begin{equation*}
\left(P_{T} f\right)^{\alpha}(x) \leq \exp \left(\frac{\beta \int_{0}^{T}\left|S_{u}(x-y)\right|_{0}^{2} \xi_{u}^{2} d u}{2\left(\int_{0}^{T} \xi_{u} d u\right)^{2}}\right) P_{T} f^{\alpha}(y) \tag{7.38}
\end{equation*}
$$

holds for every $x, y \in \mathbb{H}, f \in \mathscr{C}_{b}^{+}(\mathbb{H})$ and $\alpha, \beta>1$ with $1 / \alpha+1 / \beta=1$.

Proof. Take

$$
\gamma_{u}=R^{-1 / 2} S_{u}(x-y) \cdot \frac{\xi_{u}}{\int_{0}^{T} \xi_{u} d u}, \quad u \in[0, T]
$$

It is obvious that $\gamma_{u}$ is a null control of the system (7.20) by noting the formula (7.28). Then we can finish the proof by applying Lemma 7.4.1.

From Corollary 7.4.7 we have the following assertions if we assume further the estimates on $\left\|S_{t}\right\|$ for $t \in[0, T]$.

Corollary 7.4.8. Assume the assumptions in Corollary 7.4.7 and

$$
\left|S_{u} z\right|_{0} \leq \sqrt{\xi(u)^{-1}}|x|_{0}, \quad x \in \mathbb{H}, u \in[0, T] .
$$

Then

$$
\begin{equation*}
\left(P_{T} f\right)^{\alpha}(x) \leq \exp \left(\frac{\beta|x-y|_{0}^{2}}{2 \int_{0}^{T} \xi(u) d u}\right) P_{T} f^{\alpha}(y) \tag{7.39}
\end{equation*}
$$

holds for every $x, y \in \mathbb{H}, f \in \mathscr{C}_{b}^{+}(\mathbb{H})$, and $\alpha, \beta>1$ with $1 / \alpha+1 / \beta=1$.

Remark 7.4.9. (1) Similar to the corollaries on Harnack inequality in Subsection 5.2.2, we can get more inequalities by using the estimates on $\left\|\Gamma_{T}\right\|$.
(2) The inequality (7.39) generalizes a Harnack inequality in [RW03a], where merely the case $\alpha=2$ was proved. See Theorem 7.2.2 for the result in [RW03a]. Note that we used a condition which is slightly stronger. We refer to Item (2) of Remark 5.2.13 for the explanation of the difference.

By taking the second choice for the control which corresponds to (7.37) we have the following corollary. The point of this corollary is that the coefficient in the Harnack inequality is direct in terms of the operator $A$ instead of the semigroup $S_{t}$.

Corollary 7.4.10. Let $x, y \in \mathbb{H}$. Assume that $x-y \in \mathbb{H}_{0}$ and $A(x-y) \in \mathbb{H}_{0}$. For any $T>0, \alpha>0, \beta>0$ satisfying $1 / \alpha+1 / \beta=1, f \in \mathscr{C}_{b}^{+}(\mathbb{H})$, we have

$$
\begin{equation*}
\left(P_{T} f\right)^{\alpha}(x) \leq \exp \left(\frac{\beta}{2} \int_{0}^{T}\left|\left[\left(\frac{t}{T}-1\right) A-\frac{1}{T} I\right](x-y)\right|_{0}^{2} d t\right) P_{T} f^{\alpha}(y) \tag{7.40}
\end{equation*}
$$

Proof. Let

$$
x_{t}=\left(1-\frac{t}{T}\right)(y-x), \quad t \in[0, T] .
$$

Then $x_{T}=0$ and $y_{t}$ solves the null controllable problem (7.20) by setting

$$
\int_{0}^{t} R^{1 / 2} \gamma_{s} d s=x_{t}-(y-x)-\int_{0}^{t} A x_{s} d s
$$

for all $t \in[0, T]$.
Now

$$
\gamma_{t}=R^{-1 / 2}\left[\left(\frac{t}{T}-1\right) A-\frac{1}{T} I\right](y-x)
$$

By applying Lemma 7.4.1 we can prove the inequality (7.40).

### 7.4.4 Examples

Consider the following stochastic heat equation with Lévy noise

$$
\begin{equation*}
d X_{t}=\Delta X_{t} d t+d Z_{t} \tag{7.41}
\end{equation*}
$$

where $\Delta$ is the Laplacian on $(0,1)$ with Dirichlet boundary condition, and $Z_{t}$ is a Lévy process on (an extension of) $L^{2}((0,1) ; d x)$ with symbol

$$
\lambda(\xi)=|\xi|^{\delta}+|\xi|^{2}, \quad \xi \in \mathbb{H}
$$

where $\delta \in(0,2)$ is fixed.
The stochastic heat equation (7.41) was studied in [LR04, Section 8]. It was shown there that the equation (7.41) has a solution in the sense of [LR04, Theorem 7.3] (see [LR04, Corollary 8.2]).

Denote the transition semigroup of $X_{t}$ by $P_{t}$. We have the following theorem on Harnack inequality for $P_{t}$. It is a generalization of [RW03a, Theorem 4.1] (see also [Wan04b, Section 7.3.3]) which only stated the case for $\alpha=2$.

Theorem 7.4.11. For all $t>0, \alpha>0, \beta>0$ satisfying $1 / \alpha+1 / \beta=1, x, y \in \mathbb{H}$ and $f \in \mathscr{C}_{b}^{+}(\mathbb{H})$, we have

$$
\begin{equation*}
\left(P_{t} f\right)^{\alpha}(x) \leq \exp \left(\frac{\beta \pi^{2}|x-y|^{2}}{2\left(\mathrm{e}^{\pi^{2} t}-1\right)}\right) P_{t} f^{\alpha}(y) . \tag{7.42}
\end{equation*}
$$

Proof. The eigenvalues of $\Delta$ on $L^{2}((0,1))$ are $\lambda_{k}=-k^{2} \pi^{2}, k \geq 1$, each with multiplicity one. Hence we know the eigenvalues of $\mathrm{e}^{t \Delta}$ are $\mathrm{e}^{-t k^{2} \pi^{2}}, k \geq 1$. Therefore, we have $\left\|\mathrm{e}^{t \Delta}\right\| \leq \mathrm{e}^{-\pi^{2} t}$ for every $t \geq 0$.

Note that we can modify the proof of Lemma 7.4 .1 such that it also works for the (cylindrical) Lévy process $Z_{t}$. Hence we can use Corollary 7.4.8 for the stochastic heat equation.

### 7.5 Applications of the Harnack Inequalities

### 7.5.1 Regularizing Property

Let $P_{t}$ be the transition semigroup (7.3) of the Lévy driven Ornstein-Uhlenbeck processes (7.2) introduced in Section 7.1.

Recall that a transition semigroup $P_{t}$ is called strongly Feller if for every $t \geq 0$ and every bounded measurable function $f$ on $\mathbb{H}, P_{t} f$ is a continuous function on H.

For the Gaussian case (i.e. $\nu=0$ ), we have shown several equivalent statements for the strong Feller property of the semigroup in Theorem 5.3.3. In particular, we know the following statements are equivalent: (i) The semigroup $P_{t}$, $t \geq 0$, is strongly Feller. (ii) The Harnack inequality (5.10) holds for all $t \geq 0$, $x, y \in \mathbb{H}$ and $f \in \mathscr{C}_{b}(\mathbb{H})$. (iii) The following null controllability condition holds

$$
\begin{equation*}
S_{t}(\mathbb{H}) \subset Q_{t}^{1 / 2}(\mathbb{H}), \quad t \geq 0 \tag{7.43}
\end{equation*}
$$

For the Lévy case, the null controllability condition (7.43) still implies the strong Feller property of the transition semigroup. This result was proved by Röckner and Wang [RW03a, Corollary 1.2] (see also [Wan04b, Corollary 7.3.14]). They used the above mentioned result on strong Feller property for Gaussian Ornstein-Uhlenbeck semigroup.

Now according Da Prato et al. [DPRW09, Proposition 4.1] (see Proposition 5.3.2 in this thesis), we can apply Harnack inequality to prove a property stronger than the strong Feller property.
Theorem 7.5.1. Let $\mu$ be the invariant measure of $P_{t}$. Suppose $S_{t}(\mathbb{H}) \subset Q_{t}^{1 / 2}(\mathbb{H})$ for some $t>0$. Then for every $p>1, P_{t}\left(L^{p}(H, \mu)\right) \subset \mathscr{C}(\mathbb{H})$.

In the following, we will prove some estimate on the strong Feller property by using coupling method and Girsanov's theorem.

In stead of the strong Feller property, we would like to state the results for a generalization of the concept of strongly Feller property. This concept is also studied in [DPZ92, Subsection 11.2.3] for Gaussian Ornstein-Uhlenbeck semigroup.

Definition 7.5.2. A transition semigroup $P_{t}$ is strongly Feller at a moment $t_{0}>$ 0 , if for every $t \geq t_{0}$ and bounded measurable function $f$ on $\mathbb{H}, P_{t} f$ is continuous.

We first prove a Lemma.
Lemma 7.5.3. Assume that for some $T \geq 0$ and fixed $x, y \in \mathbb{H}$,

$$
S_{T}(x-y) \in Q_{T}^{1 / 2}(\mathbb{H}) .
$$

Then for every $f \in \mathscr{B}_{b}(\mathbb{H})$, we have
(1)

$$
\begin{equation*}
\left|P_{T} f(x)-P_{T} f(y)\right| \leq\|f\|_{\infty} \sqrt{C_{T, \gamma, x-y}} \exp \left(C_{T, \gamma, x-y} / 2\right), \tag{7.44}
\end{equation*}
$$

where $\|f\|_{\infty}$ is the supremum norm of the function $f$, and

$$
C_{T, \gamma, x-y}=\int_{0}^{T}\left|\gamma_{u}\right|^{2} d u
$$

and $\gamma_{t}$ is a null control of the system (7.20) such that $y_{T}=0$.
(2)

$$
\begin{equation*}
\left|P_{T} f(x)-P_{T} f(y)\right| \leq\|f\|_{\infty}\left|\Gamma_{T}(x-y)\right| \exp \left(\left|\Gamma_{T}(x-y)\right|^{2} / 2\right) . \tag{7.45}
\end{equation*}
$$

Proof. The second statement is a direct consequence of the first one by taking infimum over all choice of null control $\gamma$ of the system (7.20) and using the representation (7.33). So we only need to prove (7.44).

Following the line in the proof of Lemma 7.4.1, we know

$$
P_{T} f(x)=\mathbb{E}_{\mathbb{P}} \rho_{T} f\left(X_{T}^{x}\right) \quad \text { and } \quad P_{T} f(y)=\mathbb{E}_{\mathbb{P}} f\left(Y_{T}^{y}\right)
$$

where

$$
\rho_{T}=\exp \left(\int_{0}^{T}\left\langle\tilde{\gamma}_{u}, d W_{u}\right\rangle_{0}-\frac{1}{2} \int_{0}^{T}\left|\tilde{\gamma}_{u}\right|_{0}^{2} d u\right)
$$

with $\tilde{\gamma}=R^{1 / 2} \gamma$.
Then we have

$$
\begin{align*}
\left|P_{T} f(x)-P_{T} f(y)\right| & =\left|\mathbb{E}_{\mathbb{P}} f\left(\rho_{T} X_{T}^{x}\right)-\mathbb{E}_{\mathbb{P}} f\left(Y_{T}^{y}\right)\right| \\
& =\mathbb{E}_{\mathbb{P}}\left|\left(\rho_{T}-1\right) f\left(Y_{T}^{y}\right)\right| \leq\|f\|_{\infty} \mathbb{E}_{\mathbb{P}}\left|\rho_{T}-1\right| \tag{7.46}
\end{align*}
$$

By (7.30), we know $\mathbb{E}_{\mathbb{P}} \rho_{T}^{2}=\exp \left(C_{T, \gamma, x-y}\right)$. Using the elementary inequality $\mathrm{e}^{r}-1 \leq r \mathrm{e}^{r}$ for all $r \geq 0$, we have

$$
\begin{aligned}
\left(\mathbb{E}_{\mathbb{P}}\left|\rho_{T}-1\right|\right)^{2} & \leq \mathbb{E}_{\mathbb{P}}\left(\rho_{T}-1\right)^{2}=\mathbb{E}_{\mathbb{P}} \rho_{T}^{2}-1 \\
& =\exp \left(C_{T, \gamma, x-y}\right)-1 \leq C_{T, \gamma, x-y} \exp \left(C_{T, \gamma, x-y}\right)
\end{aligned}
$$

The proof is completed by substitute the estimate above into (7.46).
Now we can state the following theorem on the strong Feller property at a moment.

Theorem 7.5.4. Assume that there exist a $t_{0}>0$ such that

$$
S_{t}(\mathbb{H}) \subset Q_{t}^{1 / 2}(\mathbb{H}), \quad \text { for all } t \geq t_{0}
$$

Then $P_{t}$ is strongly Feller at moment $t_{0}$. Moreover, we have the following estimate

$$
\left|P_{t} f(x)-P_{t} f(y)\right| \leq\|f\|_{\infty}\left|\Gamma_{t}(x-y)\right| \exp \left(\left|\Gamma_{t}(x-y)\right|^{2} / 2\right) .
$$

for all $x, y \in \mathbb{H}, t \geq t_{0}$ and $f \in \mathscr{B}_{b}(\mathbb{H})$.
Remark 7.5.5. By (7.44) we can get explicit estimates of $\left|P_{t} f(x)-P_{t} f(y)\right|$ by choosing explicit null controls for the system (7.20).

### 7.5.2 Heat Kernel Bounds

We assume in this section that the Ornstein-Uhlenbeck processes are defined on $[0, \infty)$. We will apply the Harnack inequalities obtained in the previous sections to study norm bounds of the transition density.

We will need the following assumption.
Assumption 7.5.6. $P_{t}$ has an invariant probability measure $\mu$.
This assumption holds if the following conditions are satisfied (see [FR00, Theorem 3.1]):
(1) $\sup _{t>0} \operatorname{Tr} Q_{t}<\infty$;
(2)

$$
\int_{0}^{\infty} d r \int_{\mathrm{H}}\left(1 \wedge\left|S_{r} x\right|^{2}\right) \nu(d x)<\infty
$$

(3) $b_{\infty}:=\lim _{t \rightarrow \infty}\left(b_{t}^{(1)}+b_{t}^{(2)}\right)$ exists in $\mathbb{H}$, where for any $t \geq 0$,

$$
\begin{aligned}
b_{t}^{(1)} & =\int_{0}^{t} S_{r} b d r \\
b_{t}^{(2)} & =\int_{0}^{t} d r \int_{\mathrm{H}} S_{r} x\left(\mathbb{1}_{B}\left(S_{r} x\right)-\mathbb{1}_{B}(x)\right) \nu(d x),
\end{aligned}
$$

where $B=\{x \in \mathbb{H}:|x| \leq 1\}$.

In this case the invariant measure is an infinite divisible measure with characteristic triplet $\left(b_{\infty}, Q_{\infty}, \nu_{\infty}\right)$. Here $\nu_{\infty}$ is given by

$$
\nu_{\infty}=\int_{0}^{\infty} \nu \circ S_{r}^{-1} d r
$$

The following lemma is from [RW03a, Lemma 2.2]. We include the proof here for completeness.

Lemma 7.5.7. Let $E$ be a Polish space and $\mathscr{E}$ the Borel $\sigma$-algebra of $E$. Let $P_{t}$ be a transition semigroup on $(E, \mathscr{E})$ with invariant measure $\mu$. If there exists a constant $\alpha>1$ and a measurable function $\Phi(x, y): E \times E \rightarrow(0, \infty)$ such that

$$
\begin{equation*}
\left|P_{t} f\right|^{\alpha}(x) \leq \Phi(x, y) P_{t}|f|^{\alpha}(y) \tag{7.47}
\end{equation*}
$$

for every $x, y \in E$ and bounded measurable function $f$ on $E$. Then the semigroup $P_{t}$ has a transition density $p_{t}(x, y)$ with respect to $\mu$.

Moreover, the transition density $p_{t}(x, y)$ satisfies the following estimate

$$
\begin{equation*}
\left\|p_{t}(x, \cdot)\right\|_{L^{\beta}(E, \mu)} \leq\left(\int_{\mathbb{H}} \frac{\mu(d y)}{\Phi(x, y)}\right)^{-1 / \alpha} \tag{7.48}
\end{equation*}
$$

for any $x \in E$, where $\beta=\frac{\alpha}{\alpha-1}$.

Proof. Denote by $P_{t}(x, \cdot), x \in E$, the transition probability measure corresponding to $P_{t}$. That is,

$$
P_{t}(x, A)=P_{t} \mathbb{1}_{A}(x), \quad x \in E, A \in \mathscr{B}_{b}(E) .
$$

We first show that $P_{t}(x, \cdot)$ is absolutely continuous with respect to $\mu$. Let
$A \in \mathcal{B}_{b}(E)$ with $\mu(A)=0$. Inequality (7.47) implies

$$
\left(P_{t} \mathbb{1}_{A}\right)^{\alpha}(x) \leq P_{t} \mathbb{1}_{A}(y) \Phi(x, y) .
$$

Hence by integrating both sides of the inequality above with respect to $\mu$ we can get

$$
\left(P_{t} \mathbb{1}_{A}\right)^{\alpha}(x) \int_{E} \frac{\mu(d y)}{\Phi(x, y)} \leq \int_{E} P_{t} \mathbb{1}_{A}(y) \mu(d y)=\mu(A)=0
$$

Therefore $P_{t}(x, A)=P_{t} \mathbb{1}_{A}(x)=0$. This proves that $P_{t}(x, \cdot)$ is absolutely continuous with respect to $\mu$.

By (7.47), for every bounded measurable function $f$ on $E$, we have

$$
\left|P_{t} f\right|^{\alpha}(x) \frac{1}{\Phi(x, y)} \leq P_{t}|f|^{\alpha}(y)
$$

Integrate the inequality above with respect to $\mu(d y)$, we obtain

$$
\left|P_{t} f\right|^{\alpha}(x) \int_{H} \frac{\mu(d y)}{\Phi(x, y)} \leq\|f\|_{L^{\alpha}(E, \mu)}^{\alpha} .
$$

Hence we have

$$
\left\langle p_{t}(x, \cdot), f\right\rangle_{L^{2}(E, \mu)}=\int_{E} f(y) P_{t}(x, d y)=P_{t} f(x) \leq\|f\|_{\alpha}\left(\int_{E} \frac{\mu(d y)}{\Phi(x, y)}\right)^{-1 / \alpha}
$$

Then the estimate (7.48) follows from the inequality above.

Let $P_{t}$ denotes the Lévy driven Ornstein-Uhlenbeck transition semigroup. By applying Theorem 7.4.4 and Lemma 7.5.7 we can obtain the following norm bound for the transition density of the Lévy driven Ornstein-Uhlenbeck transition semigroup.

Corollary 7.5.8. Assume that $S_{t}(H) \subset Q_{t}^{1 / 2}(H)$ holds for every $t \geq 0$. Then $P_{t}$ is strongly Feller. Hence $P_{t}(x, d y)$ has a density $p_{t}(x, y)$ with respect to $\mu$. Moreover,

$$
\left\|p_{t}(x, \cdot)\right\|_{L^{\beta}(H, \mu)} \leq\left[\int_{\mathrm{H}} \exp \left(-\frac{\beta}{2}\left|\Gamma_{t}(x-y)\right|^{2}\right) \mu(d y)\right]^{-1 / \alpha}
$$

holds for every $x \in \mathbb{H}, \alpha, \beta>0$ satisfying $1 / \alpha+1 / \beta=1$.
By Corollary 7.4.7 and Lemma 7.5.7, we have the following result.

Corollary 7.5.9. Suppose that $S_{t}(\mathbb{H}) \subset R^{1 / 2}(\mathbb{H})$ holds for all $t \in[0,+\infty)$. Then $P_{t}$ is strongly Feller. Hence $P_{t}(x, d y)$ has a density $\rho(x, y)$ with respect to $\mu$.

Moreover,

$$
\begin{equation*}
\left\|p_{t}(x, \cdot)\right\|_{L^{\beta}(\mathbb{H}, \mu)} \leq\left[\int_{\mathbb{H}} \exp \left(-\frac{\beta}{2} \frac{\int_{0}^{T}\left|S_{u}(x-y)\right|_{0}^{2} \xi_{u}^{2} d u}{\left(\int_{0}^{T} \xi_{u} d u\right)^{2}}\right) \mu(d y)\right]^{-1 / \alpha} \tag{7.49}
\end{equation*}
$$

holds for every $x \in \mathbb{H}, \alpha, \beta>0$ satisfying $1 / \alpha+1 / \beta=1$, and for every positive continuous function $\xi$ on $[0, t]$.

Especially, if

$$
\left|S_{u} x\right|_{0} \leq \sqrt{\xi(u)^{-1}}|x|_{0}, \quad u \in[0, T]
$$

then

$$
\left\|p_{t}(x, \cdot)\right\|_{L^{\beta}(\mathbb{H}, \mu)} \leq\left[\int_{H} \exp \left(-\frac{\beta|x-y|_{0}^{2}}{2 \int_{0}^{T} \xi(u) d u}\right) \mu(d y)\right]^{-1 / \alpha} .
$$

Remark 7.5.10. In [RW03a, Corallary 1.2], only the case $\alpha=\beta=2$ was studied.

### 7.5.3 Hyperboundedness

Let $\mu$ be a probabilistic measure on $(\mathbb{H}, \mathcal{B}(\mathbb{H}))$. Let $p, q \in(0, \infty)$. The operator norm of a linear bounded operator $T$ from $L^{p}(\mathbb{H}, \mu)$ to $L^{q}(\mathbb{H}, \mu)$ is defined by

$$
\|T\|_{p \rightarrow q}=\sup \left\{\|T f\|_{q}:\|f\|_{p}=1\right\} .
$$

We say that $T$ is hyperbounded if $\|T\|_{p \rightarrow q}<\infty$ for some $1<p<q<\infty$.
If the operator $T$ is contractive on $L^{1}(\mathbb{H}, \mu)$, then by the Riesz-Thorin interpolation theorem (see for example, [Dav89, Page 3]), $T$ is hyperbounded if and only if $\|T\|_{2 \rightarrow 4}<\infty$.

Hyperboundedness is a useful concept. For example, for a strongly continuous symmetric diffusion semigroup of contraction, we can deduce a defective Logarithmic Sobolev inequality from the hyperboundedness of the semigroup. We refer to [Wan04b] and references therein for more information.

In the following, we are going to consider the hyperboundedness of the Lévy driven Ornstein-Uhlenbeck semigroup defined by (7.3). We assume that the invariant measure of $P_{t}$ exist and denote it by $\mu$.

For completeness, we first recall two assertions from [RW03a]. The following
proposition is essentially from [RW03a, Theorem 1.5].
Proposition 7.5.11. Consider the situation of Theorem 7.3.2. If there exists a $\varepsilon>0$ such that

$$
C(t, \beta, \varepsilon):=\int_{\mathbb{H}}\left(\int_{\mathrm{H}} \Phi_{t, \beta}(x-y)^{-\alpha} \mu(d y)\right)^{-(1+\varepsilon)} \mu(d x),
$$

then

$$
\begin{equation*}
\left\|P_{t}\right\|_{\alpha \mapsto(1+\varepsilon) \alpha} \leq C(t, \beta, \varepsilon)^{1 /(1+\varepsilon) \alpha} . \tag{7.50}
\end{equation*}
$$

Proof. The proof of (7.50) is the same as in the proof of [RW03a, Theorem 1.5]. We include it in the following. For every $f \in L^{\alpha}(H, \mu)$, by (7.12), we have

$$
\begin{equation*}
\left(P_{t} f\right)^{\alpha}(x) \leq \Phi_{t, \beta}(x-y)^{\alpha} P_{t} f^{\alpha}(y) \tag{7.51}
\end{equation*}
$$

Suppose $\mu\left(|f|^{\alpha}\right)=1$ and integrate both sides of (7.51) with respect to $\mu(d y)$, we have

$$
\left|P_{t}\right|^{\alpha} f(x) \int_{\mathbb{H}} \Phi_{t, \beta}(x-y)^{-\alpha} \mu(d y) \leq 1
$$

Hence

$$
\left|P_{t} f\right|^{\alpha(1+\varepsilon)}(x) \leq\left(\int_{\mathbb{H}} \Phi_{t, \beta}(x-y)^{-\alpha} \mu(d y)\right)^{-(1+\varepsilon)}
$$

By integrating the inequality above with respect to $\mu(d x)$, (7.50) follows immediately.

We will work with the following null controllability condition

$$
\begin{equation*}
S_{t}(\mathbb{H}) \subset Q_{t}^{1 / 2}(\mathbb{H}) \tag{7.52}
\end{equation*}
$$

for some $t>0$. The following proposition is from [RW03a, Proposition 1.6].
Proposition 7.5.12. Consider the situation of Theorem 7.3.2. If (7.52) and $C(t, \beta, 0)<\infty$ hold for some $t>0$ and $\beta \in(1, \infty]$, then $P_{s}$ is compact on $L^{\alpha}(\mu)$ for every $s>t$.

Proof. By (7.12), for every $f$ with $\|f\|_{\alpha}=1$, we have

$$
\left|P_{t} f\right|^{\alpha(1+\varepsilon)}(x) \leq\left(\int_{\mathrm{H}} \Phi_{t, \beta}(x-y)^{-\alpha} \mu(d y)\right)^{-(1+\varepsilon)}
$$

If $C(t, \beta, 0)<\infty$, then $\left\{P_{t} f:\|f\|_{\alpha} \leq 1\right\}$ is uniformly integrable in $L^{\alpha}(\mathbb{H}, \mu)$. Moreover, by Corollary 7.5.8, we know $P_{t}$ has a density with respect to $\mu$, hence by [GW02, Lemma 3.1], it follows that $P_{s}$ is compact in $L^{p}(\mathbb{H}, \mu)$ for $s>t$.

Similar to Propositions 7.5.11 and 7.5.12, by using Harnack inequality (7.35), we can state the following assertion.

Proposition 7.5.13. Assume (7.52) hold for some $t>0$. Let $\alpha, \beta>1$ satisfying $1 / \alpha+1 / \beta=1$. If there exist some $\varepsilon>0$ such that

$$
\begin{equation*}
\widetilde{C}(t, \beta, \varepsilon):=\int_{\mathbb{H}}\left[\int_{\mathbb{H}} \exp \left(-\frac{\beta}{2}\left|\Gamma_{t}(x-y)\right|^{2}\right) \mu(d y)\right]^{-(1+\varepsilon)} \mu(d x)<\infty \tag{7.53}
\end{equation*}
$$

then

$$
\left\|P_{t}\right\|_{\alpha \rightarrow(1+\varepsilon) \alpha} \leq \widetilde{C}(t, \beta, \varepsilon)^{\frac{1}{\alpha(1+\varepsilon)}}
$$

Especially if $\widetilde{C}(t, \beta, 0)<\infty$ for some $t>0$, then $P_{s}$ is compact on $L^{\alpha}(\mathbb{H}, \mu)$ for every $s>t$.

By (7.52), we know $\Gamma_{t}=Q_{t}^{-1 / 2} S_{t}$ is a bounded operator on $\mathbb{H}$ and there exist some $C(t)>0$ such that (refer to Subsection 5.2.2)

$$
\begin{equation*}
\left\|\Gamma_{t}\right\| \leq \sqrt{C(t)}, \quad t \geq 0 \tag{7.54}
\end{equation*}
$$

We will use the assumption (7.54) to study the integrability condition (7.53).
Proposition 7.5.14. Assume (7.54). Let $r(x)$ be a positive measurable function on $\mathbb{H}$. Suppose that for some $\varepsilon>0$ and $t>0$,

$$
\int_{\mathrm{H}} \frac{1}{\left[\mu\left(B_{r(x)}(x)\right)\right]^{(1+\varepsilon)}} \exp \left(\frac{\beta(1+\varepsilon)}{2} C(t) r(x)^{2}\right) \mu(d x)<\infty,
$$

where $B_{r}(x)=\{x \in \mathbb{H}:|x| \leq r\}$ for any $x \in \mathbb{H}$ and $r>0$. Then (7.53) hold. Especially, it is the case if

$$
\int_{\mathrm{H}} \frac{\mu(d x)}{\left[\mu\left(B_{r}(x)\right)\right]^{(1+\varepsilon)}}<\infty
$$

for some $r>0$.

Proof.

$$
\begin{aligned}
& \int_{\mathrm{H}}\left[\int_{\mathrm{H}} \exp \left(-\frac{\beta}{2}\left|\Gamma_{T}(x-y)\right|^{2}\right) \mu(d y)\right]^{-(1+\varepsilon)} \mu(d x) \\
\leq & \int_{\mathrm{H}}\left[\int_{B_{r(x)}(x)} \exp \left(-\frac{\beta}{2} C(t) r(x)^{2}\right) \mu(d y)\right]^{-(1+\varepsilon)} \mu(d x) \\
= & \int_{\mathrm{H}} \frac{1}{\left[\mu\left(B_{r(x)}(x)\right)\right]^{(1+\varepsilon)}} \exp \left(\frac{\beta(1+\varepsilon)}{2} C(t) r(x)^{2}\right) \mu(d x) \\
< & \infty
\end{aligned}
$$

In the following, we intend to look at the integrability condition (7.53) by using the structure of $\mu$. Recall that $\mu$ is an infinite divisible measure with characteristic triplet ( $b_{\infty}, R_{\infty}, \nu_{\infty}$ ). Refer to Subsection 7.5.2 for the structure of $\mu$.

We denote by $\mu^{(1)}$, $\mu^{(2)}$ for the infinite divisible measure with characteristic triplet $\left(b_{\infty}, R_{\infty}, 0\right)$ and $\left(0,0, \nu_{\infty}\right)$ respectively. That is, $\mu^{(1)}=N\left(b_{\infty}, R_{\infty}\right)$ is a Gaussian measure and $\mu^{(2)}=D\left(0,0, \nu_{\infty}\right)$ is an infinite divisible measure with

$$
\widehat{\mu^{(2)}}(u)=\int_{\mathbb{H}}\left[1-\exp (i\langle z, u\rangle)+i\langle z, u\rangle \mathbb{1}_{\{|z| \leq 1\}}(z)\right] \nu_{\infty}(d z) .
$$

By the well known Fernique's Theorem (see for example, [DPZ92, Proposition 2.16]), there exist some $\delta>0$ such that

$$
\begin{equation*}
\int_{\mathrm{H}} \exp \left(\delta|x|^{2}\right) \mu^{(1)}(d x)<\infty . \tag{7.55}
\end{equation*}
$$

In fact we can take any $\delta \in\left(0, \delta_{R_{\infty}}\right)$ with

$$
\delta_{R_{\infty}}=\inf _{\lambda \in \sigma\left(R_{\infty}\right)} \frac{1}{2 \lambda}=\frac{1}{\left\|R_{\infty}\right\|}
$$

Here $\sigma\left(R_{\infty}\right)$ is the spectrum of $R_{\infty}$.
From the integrability of $\mu^{(1)}$ and $\mu^{(2)}$ we can get the integrability of $\mu$ easily.

Lemma 7.5.15. Assume that

$$
\begin{equation*}
\int_{\mathbb{H}} \exp \left(\delta|x|^{2}\right) \mu^{(2)}(d x)<\infty \tag{7.56}
\end{equation*}
$$

Then

$$
\int_{\mathrm{H}} \exp \left(\frac{\delta}{2}|x|^{2}\right) \mu(d x)<\infty .
$$

Proof.

$$
\begin{aligned}
\int_{\mathrm{H}} \exp \left(\frac{\delta}{2}|x|^{2}\right) \mu(d x) & =\int_{\mathrm{H}} \int_{\mathrm{H}} \exp \left(\frac{\delta}{2}|x+y|^{2}\right) \mu^{(1)}(d x) \mu^{(2)}(d y) \\
& \leq \int_{\mathrm{H}} \int_{\mathrm{H}} \exp \left(\delta\left(|x|^{2}+|y|^{2}\right)\right) \mu^{(1)}(d x) \mu^{(2)}(d y) \\
& =\int_{\mathrm{H}} \exp \left(\delta|x|^{2}\right) \mu^{(1)}(d x) \int_{\mathrm{H}} \exp \left(\delta|y|^{2}\right) \mu^{(2)}(d y) \\
& <\infty
\end{aligned}
$$

Now we can prove the following theorem on the hyperboundedness of the semigroup $P_{t}$.

Theorem 7.5.16. Assume (7.52), (7.54) and (7.56). Then $\left\|P_{t}\right\|_{p \rightarrow q(t)}<\infty$ hold for every $p>1, t>0$ and $q(t)=\frac{\delta(p-1)}{2 C(t)}$.

Proof. Let $f \in L^{p}(H, \mu)$ with $\|f\|_{p}=1$. By Theorem 7.4.4, we have

$$
\begin{equation*}
\left(P_{t} f\right)^{p}(x) \exp \left(-\frac{p}{2(p-1)}\left|\Gamma_{t}(x-y)\right|^{2}\right) \leq P_{t} f^{p}(y) \tag{7.57}
\end{equation*}
$$

for every $x, y \in \mathbb{H}$ and $t \geq 0$.
By using (7.54) we see

$$
\left|\Gamma_{t}(x-y)\right|^{2} \leq C(t)|x-y|^{2} \leq 2 C(t)\left(|x|^{2}+|y|^{2}\right) .
$$

Therefore, we can deduce from the inequality (7.57) to get

$$
\left(P_{t} f\right)^{p}(x) \exp \left(-\frac{p C(t)}{p-1}\left(|x|^{2}+|y|^{2}\right)\right) \leq P_{t} f^{p}(y)
$$

By integrating both sides of the inequality above with respect to $\mu(d y)$ over the ball $B_{1}(0):=\{x \in \mathbb{H}:|x| \leq 1\}$, we can obtain

$$
\left(P_{t} f\right)^{p}(x) \exp \left(-\frac{p C(t)}{p-1}\left(1+|x|^{2}\right)\right) \mu\left(B_{1}(0)\right) \leq \mu\left(P_{t} f^{p}\right)
$$

Note that $\mu$ is an invariant measure of $P_{t}$, we have

$$
\left(P_{t} f\right)^{p}(x) \leq\left[\mu\left(B_{1}(0)\right)\right]^{-1} \exp \left(\frac{p C(t)}{p-1}\left(1+|x|^{2}\right)\right)
$$

Taking power $\frac{q(t)}{p}$ and then integrating with respect to $\mu(d x)$ for both sides of the inequality above, we get

$$
\begin{aligned}
\left\|P_{t}\right\|_{q(t)}^{q(t)} & \leq\left[\mu\left(B_{1}(0)\right)\right]^{-1 / p} \int_{\mathrm{H}} \exp \left(\frac{q(t) C(t)}{p-1}\left(1+|x|^{2}\right)\right) \mu(d x) \\
& =\left[\mu\left(B_{1}(0)\right)\right]^{-1 / p} \int_{\mathrm{H}} \exp \left(\frac{\delta}{2}\left(1+|x|^{2}\right)\right) \mu(d x) \\
& <\infty .
\end{aligned}
$$

This finishes the proof.

## Chapter 8

## Harnack Inequalities for Multivalued Stochastic Equations

The gradient system considered in Subsection 5.5.2 inspires us to consider Harnack inequalities for the transition semigroups associated with general multivalued stochastic equations.

Recently, multivalued stochastic equations have attracted the interest of many researchers. For historic notes and more information about multivalued stochastic differential equations we refer to Krée [Kré82], Cépa [Cép94, Cép95, Cép98], Bensoussan and Rascanu [BR97], Cépa and Lépingle [CL97] and [Zha07] etc..

In this chapter, we first give a general introduction to multivalued maximal monotone operators in Section 8.1. Then we study Harnack inequalities for multivalued stochastic differential equations in finite dimension in Section 8.2.

We devote the remaining sections to multivalued stochastic evolution equations in Banach spaces. In Section 8.3 we recall the existence and uniqueness theorem for the evolution equations due to Zhang [Zha07]. Zhang [Zha07, Theorem 5.8] has proved finiteness second moment of the invariant measure of the transition semigroup associated with evolution equations. In Section 8.4 we prove stronger concentration properties of the invariant measure.

We study Harnack inequalities in Section 8.5 and their applications in Section 8.6 for the transition semigroups associated with evolution equation. In particular, we prove the invariant measure is fully supported on the domain of the underlying multivalued maximal monotone operator; and we also prove the strong Feller property, the hyperboundedness, ultraboundedness and compactness for the transition semigroup.

### 8.1 Multivalued Maximal Monotone Operator

Denote by $2^{\mathrm{H}}$ for the set of all subsets of $\mathbb{H}$. Let $A: \mathbb{H} \rightarrow 2^{\mathrm{H}}$ be a set-valued operator*. Define the domain of $A$ by

$$
D(A)=\{x \in \mathbb{H}: A x \neq \emptyset\} .
$$

The multivalued operator $A$ can be characterized by its graph defined by

$$
\operatorname{Gr}(A)=\{(x, y) \in \mathbb{H} \times \mathbb{H}: x \in \mathbb{H}, y \in A x\} .
$$

Definition 8.1.1. (1) A multivalued operator $A$ on $\mathbb{H}$ is called monotone if

$$
\left\langle x_{1}-y_{1}, x_{2}-y_{2}\right\rangle \geq 0, \quad \text { for all }\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right) \in \operatorname{Gr}(A) .
$$

(2) A monotone operator $A$ is called maximal monotone if it must be $\left(x_{1}, y_{1}\right) \in$ $\operatorname{Gr}(A)$ for any $\left(x_{1}, y_{1}\right) \in \mathbb{H} \times \mathbb{H}$ satisfying the following property:

$$
\left\langle x_{1}-x_{2}, y_{1}-y_{2}\right\rangle \geq 0, \quad \text { for all }\left(x_{2}, y_{2}\right) \in \operatorname{Gr}(A) .
$$

That is, $A$ is maximal monotone if $\operatorname{Gr}(A)$ is not contained in the graph of any other monotone operator.

The following is a fundamental example of a maximal monotone operator.
Example 8.1.2. Let $U: \mathbb{H} \rightarrow(-\infty, \infty]$ be a lower semi-continuous convex function on H such that its domain

$$
D(U)=\{x \in \mathbb{H}: U(x)<\infty\}
$$

is not empty.
We define the sub-differential of $U$ by

$$
\partial U(x)=\{y \in \mathbb{H}: U(x) \leq U(z)+\langle y, x-z\rangle, z \in \mathbb{H}\}
$$

Then we see $\partial U$ is a maximal monotone operator on $\mathbb{H}$.
We refer the reader to Brézis [Bré73] for more details of maximal monotone operators. We only note in the following some properties about $\overline{D(A)}$ since it

[^3]will be the state space of solutions of the multivalued stochastic equations we will consider. We know $\overline{D(A)}$ is a closed and convex subset of $\mathbb{H}$. It is a complete and separable metric space under the norm $|\cdot|_{\mathrm{H}}$.

### 8.2 Harnack Inequalities for Multivalued Stochastic Differential Equations

Consider the following multivalued stochastic differential equation

$$
\begin{equation*}
d X_{t}+A X_{t} d t \ni b\left(X_{t}\right) d t+\sigma\left(X_{t}\right) d W_{t}, \quad X_{0}=x \in \overline{D(A)} \tag{8.1}
\end{equation*}
$$

where $A$ is a maximal monotone operator on $\mathbb{R}^{d}$ with $D(A)^{o} \neq \emptyset, W_{t}$ is a Wiener process on a filtered probability space $\left(\Omega, \mathscr{F},\left(\mathscr{F}_{t}\right)_{t \geq 0}, \mathbb{P}\right), b: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ and $\sigma: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d} \times \mathbb{R}^{d}$ are continuous.

We first formulate the definition of the solution of the multivalued stochastic differential equation (8.1)

Definition 8.2.1. A pair of continuous $\mathscr{F}_{t}$-adapted process $(X, K)$ is called a solution of (8.1) if
(1) $X_{0}=x \in \overline{D(A)}, X_{t} \in \overline{D(A)}$, P-a.s.;
(2) $X_{0}=0$ and $K$ is of locally finite variation;
(3) $X_{t}$ is a solution of the following stochastic differential equation

$$
d X_{t}=b\left(X_{t}\right) d t+\sigma\left(X_{t}\right) d W_{t}-d K_{t}, \quad 0 \leq t<\infty
$$

with initial condition $X_{0}=x$;
(4) For every continuous $\mathscr{F}_{t}$-adapted function $(p, q)$ with $\left(p_{t}, q_{t}\right) \in \operatorname{Gr}(A)$ for all $t \geq 0$, the measure

$$
\left\langle X_{t}-p_{t}, d K_{t}-q_{t} d t\right\rangle \geq 0, \quad \text { P-a.s.. }
$$

The following proposition will play a basic role.
Proposition 8.2.2. Let $A$ be a multivalued maximal monotone operator and $(X, K),\left(X^{\prime}, K^{\prime}\right)$ be continous functions with $X, X^{\prime} \in \overline{D(A)}, K, K^{\prime}$ be of finite variation. Let $(p, q)$ be contiuous functions satisfying

$$
\left(p_{t}, q_{t}\right) \in \operatorname{Gr}(A) \quad \text { for all } t \geq 0
$$

If

$$
\left\langle X_{t}-p_{t}, d K_{t}-q_{t} d t\right\rangle \geq 0 \quad \text { and } \quad\left\langle X_{t}^{\prime}-p_{t}, d K_{t}^{\prime}-q_{t} d t\right\rangle \geq 0
$$

then

$$
\left\langle X_{t}-X_{t}^{\prime}, d K_{t}-d K_{t}^{\prime}\right\rangle \geq 0
$$

We consider the multivalued stochastic differential equation (8.1) with the following assumption.

Assumption 8.2.3. (1) $\sigma \equiv I$ is the unit operator on $\mathbb{R}^{d}$;
(2) There exist some $K \in \mathbb{R}$ such that for all $x, y \in \mathbb{R}^{d}$,

$$
\begin{equation*}
\langle x-y, b(x)-b(y)\rangle \leq \omega|x-y|^{2} . \tag{8.2}
\end{equation*}
$$

Then by [RWZ08, Thorem 2.8], the solution $X_{t}$ exists. The associated transition semigroup is given by

$$
P_{t} f(x)=\mathbb{E}_{\mathbb{P}} f\left(X_{t}\right), \quad t \geq 0, f \in \mathscr{B}_{b}\left(\mathbb{R}^{d}\right) .
$$

We will use the coupling method and Girsanov transformation to study the Harnack inequalities for $P_{t}$. We note that Ren et. al. [RWZ08] used this method and apply it to study the ergodicity of multivalued stochastic differential equations.

Theorem 8.2.4. Suppose Assumption 8.2.3 hold. Then

$$
\begin{equation*}
\left(P_{T} f\right)^{\alpha}(x) \leq \exp \left(\frac{\beta \omega|x-y|^{2}}{1-\mathrm{e}^{-2 \omega T}}\right) P_{T} f^{\alpha}(y) \tag{8.3}
\end{equation*}
$$

holds for every $x, y \in \overline{D(A)}, T>0, f \in \mathscr{C}_{b}^{+}(\overline{D(A)})$ and $\alpha, \beta>1$ with $1 / \alpha+1 / \beta=$ 1.

Proof. We turn to consider the following coupled multivalued stochastic differential equation

$$
\left\{\begin{array}{l}
d X_{t}+A X_{t} d t \ni d W_{t}+b\left(X_{t}\right) d t-\xi_{t}|x-y| \frac{X_{t}-Y_{t}}{\left|X_{t}-Y_{t}\right|} \mathbb{1}_{\{t<\tau\}} d t  \tag{8.4a}\\
d Y_{t}+A Y_{t} d t \ni d W_{t}+b\left(Y_{t}\right) d t
\end{array}\right.
$$

with initial data $X_{0}=x$ and $Y_{0}=y$, where $W_{t}$ is a Wiener process on a filtered probability space $\left(\Omega, \mathscr{F},\left(\mathscr{F}_{t}\right)_{t \geq 0}, \mathbb{P}\right), \tau$ is the coupling time of $X_{t}$ and $Y_{t}$ defined
by $\tau=\inf \left\{t>0:\left|X_{t}-Y_{t}\right|=0\right\}$, and $\xi_{t}$ is a deterministic positive continuous function satisfying

$$
\int_{0}^{T} \xi_{s} \mathrm{e}^{-\omega s} d s \geq 1
$$

Note that for any $u, v \in \mathbb{R}^{d} \backslash\{0\}$ we have

$$
\begin{aligned}
\left|\frac{u}{|u|}-\frac{v}{|v|}\right| & =\frac{1}{|u||v|}| | v|u-|v| v+|v| v-|u| v| \\
& \leq \frac{1}{|u||v|} \cdot 2|v||u-v|=\frac{2}{|u|}|u-v| .
\end{aligned}
$$

We see the function

$$
\mathbb{R}^{d} \times \mathbb{R}^{d} \ni(u, v) \mapsto \frac{u-v}{|u-v|}
$$

is bounded and locally Lipschitz off the diagonal $\mathbb{R}^{d} \times \mathbb{R}^{d}$.
Hence by [RWZ08, Thorem 2.8], we know the equation (8.4) has a solution up to the coupling time $\tau$. That is, there exist continuous processes $(X, K)$ and ( $Y, \widetilde{K}$ ) up to $\tau$ satisfying

$$
\left\{\begin{array}{l}
d X_{t}=d W_{t}+b\left(X_{t}\right) d t-d K_{t}-\xi_{t}|x-y| \frac{X_{t}-Y_{t}}{\left|X_{t}-Y_{t}\right|} \mathbb{1}_{\{t<\tau\}} d t  \tag{8.5a}\\
d Y_{t}=d W_{t}+b\left(Y_{t}\right) d t-d \widetilde{K}_{t}
\end{array}\right.
$$

for $t<\tau$ with initial values $X_{0}=x$ and $Y_{0}=y$. But it is clear that the solution to Equation (8.4b) (or (8.5b) equivalently) can be extended to all time $t \geq 0$ which is still denoted by $(Y, \widetilde{K})$. Then the solution of (8.4a) (or (8.5a)) can be defined in the following way:

$$
X_{t}:=Y_{t}, \quad K_{t}:=\widetilde{K}_{t}
$$

for all $t \geq \tau$.
First applying Itô's formula to $\sqrt{\left|X_{t}-Y_{t}\right|^{2}+\varepsilon}$ and then letting $\varepsilon \downarrow 0$, by using the assumption (8.2) and Proposition 8.2.2 we can obtain for all $t<\tau$

$$
\begin{aligned}
& d\left|X_{t}-Y_{t}\right| \leq\left\langle\frac{X_{t}-Y_{t}}{\left|X_{t}-Y_{t}\right|}, b\left(X_{t}\right)-b\left(Y_{t}\right)-\xi_{t}\right| x-y\left|\frac{X_{t}-Y_{t}}{\left|X_{t}-Y_{t}\right|}\right\rangle d t \\
& \quad-\left\langle\frac{X_{t}-Y_{t}}{\left|X_{t}-Y_{t}\right|}, d K_{t}-d \widetilde{K}_{t}\right\rangle d t \\
& \leq \omega\left|X_{t}-Y_{t}\right| d t-\xi_{t}|x-y| d t .
\end{aligned}
$$

Therefore,

$$
d\left(\left|X_{t}-Y_{t}\right| \mathrm{e}^{-\omega t}\right) \leq-\xi_{t}|x-y| \mathrm{e}^{-\omega t} d t, \quad t<\tau
$$

If $T<\tau$, then by integrating both sides of the inequality above from 0 to $T$ we get

$$
0<\left|X_{T}-Y_{T}\right| \mathrm{e}^{-\omega T} \leq|x-y|\left(1-\int_{0}^{T} \xi_{t} \mathrm{e}^{-\omega t} d t\right) \leq 0
$$

This contradiction implies that $T \geq \tau$ and hence we must have

$$
\begin{equation*}
X_{T}=Y_{T} . \tag{8.6}
\end{equation*}
$$

As in Section 4.3, for every $0 \leq t \leq T$, set

$$
N_{t}=\int_{0}^{t \wedge \tau}\left\langle\xi_{t}\right| x-y\left|\frac{X_{t}-Y_{t}}{\left|X_{t}-Y_{t}\right|}, d W_{s}\right\rangle,
$$

and

$$
R_{t}=\exp \left(N_{t}-\frac{1}{2}[N]_{t}\right) .
$$

It is obvious that $\mathbb{E}\left(R_{T}\right)=1$. So we can define a new probability measure $\mathbb{Q}$ on $\left(\Omega, \mathscr{F}_{T}\right)$ by setting $\left.\mathbb{Q}\right|_{\mathscr{F}_{T}}=R_{T} \mathbb{P}$.

By Girsanov's theorem, we know

$$
\widetilde{W}_{t}:=W_{t}-\int_{0}^{t} \xi_{s}|x-y| \frac{X_{s}-Y_{s}}{\left|X_{s}-Y_{s}\right|} \mathbb{1}_{\{t<\tau\}} d s
$$

for $t \in[0, T]$ is still a Wiener process on $\left(\Omega, \mathscr{F}_{T},\left(\mathscr{F}_{t}\right)_{0 \leq t \leq T}, \mathbb{Q}\right)$. Therefore, on the new probability space $\left(\Omega, \mathscr{F}_{T},\left(\mathscr{F}_{t}\right)_{0 \leq t \leq T}, \mathbb{Q}\right)$, the process $X_{t}$ also solves the equation

$$
d X_{t}+A X_{t} d t \ni d \widetilde{W}_{t}+b\left(X_{t}\right) d t, \quad X_{0}=x .
$$

By the uniqueness of the solution of the equation, we obtain $P_{T} f(x)=$ $\mathbb{E}_{\mathbb{Q}} f\left(X_{T}\right)$. Combining (8.6) with the obvious fact $P_{T} f(y)=\mathbb{E}_{\mathbb{P}} f\left(Y_{T}\right)$, and using Hölder's inequality, we have

$$
\begin{align*}
P_{T} f(x) & =\mathbb{E}_{\mathbb{Q}} f\left(X_{T}\right)=\mathbb{E}_{\mathbb{Q}} f\left(Y_{T}\right)=\mathbb{E}_{\mathbb{P}} R_{T} f\left(Y_{T}\right) \\
& \leq\left(\mathbb{E}_{\mathbb{P}} R_{T}^{\beta}\right)^{1 / \beta}\left(\mathbb{E}_{\mathbb{P}} f^{\alpha}\left(Y_{T}\right)\right)^{1 / \alpha}=\left(\mathbb{E}_{\mathbb{P}} R_{T}^{\beta}\right)^{1 / \beta}\left(P_{T} f^{\alpha}(y)\right)^{1 / \alpha} . \tag{8.7}
\end{align*}
$$

Since $\left(R_{t}\right)_{t \in[0, T]}$ is a $\mathscr{F}_{t}$-martingale with respect to $\mathbb{P}$, we have (refer to (4.21))

$$
\begin{equation*}
\mathbb{E}_{\mathbb{P}} R_{T}^{\beta} \leq\left[\mathbb{E}_{\mathbb{P}} \exp \left(\frac{1}{2} \beta q(\beta p-1)[N]_{T}\right)\right]^{1 / q} \tag{8.8}
\end{equation*}
$$

where $p, q>1$ satisfying $1 / p+1 / q=1$.
Note that

$$
[N]_{T}=|x-y|^{2} \int_{0}^{T} \xi_{t}^{2} d t
$$

we can deduce from (8.8) by by letting $p$ go to 1 to obtain

$$
\begin{equation*}
\mathbb{E}_{\mathbb{P}} R_{T}^{\beta} \leq \exp \left(\frac{1}{2} \beta(\beta-1)|x-y|^{2} \int_{0}^{T} \xi_{t}^{2} d t\right) \tag{8.9}
\end{equation*}
$$

Substitute (8.9) into (8.7) we have

$$
\begin{equation*}
\left(P_{T} f\right)^{\alpha}(x) \leq \exp \left(\frac{\beta|x-y|^{2}}{2} \int_{0}^{T} \xi_{s}^{2} d s\right) P_{T} f^{\alpha}(y) \tag{8.10}
\end{equation*}
$$

Now we can get (8.3) by taking

$$
\begin{equation*}
\xi_{t}=\frac{\mathrm{e}^{-\omega t}}{\int_{0}^{T} \mathrm{e}^{-2 \omega s} d s}, \quad 0 \leq t \leq T \tag{8.11}
\end{equation*}
$$

Remark 8.2.5. From the calculation in Remark 4.5 . 4 we see the choice of (8.11) is optimal.

Remark 8.2.6. (1) We can study Harnack inequalities for multivalued stochastic differential equations with more general drift as we have done in Chapter 4.
(2) We can also apply the Harnack inequalities we obtained for multivalued stochastic differential equations to study the strong Feller property, hyperboundedness etc. of the transition semigroup associated with the multivalued stochastic differential equations. Refer to the procedure in Subsection 8.6 .

### 8.3 Multivalued Stochastic Evolution Equations

Let $\mathbb{V}$ be a separable and reflexive Banach space which is continuously and densely embedded in a separable Hilbert space $\mathbb{H}$. Then we have an evolution triplet
$\left(\mathbb{V}, \mathbb{H}, \mathbb{V}^{*}\right)$ satisfying

$$
\mathbb{V} \subset \mathbb{H}=\mathbb{H}^{*} \subset \mathbb{V}^{*}
$$

where $\mathbb{V}^{*}$ is the dual space of $\mathbb{V}$ and we identify $\mathbb{H}$ with its own dual $\mathbb{H}^{*}$.
Denote by $|\cdot|_{\mathrm{V}},|\cdot|_{\mathrm{H}},|\cdot|_{\mathrm{V}^{*}}$ the norms in $\mathbb{V}, \mathbb{H}$ and $\mathbb{V}^{*}$ respectively; by $\langle\cdot, \cdot\rangle_{\mathrm{H}}$ the inner product in $\mathbb{H}$, and ${ }_{\mathrm{V}}\langle\cdot, \cdot\rangle_{\mathrm{V}^{*}}$ the dual relation between $\mathbb{V}$ and $\mathbb{V}^{*}$. In particular, if $v \in \mathbb{V}$ and $h \in \mathbb{H}$, then

$$
{ }_{\mathrm{V}}\langle v, h\rangle_{\mathrm{V}^{*}}=\langle v, h\rangle_{\mathrm{H}} .
$$

Let $W_{t}$ be a cylindrical Wiener process on $\mathbb{H}$ with respect to a filtered probability space $\left(\Omega, \mathscr{F},\left(\mathscr{F}_{t}\right)_{t \geq 0}, \mathbb{P}\right)$.

Let $A$ be a multivalued maximal monotone operator on $\mathbb{H}$ and $B$ a single valued operator from $\mathbb{V}$ to $\mathbb{V}^{*}$; and $\sigma$ a operator from $\mathbb{R}_{+} \times \Omega \times \mathbb{H}$ to $\mathbb{H} \otimes \mathbb{H}$.

We consider the following multivalued stochastic evolution equation

$$
\left\{\begin{array}{l}
d X_{t} \in-A X_{t} d t+B X_{t} d t+\sigma\left(t, X_{t}\right) d W_{t}  \tag{8.12}\\
X_{0}=x \in \overline{D(A)}
\end{array}\right.
$$

Before we explain the meaning of a solution to the equation (8.12), we introduce two sets:
(1) $\mathscr{V}_{T}(\mathbb{H})$ : the set of all $\mathbb{H}$-valued functions of finite variation on $[0, T]$.
(2) $\mathscr{A}_{T}$ : the space of all $[u, K]$ such that $u \in C([0, T] ; \overline{D(A)}), K \in \mathscr{V}_{T}(\mathbb{H})$ with $K(0)=0$, and for all $x, y \in C([0, T], \mathbb{H})$ satisfying $[x(t), y(t)] \in \operatorname{Gr}(A)$, the measure

$$
\langle u(t)-x(t), d K(t)-y(t) d t\rangle_{\mathrm{H}} \geq 0 .
$$

Definition 8.3.1. A pair of $\mathscr{F}_{t}$-adapted random processes $\left(X_{t}, K_{t}\right)$ is called a solution of Equation (8.12) if
(1) $[X(\cdot, \omega), K(\cdot, \omega)] \in \mathscr{A}_{T}$ for almost all $\omega \in \Omega$;
(2) For some $q>1, X(\cdot, \omega) \in L^{q}([0, T] ; \mathbb{V})$ for almost all $\omega \in \Omega$;
(3) It holds that

$$
X_{t}=X_{0}-K_{t}+\int_{0}^{t} B X_{s} d s+\int_{0}^{t} \sigma\left(s, X_{s}\right) d W_{s}
$$

for all $t \in[0, T]$ almost surely.
For the existence and uniqueness of the equation (8.12), we have the following theorem which is due to Zhang [Zha07, Theorem 4.6].

Theorem 8.3.2. Assume the following conditions.
(H1) $0 \in D(A)^{o}$, where $D(A)^{o}$ denotes the interior of $D(A)$;
(H2) $B$ is hemicontinuous: for every $x, y, z \in \mathbb{V}$,

$$
[0,1] \ni \varepsilon \mapsto{ }_{\mathrm{v}}\langle x, B(y+\varepsilon z)\rangle_{\mathrm{V}^{*}} \text { is continuous; }
$$

(H3) For every $x, y \in \mathbb{V}$,

$$
{ }_{\mathrm{v}}\langle x-y, B x-B y\rangle_{\mathrm{V}^{*}} \leq 0 ;
$$

(H4) There exists $\gamma>0, \omega \in \mathbb{R}$ and $q>1$ such that for every $x, y \in \mathbb{V}$,

$$
\begin{equation*}
{ }_{\mathrm{V}}\langle x-y, B x-B y\rangle_{\mathrm{V}^{*}} \leq-\gamma|x-y|_{\mathrm{V}}^{q}+\omega|x-y|_{\mathrm{H}}^{2} ; \tag{8.13}
\end{equation*}
$$

(H5) There exists a $C>0$ such that for every $x \in \mathbb{V}$,

$$
|B x|_{\mathrm{V}^{*}} \leq C\left(1+|x|_{\mathrm{V}}^{q-1}\right)
$$

where $q$ is the same as in (8.13);
(H6) Let $\mathcal{M}$ be the set of all progressively measurable sets with respect to $\mathscr{F}_{t}$. Assume $\sigma$ is $\mathcal{M} \times \mathcal{B}(\mathbb{H}) / \mathcal{B}(\mathbb{H} \otimes \mathbb{H})$ measurable and there exists a positive constant $C_{\sigma}$ such that for all $(t, \omega) \in \mathbb{R}_{+} \times \Omega$ and $x, y \in \mathbb{H}$,

$$
\begin{aligned}
& \|\sigma(t, \omega, x)-\sigma(t, \omega, y)\|_{\mathrm{H} \otimes \mathrm{H}} \leq C_{\sigma}|x-y|_{\mathrm{H}}, \\
& \|\sigma(t, \omega, x)\|_{\mathrm{H} \otimes \mathrm{H}} \leq C_{\sigma}\left(1+|x|_{\mathrm{H}}\right) .
\end{aligned}
$$

Then there exists a unique solution to equation (8.12) in the sense of Definition 8.3.1.

Remark 8.3.3. The following notes are remarked in [Zha07, Remark 3.1].
(1) Condition (H1) can be replaced by $D(A)^{\circ} \neq \emptyset$.
(2) Condition (H2) and (H3) implies that $B$ is demicontinuous [Zei90, Proposition 2.6.4]. That is, if $v_{n}$ converges strongly to $v$ in $\mathbb{V}$, then $B v_{n}$ converges to $B v$ in $\mathbb{V}^{*}$. In particular, $B$ is strongly measurable.

By Zhang [Zha07, Theorem 5.5], the process $X_{t}$ is a Markov process.
We recall here the following proposition which will play an important role. We refer to Zhang [Zha07, Proposition 3.3] for a proof.

Proposition 8.3.4. Let $[u, K],[\tilde{u}, \widetilde{K}] \in \mathscr{A}_{T}$. Then the measure

$$
\langle u(t)-\widetilde{u}(t), d K(t)-d \widetilde{K}(t)\rangle_{\mathrm{H}} \geq 0 .
$$

### 8.4 Concentration of Invariant Measures

Suppose that Conditions (H1)-(H6) hold. By Theorem 8.3.2, the equation (8.12) has a unique solution $X_{t}$. Define

$$
P_{t} f(x)=\mathbb{E}_{\mathbb{P}} f\left(X_{t}\right)
$$

for every $f \in \mathscr{B}_{b}(\overline{D(A)})$. Let $\sigma$ is deterministic and time independent. Then $P_{t}$ is a Markov semigroup (see [Zha07, Theorem 5.5]).

Zhang [Zha07, Theorem 5.8] has studied the the existence, uniqueness of the invariant measures associated with $P_{t}$. He also proved that the invariant measure $\mu$ satisfies

$$
\mu\left(|x|_{\mathrm{H}}^{2}\right)<\infty .
$$

Here we aim to study stronger concentration property for the invariant measures.

Theorem 8.4.1. Assume that (H1)-(H6) holds with $q \geq 2$ and $\sigma$ deterministic and independent of time. Assume further that $\mathbb{V}$ is compactly embedded in $\mathbb{H}$. If $q=2$, then suppose in addition that $\sigma$ is uniformly bounded and $\lambda \omega<\gamma$, where $\lambda$ is the constant such that $|\cdot|_{\mathrm{H}} \leq \lambda|\cdot|_{\mathrm{V}}$. Then there exist an invariant measure associated with $P_{t}$ in the sense that

$$
\int_{\overline{D(A)}} P_{t} f(x) \mu(d x)=\int_{\overline{D(A)}} f(x) \mu(d x), \quad f \in \mathscr{B}_{b}(\overline{D(A)}) .
$$

Moreover,

$$
\begin{equation*}
\int_{\overline{D(A)}}|x|_{\mathrm{V}}^{q} \mu(d x)<\infty . \tag{8.14}
\end{equation*}
$$

If $\sigma$ is always uniformly bounded, then for every $q \geq 2$, there exist some $\theta>0$ such that

$$
\begin{equation*}
\int_{\overline{D(A)}} \mathrm{e}^{\theta|x|_{\mathrm{H}}^{q}} \mu(d x)<\infty . \tag{8.15}
\end{equation*}
$$

Proof. (1) The existence of the invariant measures has been proved in [Zha07, Theorem 5.8 (i)] for the case $q>2$. The extension to the case $q=2$ is not hard. We skip the proof here since the main technical can be found below.
(2) From (H3) we know for all $x \in \mathbb{V}$,

$$
\begin{equation*}
{ }_{\mathrm{v}}\langle x, B x\rangle_{\mathrm{V}^{*}} \leq-\gamma|x|_{\mathrm{V}}^{q}+\omega|x|_{\mathrm{H}}^{2}+{ }_{\mathrm{v}}\langle x, B 0\rangle_{\mathrm{V}^{*}} . \tag{8.16}
\end{equation*}
$$

If $q=2$, then

$$
\begin{equation*}
\omega|x|_{\mathrm{H}}^{2} \leq \lambda \omega|x|_{\mathrm{V}}^{2}<\gamma|x|_{\mathrm{V}}^{2} . \tag{8.17}
\end{equation*}
$$

If $q>2$, then by Young's inequality,

$$
\begin{equation*}
\omega|x|_{\mathrm{H}}^{2} \leq \lambda \omega|x|_{\mathrm{V}}^{2} \leq \frac{2 \varepsilon^{q}}{q}|x|_{\mathrm{V}}^{q}+\frac{(\lambda \omega)^{p^{\prime}}}{p^{\prime} \varepsilon^{p^{\prime}}} \tag{8.18}
\end{equation*}
$$

hold for every $\varepsilon>0$, where $p^{\prime}$ satisfying $1 / p^{\prime}+2 / q=1$.
Use the estimate (8.17) and (8.18) in (8.16) for $q=2$ and $q>2$ (by taking $\varepsilon$ small enough in this case) respectively, we know there are constants $C_{1}, \gamma^{\prime}>0$ such that

$$
\begin{equation*}
{ }_{\mathrm{v}}\langle x, B x\rangle_{\mathrm{V}^{*}} \leq C_{1}-2 \gamma^{\prime}|x|_{\mathrm{V}}^{q}+{ }_{\mathrm{v}}\langle x, B 0\rangle_{\mathrm{V}^{*}} . \tag{8.19}
\end{equation*}
$$

By Young's inequality again, we know for any $\tilde{\varepsilon}>0$,

$$
\begin{equation*}
{ }_{\mathrm{V}}\langle x, B 0\rangle_{\mathrm{V}^{*}} \leq|x|_{\mathrm{V}} \cdot|B 0|_{\mathrm{V}^{*}} \leq \frac{\tilde{\varepsilon}^{q}}{q}|x|_{\mathrm{V}}^{q}+\frac{1}{p \tilde{\varepsilon}^{p}}|B 0|_{\mathrm{V}^{*}}^{p}, \tag{8.20}
\end{equation*}
$$

where $p=\frac{q}{q-1}$.
Therefore, we can deduce from (8.19) and (8.20) by taking $\tilde{\varepsilon}$ small enough to get

$$
\begin{equation*}
{ }_{\mathrm{v}}\langle x, B x\rangle_{\mathrm{V}^{*}} \leq C_{2}-\gamma^{\prime}|x|_{\mathrm{V}}^{q} \tag{8.21}
\end{equation*}
$$

for some constant $C_{2}, \gamma^{\prime}>0$.
Now we fix a $y$ in the set $A 0$. Let $\left(X_{t}, Y_{t}\right)$ be the solution to the multivalued stochastic evolution equation (8.12). By definition, we have

$$
\begin{equation*}
\langle X(t)-0, d K(t)-y d t\rangle \geq 0, \tag{8.22}
\end{equation*}
$$

By Itô's formula, using (8.21) and (8.22) and Young's inequality again, we can obtain

$$
\begin{align*}
& \frac{1}{2} d\left|X_{t}\right|_{\mathrm{H}}^{2} \\
\leq & -{ }_{\mathrm{V}}\left\langle X_{t}, B X_{t}\right\rangle_{\mathrm{V}^{*}} d t-\left\langle X_{t}, d K_{t}\right\rangle_{\mathrm{H}} d t+\frac{1}{2}\|\sigma\|_{\mathrm{H} \otimes \mathrm{H}}^{2} d t+\left\langle X_{t}, \sigma d W_{t}\right\rangle  \tag{8.23}\\
\leq & \left(C_{3}-\gamma^{\prime}|X(t)|_{\mathrm{V}}^{q}\right) d t+|y|_{\mathrm{H}} \cdot\left|X_{t}\right|_{\mathrm{H}} d t+\left\langle X_{t}, \sigma d W_{t}\right\rangle \\
\leq & \left(C_{4}-\frac{\gamma^{\prime}}{2}|X(t)|_{\mathrm{V}}^{q}\right) d t+\left\langle X_{t}, \sigma d W_{t}\right\rangle,
\end{align*}
$$

where $C_{3}, C_{4}>0$ are some constants.

In the calculation of (8.23) we also used Young's inequality to get control for $\|\sigma(x)\|_{\mathrm{H} \times \boldsymbol{H}} \leq C_{\sigma}\left(1+|x|_{\mathrm{H}}\right)$ if $q$ is strictly greater than 2 . If $q=2$, we use the assumption that $\sigma$ uniformly bounded.

Therefore, by (8.23), we get

$$
\begin{equation*}
\int_{0}^{1} \frac{\gamma^{\prime}}{2} \mathbb{E}^{x}\left|X_{s}\right|_{\mathrm{V}}^{q} d s \leq C_{4}+\frac{1}{2}\left(|x|_{\mathrm{H}}^{2}-\mathbb{E}^{x}\left|X_{1}\right|_{\mathrm{H}}^{2}\right) . \tag{8.24}
\end{equation*}
$$

Consequently we have

$$
\int_{0}^{1} P_{s}|\cdot|_{\mathrm{V}}^{q}(x) d s \leq \frac{1}{\gamma^{\prime}}\left(2 C_{4}+|x|_{\mathrm{H}}^{2}\right) .
$$

Hence we have $\mu\left(|\cdot|_{\mathrm{V}}^{q}\right)<\infty$. This proves (8.14).
(3) For every $\theta>0$, by (8.23) we have

$$
\begin{align*}
& d \mathrm{e}^{\theta\left|X_{t}\right|_{H}^{q}} \\
& =\frac{1}{2} \theta q\left|X_{t}\right|_{\mathbb{H}}^{q-2} \mathrm{e}^{\theta\left|X_{t}\right|_{\mathrm{H}}^{q}} d\left|X_{t}\right|_{\mathbb{H}}^{2} \\
& \left.+\left.\frac{1}{2}\left(\frac{1}{2} \theta q \mathrm{e}^{\theta\left|X_{t}\right|_{\mathrm{H}}^{q}}\right)\left(\frac{1}{2} \theta q\left|X_{t}\right|_{\mathrm{H}}^{2(q-2)}+\frac{q-2}{2}\left|X_{t}\right|_{\mathrm{H}}^{q-4}\right) d\langle | X_{t}\right|_{\mathrm{H}} ^{2},\left|X_{t}\right|_{\mathrm{H}}^{2}\right\rangle  \tag{8.25}\\
& =\frac{1}{2} \theta q\left|X_{t}\right|_{\mathrm{H}}^{q-2} \mathrm{e}^{\theta\left|X_{t}\right|_{\mathrm{H}}^{q}}\left(d\left|X_{t}\right|_{\mathrm{H}}^{2}+2 \theta q|\sigma|_{\mathrm{H} \otimes \mathrm{H}}^{2}\left|X_{t}\right|_{\mathrm{H}}^{q} d t+(q-2)|\sigma|_{\mathrm{H} \otimes \mathrm{H}}^{2} d t\right) \\
& \leq \frac{1}{2} \theta q\left|X_{t}\right|_{\mathrm{H}}^{q-2} \mathrm{e}^{\theta\left|X_{t}\right|_{\mathrm{H}}^{q}}\left(C_{5}-\gamma^{\prime}|X(t)|_{\mathrm{V}}^{q}+2 \theta q|\sigma|_{\mathrm{H} \otimes \mathrm{H}}^{2}\left|X_{t}\right|_{\mathrm{H}}^{q}\right) d t+d M_{t}
\end{align*}
$$

for some constant $C_{5}>0$ and some local martingale $M_{t}$.
Since $|\cdot|_{\mathrm{H}} \leq \lambda|\cdot|_{\mathrm{V}}$, for small enough $\theta$, we have

$$
\begin{equation*}
d \mathrm{e}^{\theta\left|X_{t}\right|_{\mathrm{H}}^{q}} \leq \frac{1}{2} \theta q\left|X_{t}\right|_{\mathrm{H}}^{q-2} \mathrm{e}^{\theta\left|X_{t}\right|_{\mathrm{H}}^{q}}\left(C_{5}-\frac{\gamma^{\prime}}{2}|X(t)|_{\mathrm{V}}^{q}\right) d t+d M_{t} . \tag{8.26}
\end{equation*}
$$

For convenience, let us focus at the drift of the right hand of (8.26).
By the fact $|\cdot|_{H} \leq \lambda|\cdot|_{\mathrm{V}}$ and Young's inequality,

$$
\begin{align*}
& \frac{1}{2} \theta q\left|X_{t}\right|_{\mathrm{H}}^{q-2}\left(C_{5}-\frac{\gamma^{\prime}}{2}|X(t)|_{\mathrm{V}}^{q}\right) \\
\leq & \frac{1}{2} \theta q C_{5}\left|X_{t}\right|_{\mathrm{H}}^{q-2}-\frac{1}{2} \theta q \cdot \frac{\gamma^{\prime}}{2} \lambda^{-q}|X(t)|_{\mathrm{H}}^{q} \cdot\left|X_{t}\right|_{\mathrm{H}}^{q-2}  \tag{8.27}\\
\leq & C_{6}-\gamma^{\prime \prime}\left|X_{t}\right|_{\mathrm{H}}^{2(q-1)}
\end{align*}
$$

for some constant $C_{6}, \gamma^{\prime \prime}>0$.
Now let

$$
G=\left\{\left|X_{t}\right|_{\mathbb{H}}^{2(q-1)} \geq 1+\frac{C_{6}}{\gamma^{\prime \prime}}\right\} .
$$

Note that on $G^{c}$, both $\left|X_{t}\right|_{H}^{2(q-1)}$ and $\mathrm{e}^{\theta\left|X_{t}\right|_{\mathrm{H}}^{q}}$ are bounded. Therefore

$$
\begin{align*}
& \left(C_{6}-\gamma^{\prime \prime}\left|X_{t}\right|_{\mathrm{H}}^{2(q-1)}\right) \mathrm{e}^{\theta\left|X_{t}\right|_{\mathrm{H}}^{q}} \\
= & -\gamma^{\prime \prime}\left(\left|X_{t}\right|_{\mathrm{H}}^{2(q-1)}-\frac{C_{6}}{\gamma^{\prime \prime}}\right) \mathrm{e}^{\theta\left|X_{t}\right|_{\mathrm{H}}^{q}} \\
\leq & -\gamma^{\prime \prime} \mathrm{e}^{\theta\left|X_{t}\right|_{\mathrm{H}}^{q}} \mathbb{1}_{G}-\gamma^{\prime \prime}\left(\left|X_{t}\right|_{\mathrm{H}}^{2(q-1)}-\frac{C_{6}}{\gamma^{\prime \prime}}\right) \mathrm{e}^{\theta\left|X_{t}\right|_{\mathrm{H}}^{q}} \mathbb{1}_{G^{c}}  \tag{8.28}\\
\leq & -\gamma^{\prime \prime} \mathrm{e}^{\theta\left|X_{t}\right|_{\mathrm{H}}^{q}}+\gamma^{\prime \prime} \mathrm{e}^{\theta\left|X_{t}\right|_{\mathrm{H}}^{q}} \mathbb{1}_{G^{c}}-\gamma^{\prime \prime}\left(\left|X_{t}\right|_{\mathrm{H}}^{2(q-1)}-\frac{C_{6}}{\gamma^{\prime \prime}}\right) \mathrm{e}^{\theta\left|X_{t}\right|_{\mathrm{H}}^{q}} \mathbb{1}_{G^{c}} \\
\leq & C_{7}-\gamma^{\prime \prime} \mathrm{e}^{\theta\left|X_{t}\right|_{\mathrm{H}}^{q}}
\end{align*}
$$

for some constant $C_{7}>0$.
Therefore, from (8.27) and (8.28), we can get an estimate of the drift of the right hand side of (8.26). Consequently, from (8.26), we see

$$
\begin{equation*}
d \mathrm{e}^{\theta\left|X_{t}\right|_{\mathrm{H}}^{q}} \leq\left(C_{7}-\gamma^{\prime \prime} \mathrm{e}^{\theta\left|X_{t}\right|_{\mathrm{H}}^{q}}\right) d t+d M_{t} \tag{8.29}
\end{equation*}
$$

By integrating the inequality (8.29) from 0 to $n$, we get

$$
\begin{equation*}
\mathrm{e}^{\theta\left|X_{n}\right|_{\mathrm{H}}^{q}} \leq \mathrm{e}^{\theta\left|X_{0}\right|_{\mathrm{H}}^{q}}+C_{7} n-\gamma^{\prime \prime} \int_{0}^{n} \mathrm{e}^{\theta\left|X_{s}\right|_{\mathrm{H}}^{q}} d s+M_{n} . \tag{8.30}
\end{equation*}
$$

Then we take expectation for both side of (8.30) with respect to $\mathbb{P}^{0}$, we get

$$
\begin{equation*}
\mathbb{E} \mathrm{e}^{\theta\left|X_{n}\right|_{\mathrm{H}}^{q}} \leq 1+C_{7} n-\gamma^{\prime \prime} \int_{0}^{n} \delta_{0} P_{s} \mathrm{e}^{\theta|\cdot|_{\mathrm{H}}^{q}} d s \tag{8.31}
\end{equation*}
$$

It follows that

$$
\begin{equation*}
\mu_{n}\left(\mathrm{e}^{\theta|\cdot| \|_{H}^{q}}\right) \leq \frac{C_{7}}{\gamma^{\prime \prime}}+\frac{1}{n \gamma^{\prime \prime}}, \quad n \geq 1, \tag{8.32}
\end{equation*}
$$

where

$$
\mu_{n}=\frac{1}{n} \int_{0}^{n} \delta_{0} P_{s} d s, \quad n \geq 1 .
$$

Note that $\mu$ is the weak limit of $\mu_{n}$ (refer to the proof of [Zha07, 5.8]), we can deduce from (8.32) to get $\mu\left(\mathrm{e}^{\theta|\cdot|_{H}^{q}}\right)<\infty$. This proves (8.15).

### 8.5 Harnack Inequalities

In the following we assume conditions (H1)-(H5) in Theorem 8.3.2 and instead of (H6) we suppose that
$\left(\mathrm{H}^{\prime}\right) \sigma:[0, \infty) \times \Omega \rightarrow \mathbb{H} \otimes \mathbb{H}$ be a nondegenerate Hilbert-Schmidt operator uniformly bounded in time $t \in[0, \infty)$ and $\omega \in \Omega$.

For every $x \in \mathbb{H}$, define

$$
|x|_{\sigma_{t}}= \begin{cases}|y|_{\mathbb{H}} & \text { if } x=\sigma_{t} y \text { for some } y \in \mathbb{H} \\ \infty, & \text { otherwise }\end{cases}
$$

The distance associated with $|\cdot|_{\sigma_{t}}$ is called the intrinsic distance induced by $\sigma_{t}$. We refer to Page 19 for more details.

By Theorem 8.3.2, the equation (8.12) has a unique solution and we define $P_{t} f(x)=\mathbb{E}_{\mathbb{P}} f\left(X_{t}\right)$ for every $f \in \mathscr{B}_{b}(\overline{D(A)})$. We are going to prove the following Harnack inequality for the semigroup $P_{t}$.

Theorem 8.5.1. Assume (H1)-(H5) and (H6'). Suppose that there exists some nonnegative constant $r \geq q-4$, and some strictly positive continuous function $\zeta_{t}$ on $[0, \infty)$ such that

$$
\begin{equation*}
\zeta_{t}^{2}|x|_{\sigma_{t}}^{2+r} \cdot|x|_{\mathrm{H}}^{q-2-r} \leq|x|_{\mathrm{V}}^{q}, \quad \text { for all } x \in \mathbb{V}, t \geq 0 \tag{8.33}
\end{equation*}
$$

holds on $\Omega$. Then for every $T>0, x, y \in \overline{D(A)}, \alpha, \beta>1$ satisfying $1 / \alpha+1 / \beta=1$ and $f \in \mathscr{C}_{b}^{+}(\overline{D(A)})$, the following inequality holds

$$
\begin{equation*}
\left(P_{T} f^{\alpha}\right)(x) \leq \exp \left(\frac{\beta}{2} \Theta_{T}|x-y|_{\mathbb{H}}^{\frac{2(4+r-q)}{2+r}}\right) P_{T} f^{\alpha}(y), \tag{8.34}
\end{equation*}
$$

where

$$
\begin{equation*}
\Theta_{T}=\Theta\left(T, \delta, \gamma, \omega, \zeta_{t}\right)=4 \delta^{-\frac{2(3+r)}{2+r}} \gamma^{-\frac{2}{2+r}} \frac{\left(\int_{0}^{T} \zeta_{t}^{2} \mathrm{e}^{-\delta \omega t} d t\right)^{\frac{r}{2+r}}}{\left(\int_{0}^{T} \zeta_{t} \mathrm{e}^{-\delta \omega t} d t\right)^{2}} \tag{8.35}
\end{equation*}
$$

with

$$
\begin{equation*}
\delta=1-\frac{q}{4+r} . \tag{8.36}
\end{equation*}
$$

Assume the diffusion coefficient $\sigma$ is independent of $(t, \omega)$ and the function $\zeta_{t}$
in (8.33) is taken as constant $\zeta$. Then $\Theta_{T}$ is simplified as

$$
\begin{equation*}
\widetilde{\Theta}_{T}=4 \delta^{-1} \gamma^{-\frac{2}{2+r}} \zeta^{-\frac{4}{2+r}}\left[\omega^{-1}\left(1-\mathrm{e}^{-\delta \omega T}\right)\right]^{-\frac{4+r}{2+r}} . \tag{8.37}
\end{equation*}
$$

Proof. We divide the proof into six steps since it is quite long. We outline the main procedure of the proof of (8.34) in the first step and then realize the idea in the next four steps. The simplification from (8.35) to (8.37) is obtained in the last step.
(1) Main Idea.

Consider the following coupled multivalued stochastic evolution equation

$$
\left\{\begin{array}{l}
d X_{t} \in-A X_{t} d t+B X_{t} d t+\sigma(t) d W_{t}-U_{t} d t  \tag{8.38a}\\
d Y_{t} \in-A Y_{t} d t+B Y_{t} d t+\sigma(t) d W_{t}
\end{array}\right.
$$

with initial conditions $X_{0}=x \in \overline{D(A)}, \quad Y_{0}=y \in \overline{D(A)}$, and the drift $U_{t}$ in (8.38a) is of the following form

$$
\begin{equation*}
U_{t}=\frac{\eta_{t}\left(X_{t}-Y_{t}\right)}{\left|X_{t}-Y_{t}\right|_{\mathrm{H}}^{\delta}} \mathbb{1}_{\{t<\tau\}}, \tag{8.39}
\end{equation*}
$$

where the stopping time $\tau$ in (8.39) is the coupling time of $X_{t}$ and $Y_{t}$ defined by

$$
\tau=\inf \left\{t \geq 0: X_{t}=Y_{t}\right\}
$$

the power $\delta$ in (8.39) is a constant in $(0,1)$ (see (8.36)) and $\eta_{t}$ is a deterministic function on $[0, \infty)$. Both $\delta$ and $\eta_{t}$ in (8.39) will be specified later such that the following two crucial conditions

$$
\begin{equation*}
X_{T}=Y_{T} \quad \text { a.s. } \tag{8.40}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbb{E}_{\mathbb{P}} \exp \left(\int_{0}^{T} \frac{\eta_{t}^{2}}{2} \frac{\left|X_{t}-Y_{t}\right|_{\sigma_{t}}^{2} \mathbb{1}_{\{t<\tau\}}}{\left|X_{t}-Y_{t}\right|_{\mathbb{H}}^{\delta}} d t\right)<\infty . \tag{8.41}
\end{equation*}
$$

are satisfied.
By (8.41) we know

$$
R_{t}=\exp \left(\int_{0}^{t}\left\langle\sigma_{s}^{-1} U_{s}, d W_{s}\right\rangle-\frac{1}{2} \int_{0}^{t}\left|\sigma_{s}^{-1} U_{s}\right|_{\mathbb{H}}^{2} d s\right), \quad t \in[0, T]
$$

is a martingale on $\left(\Omega, \mathscr{F}_{T},\left(\mathscr{F}_{t}\right)_{0 \leq t \leq T}, \mathbb{P}\right)$. Therefore, we can define a new proba-
bility measure Q on $\left(\Omega, \mathscr{F}_{T},\left(\mathscr{F}_{t}\right)_{0 \leq t \leq T}\right)$ by setting $\left.\mathbb{Q}\right|_{\mathscr{F}_{T}}=R_{T} \mathrm{P}$.
By Girsanov's theorem,

$$
\widetilde{W}_{t}:=W_{t}-\int_{0}^{t} \sigma_{s}^{-1} U_{s} d s
$$

is still a cylindrical Wiener process on $\left(\Omega, \mathscr{F}_{T},\left(\mathscr{F}_{t}\right)_{0 \leq t \leq T}, \mathrm{Q}\right)$. Hence Equation (8.38a) can be rewritten in the following way

$$
d X_{t} \in-A X_{t} d t+B X_{t} d t+\sigma(t) d \widetilde{W}_{t}
$$

with initial condition $X_{0}=x$.
By the uniqueness of the solution, the transition law of $\left(X_{t}\right)_{t \in[0, T]}$ under $\mathbb{Q}$ is the same with the transition law of $\left(Y_{t}\right)_{t \in[0, T]}$ under $\mathbb{P}$. So by the fact (8.40) which will be verified, we have

$$
\begin{equation*}
P_{T} f(x)=\mathbb{E}_{\mathbb{Q}} f\left(X_{T}\right)=\mathbb{E}_{\mathbb{Q}} f\left(Y_{T}\right)=\mathbb{E}_{\mathbb{P}} R f\left(Y_{T}\right) \tag{8.42}
\end{equation*}
$$

Note that we also have $P_{T} f(y)=\mathbb{E}_{\mathbb{P}} f\left(Y_{T}\right)$, therefore by applying Hölder's inequality to (8.42), we can get

$$
\begin{equation*}
\left(P_{T} f\right)^{\alpha}(x) \leq\left(\mathbb{E}_{\mathbb{P}} R_{T}^{\beta}\right)^{\alpha / \beta} P_{T} f^{\alpha}(y) \tag{8.43}
\end{equation*}
$$

Then we can finish the proof by an additional estimate of $\mathbb{E}_{\mathbb{P}} R_{T}^{\beta}$.
(2) Existence of the solution of the coupled equation (8.38).

Note that the function

$$
(u, v) \mapsto \frac{u-v}{|u-v|_{\mathrm{H}}^{\delta}}
$$

satisfies the monotone condition off the diagonal (see Appendix of [Wan07]).
Therefore we can apply Theorem 8.3.2 and see that the coupled equation (8.38) has a solution up to the coupling time $\tau$. So there exists continuous processes $(X, K) \in \mathscr{A}_{T \wedge \tau}$ and $(Y, \widetilde{K}) \in \mathscr{A}_{T \wedge \tau}$ such that for all $t<\tau$,

$$
\left\{\begin{array}{l}
X_{t}=x-K_{t}+\int_{0}^{t} B X_{s} d s+\int_{0}^{t} \sigma(s) d W_{s}-\int_{0}^{t} U_{s} d s  \tag{8.44a}\\
Y_{t}=y-\widetilde{K}_{t}+\int_{0}^{t} B Y_{s} d s+\int_{0}^{t} \sigma(s) d W_{s}
\end{array}\right.
$$

On the other hand, it is obvious that the solution of Equation (8.38b) (or
equivalently, Equation (8.44b)) can be extended to be a solution for all time $[0, \infty)$. Let $\left(Y_{t}, \widetilde{K}\right)_{t \geq 0}$ solves Equation (8.38b). Now we can also solve Equation (8.38a) (or (8.44a)) by defining $X_{t}=Y_{t}, \quad K_{t}=\widetilde{K}_{t}$ for all $t \geq \tau$.
(3) Verify (8.40).

Apply Itô's formula (see [KR79] (or [KR07]), [PR07], or Zhang [Zha07, Theorem A.1] etc.) to $\sqrt{\left|X_{t}-Y_{t}\right|_{\mathrm{H}}^{2}+\varepsilon}$ and then let $\varepsilon \downarrow 0$, by using condition (H4) we have for $t<\tau$

$$
\begin{aligned}
d\left|X_{t}-Y_{t}\right|_{\mathrm{H}}^{2} \leq & -\left\langle X_{t}-Y_{t}, d K_{t}-d \widetilde{K}_{t}\right\rangle_{\mathrm{H}} d t \\
& +\left(-\gamma\left|X_{t}-Y_{t}\right|_{\mathrm{V}}^{q}+\omega\left|X_{t}-Y_{t}\right|_{\mathrm{H}}^{2}-\eta_{t}\left|X_{t}-Y_{t}\right|_{\mathrm{H}}^{2-\delta}\right) d t .
\end{aligned}
$$

By Proposition 8.3.4, for all $t<\tau$ we have

$$
d\left|X_{t}-Y_{t}\right|_{\mathrm{H}}^{2} \leq\left(-\gamma\left|X_{t}-Y_{t}\right|_{\mathrm{V}}^{q}+\omega\left|X_{t}-Y_{t}\right|_{\mathrm{H}}^{2}-\eta_{t}\left|X_{t}-Y_{t}\right|_{\mathrm{H}}^{2-\delta}\right) d t .
$$

Then

$$
\begin{equation*}
d\left(\left|X_{t}-Y_{t}\right|_{\mathrm{H}}^{2} \mathrm{e}^{-\omega t}\right) \leq-\mathrm{e}^{-\omega t}\left(\gamma\left|X_{t}-Y_{t}\right|_{\mathrm{V}}^{q}+\eta_{t}\left|X_{t}-Y_{t}\right|_{\mathrm{H}}^{2-\delta}\right) d t \tag{8.45}
\end{equation*}
$$

Hence by (8.45) we get

$$
\begin{align*}
& d\left(\left|X_{t}-Y_{t}\right|_{\mathrm{H}}^{2} \mathrm{e}^{-\omega t}\right)^{\delta / 2} \\
\leq & \frac{\delta}{2}\left(\left|X_{t}-Y_{t}\right|_{\mathrm{H}}^{2} \mathrm{e}^{-\omega t}\right)^{\delta / 2-1} \cdot\left(-\mathrm{e}^{-\omega t} \eta_{t}\left|X_{t}-Y_{t}\right|_{\mathrm{H}}^{2-\delta}\right) d t  \tag{8.46}\\
= & -\frac{\delta}{2} \mathrm{e}^{-\frac{\delta}{2} \omega t} \eta_{t} d t .
\end{align*}
$$

We take

$$
\begin{equation*}
\eta_{t}=\vartheta_{T} \zeta_{t} \mathrm{e}^{-\frac{\delta}{2} \omega t} \tag{8.47}
\end{equation*}
$$

with

$$
\vartheta_{T}=\frac{2 \delta^{-1}|x-y|_{\mathrm{H}}^{\delta}}{\int_{0}^{T} \zeta_{t} \mathrm{e}^{-\delta \omega t} d t} .
$$

Then it must be $T \geq \tau$. Otherwise, if $T<\tau$, then by taking integral from 0 to $T$ for both sides of the inequality (8.46), we can obtain

$$
\begin{equation*}
\left|X_{T}-Y_{T}\right|_{\mathrm{H}}^{\delta} \mathrm{e}^{-\frac{\delta}{2} \omega T} \leq|x-y|_{\mathrm{H}}^{\delta}-\frac{\delta}{2} \int_{0}^{T} \mathrm{e}^{-\frac{\delta}{2} \omega t} \eta_{t} d t . \tag{8.48}
\end{equation*}
$$

By (8.47) the right hand side of (8.48) equals to 0 . So we can conclude $X_{T}=Y_{T}$
from (8.48). But this is contradict with the assumption that $T<\tau$. Therefore, it must be $T \geq \tau$ and hence $X_{T}=Y_{T}$.
(4) Verify (8.41).

From (8.45) and the assumption (8.33) we can get for all $t \leq \tau$

$$
\begin{align*}
& d\left(\left|X_{t}-Y_{t}\right|_{\mathrm{H}}^{2} \mathrm{e}^{-\omega t}\right)^{\delta} \\
= & \delta\left(\left|X_{t}-Y_{t}\right|_{\mathrm{H}}^{2} \mathrm{e}^{-\omega t}\right)^{\delta-1} d\left(\left|X_{t}-Y_{t}\right|_{\mathrm{H}}^{2} \mathrm{e}^{-\omega t}\right) \\
\leq & -\delta \gamma \mathrm{e}^{-\delta \omega t}\left|X_{t}-Y_{t}\right|_{\mathrm{H}}^{2(\delta-1)} \cdot\left|X_{t}-Y_{t}\right|_{\mathrm{V}}^{q} d t  \tag{8.49}\\
\leq & -\delta \gamma \zeta_{t}^{2} \mathrm{e}^{-\delta \omega t} \frac{\left|X_{t}-Y_{t}\right|_{\sigma t}^{2+r}}{\left|X_{t}-Y_{t}\right|_{\mathrm{H}}^{2+r-2(\delta-1)-q}} d t .
\end{align*}
$$

Let

$$
\delta=1-\frac{q}{4+r} .
$$

Then

$$
2+r-2(\delta-1)-q=\delta(2+r)
$$

Hence, from (8.49) we see

$$
\begin{equation*}
d\left(\left|X_{t}-Y_{t}\right|_{\mathrm{H}}^{2} \mathrm{e}^{-\omega t}\right)^{\delta} \leq-\delta \gamma \zeta_{t}^{2} \mathrm{e}^{-\delta \omega t} \frac{\left|X_{t}-Y_{t}\right|_{\sigma_{t}}^{2+r}}{\left|X_{t}-Y_{t}\right|_{\mathrm{H}}^{\delta(2+r)}} d t \tag{8.50}
\end{equation*}
$$

According to (8.47), we have $\zeta_{t}^{2}=\frac{\eta_{t}^{2}}{\vartheta_{T}^{2}} \mathrm{e}^{-\delta \omega t}$.
By integrating both sides of the inequality (8.50) from 0 to $T$, we get (note that $X_{T}=Y_{T}$ )

$$
\frac{\delta \gamma}{\vartheta_{T}^{2}} \int_{0}^{T} \frac{\eta_{t}^{2}\left|X_{t}-Y_{t}\right|_{\sigma_{t}}^{2+r}}{\left|X_{t}-Y_{t}\right|_{\mathrm{H}}^{\delta(2+r)}} d t \leq|x-y|_{\mathrm{H}}^{2 \delta}
$$

By Hölder's inequality, we have

$$
\begin{aligned}
& \int_{0}^{T} \frac{\eta_{t}^{2}\left|X_{t}-Y_{t}\right|_{\sigma_{t}}^{2}}{\left|X_{t}-Y_{t}\right|_{\mathrm{H}}^{2 \delta}} d t \\
\leq & \left(\int_{0}^{T} \frac{\eta_{t}^{2}\left|X_{t}-Y_{t}\right|_{\sigma}^{2+r}}{\left|X_{t}-Y_{t}\right|_{\mathrm{H}}^{\delta(2+r)}} d t\right)^{\frac{2}{2+r}}\left(\int_{0}^{T} \eta_{t}^{2} d t\right)^{\frac{r}{2+r}} \\
\leq & \left(\frac{\vartheta_{T}^{2}}{\delta \gamma}|x-y|_{\mathrm{H}}^{2 \delta}\right)^{\frac{2}{2+r}} \cdot \vartheta_{T}^{\frac{2 r}{2+r}}\left(\int_{0}^{T} \zeta_{t}^{2} \mathrm{e}^{-\delta \omega t} d t\right)^{\frac{r}{2+r}} \\
= & (\delta \gamma)^{-\frac{2}{2+r}} \vartheta_{T}^{2}|x-y|_{\mathrm{H}}^{\frac{4 \delta}{2+r}} \cdot\left(\int_{0}^{T} \zeta_{t}^{2} \mathrm{e}^{-\delta \omega t} d t\right)^{\frac{r}{2+r}} .
\end{aligned}
$$

Note that

$$
\vartheta_{T}^{2}=\frac{4 \delta^{-2}|x-y|_{H}^{2 \delta}}{\left(\int_{0}^{T} \zeta_{t} \mathrm{e}^{-\delta \omega t} d t\right)^{2}},
$$

we obtain

$$
\begin{align*}
& \int_{0}^{T} \frac{\eta_{t}^{2}\left|X_{t}-Y_{t}\right|_{\sigma_{t}}^{2}}{\left|X_{t}-Y_{t}\right|_{\mathrm{H}}^{2 \delta}} d t \\
\leq & 4 \delta^{-2}(\delta \gamma)^{-\frac{2}{2+r}} \frac{\left(\int_{0}^{T} \zeta_{t}^{2} \mathrm{e}^{-\delta \omega t} d t\right)^{\frac{r}{2+r}}}{\left(\int_{0}^{T} \zeta_{t} \mathrm{e}^{-\delta \omega t} d t\right)^{2}}|x-y|_{\mathrm{H}}^{2 \delta+\frac{4 \delta}{2+r}}  \tag{8.51}\\
= & 4 \delta^{-\frac{2(3+r)}{2+r}} \gamma^{-\frac{2}{2+r}} \frac{\left(\int_{0}^{T} \zeta_{t}^{2} \mathrm{e}^{-\delta \omega t} d t\right)^{\frac{r}{2+r}}}{\left(\int_{0}^{T} \zeta_{t} \mathrm{e}^{-\delta \omega t} d t\right)^{2}}|x-y|_{\mathrm{H}}^{\frac{2(4+r-q)}{2+r}} .
\end{align*}
$$

It is clear now that (8.41) holds.
(5) Estimate of $\mathbb{E} R_{T}^{\beta}$.

By the martingale property of $R_{T}$ (with respect to $\mathbb{P}$ ), we see (refer to (4.21))

$$
\left(\mathbb{E}_{\mathbb{P}} R_{T}^{\beta}\right)^{\alpha / \beta}=\mathbb{E}_{\mathbb{P}} \exp \left(\frac{\beta}{2} \int_{0}^{T} \frac{\eta_{t}^{2}\left|X_{t}-Y_{t}\right|_{\sigma_{\sigma}}^{2}}{\left|X_{t}-Y_{t}\right|_{\mathbb{H}}^{2 \delta}} d t\right) .
$$

We can get (8.34) by using the estimate (8.51).
(6) Suppose that $\sigma$ is independent of $(t, \omega)$. And we take $\zeta_{t}$ in (8.33) as a constant $\zeta$. Then we can simplify $\Theta_{T}$ as follows.

$$
\begin{aligned}
\Theta_{T} & =4 \delta^{-\frac{2(3+r)}{2+r}} \gamma^{-\frac{2}{2+r}} \frac{\left(\zeta^{2} \int_{0}^{T} \mathrm{e}^{-\delta \omega t} d t\right)^{\frac{r}{2+r}}}{\left(\zeta \int_{0}^{T} \mathrm{e}^{-\delta \omega t} d t\right)^{2}} \\
& =4 \delta^{-\frac{2(3+r)}{2+r}} \gamma^{-\frac{2}{2+r}} \zeta^{-\frac{4}{2+r}}\left[(\delta \omega)^{-1}\left(1-\mathrm{e}^{-\delta \omega T}\right)\right]^{-\frac{4+r}{2+r}} \\
& =4 \delta^{-1} \gamma^{-\frac{2}{2+r}} \zeta^{-\frac{4}{2+r}}\left[\omega^{-1}\left(1-\mathrm{e}^{-\delta \omega T}\right)\right]^{-\frac{4+r}{2+r}}=\widetilde{\Theta}_{T}
\end{aligned}
$$

Remark 8.5.2. Our proof is similar to the proof of [Wan07, Theorem 1.1].
Remark 8.5.3. We refer to [Wan07, Corollary 1.3] for sufficient conditions for (8.33).

### 8.6 Applications of Harnack Inequalities

We apply (8.34) to study the strong Feller property, full support of the invariant measure, heat kernel bound and hyperboundedness etc. properties of the semigroup $P_{t}$.

Zhang [Zha07, Corollary 5.3] studied Feller property of $P_{t}$. We can prove strong Feller property (and even more) for $P_{t}$ under additional conditions.

Theorem 8.6.1. Assume (H1)-(H5), (H6') and (8.33) with $q<4+r$. Then for every $f$ in $L^{p}(\overline{D(A)}, \mu)$ with $p>1, P_{t} f$ is continuous on $\overline{D(A)}$. In particular, the semigroup $P_{t}$ is strongly Feller. Moreover, the following estimate holds

$$
\begin{equation*}
\left|P_{t} f(x)-P_{t} f(y)\right| \leq\|f\|_{\infty} \Theta_{t}^{1 / 2}|x-y|_{\mathrm{H}}^{\frac{4+r-q}{2+r}} \cdot \exp \left(\frac{1}{2} \Theta_{t}|x-y|_{\mathrm{H}}^{\frac{2(4+r-q)}{2+r}}\right) . \tag{8.52}
\end{equation*}
$$

for every $t>0, x, y \in \overline{D(A)}$ and $f \in \mathscr{B}_{b}(\overline{D(A)})$.
Proof. The first statement follows directly from the Harnack inequality (8.34) and Proposition 5.3.2. Now we prove the estimate (8.52).

Use the notation in the proof of Theorem 8.5.1 and we prove (8.52) for fixed $T>0$. By (8.42), we see

$$
\begin{align*}
\left|P_{T} f(x)-P_{T} f(y)\right| & =\left|\mathbb{E}_{\mathbb{Q}} f\left(X_{T}\right)-\mathbb{E}_{\mathbb{P}} f\left(Y_{T}\right)\right|=\left|\mathbb{E}_{\mathbb{P}} R_{T} f\left(X_{T}\right)-\mathbb{E}_{\mathbb{P}} f\left(X_{T}\right)\right| \\
& =\mathbb{E}_{\mathbb{P}}\left|f\left(X_{T}\right)\left(1-R_{T}\right)\right| \leq\|f\|_{\infty} \mathbb{E}_{\mathbb{P}}\left|1-R_{T}\right| . \tag{8.53}
\end{align*}
$$

It is clear

$$
\begin{equation*}
\left(\mathbb{E}_{\mathbb{P}}\left|1-R_{T}\right|\right)^{2} \leq \mathbb{E}_{\mathbb{P}}\left(1-R_{T}\right)^{2}=\mathbb{E}_{\mathbb{P}} R_{T}^{2}-1 \tag{8.54}
\end{equation*}
$$

By (7.30), we know

$$
\begin{equation*}
\mathbb{E}_{\mathbb{P}} R_{T}^{2}=\exp \left(\Theta_{T}|x-y|_{\mathbb{H}}^{\frac{2(4+r-q)}{2+r}}\right) \tag{8.55}
\end{equation*}
$$

Using the elementary inequality

$$
\mathrm{e}^{r}-1 \leq r \mathrm{e}^{r} \quad \text { for all } r \geq 0
$$

we can deduce from (8.54) and (8.55) to get

$$
\left(\mathbb{E}_{\mathbb{P}}\left|1-R_{T}\right|\right)^{2} \leq \exp \left(\Theta_{T}|x-y|_{\mathbb{H}}^{\frac{2(4+r-q)}{2+r}}\right)-1
$$

$$
\leq \Theta_{T}|x-y|_{\mathbb{H}}^{\frac{2(4+r-q)}{2+r}} \cdot \exp \left(\Theta_{T}|x-y|_{\mathbb{H}}^{\frac{2(4+r-q)}{2+r}}\right)
$$

Substitute the estimate above into (8.53) we can obtain (8.52).
Remark 8.6.2. The strong Feller property can also be observed immediately by the dominated convergence theorem:

$$
\lim _{y \rightarrow x} \mathbb{E}_{\mathbb{P}}\left|R_{T}-1\right|=\mathbb{E}_{\mathbb{P}} \lim _{y \rightarrow x}\left|R_{T}-1\right|=0
$$

From now on, we assume that $\sigma$ is independent of $(t, \omega)$. In this case, $P_{t}$ is a Markov semigroup (see [Zha07, Theorem 5.5]) and the Harnack inequality (8.34) holds for $\widetilde{\Theta}_{T}$ in place of $\Theta_{T}$.

We also assume that the invariant measure, denote by $\mu$, of the semigroup $P_{t}$ exist. See Subsection 8.4 for the study of the concentration property the invariant measure.

Theorem 8.6.3. Assume (H1)-(H5), (H6') and (8.33). Then
(1) The invariant measure $\mu$ is fully supported on $\overline{D(A)}$.
(2) For every $x \in \overline{D(A)}, t>0$, the transition density $p_{t}(x, \cdot)$ (with respect to ر) exist and for every $\alpha>1$

$$
\left\|p_{t}(x, \cdot)\right\|_{L^{\alpha}(\overline{D(A)}, \mu)} \leq\left[\int_{\overline{D(A)}} \exp \left(-\frac{\alpha}{2} \widetilde{\Theta}_{t}|x-y|_{\mathrm{H}}^{\frac{2(4+r-q)}{2+r}}\right) \mu(d y)\right]^{-(\alpha-1) / \alpha}
$$

(3) Suppose $K \leq 0$.
(i) If $q=2$ and $\lambda \omega<\gamma$, where $\lambda$ is the constant such that $|\cdot|_{H} \leq \lambda|\cdot|_{V}$, then $P_{t}$ is hyperbounded.
(ii) If $q>2$, then $P_{t}$ is ultrabounded. More precisely, there exist some constant $c>0$ such that

$$
\begin{equation*}
\left\|P_{t}\right\|_{2 \rightarrow \infty} \leq \exp \left(c\left(1+t^{-\frac{q}{q-2}}\right)\right) \tag{8.56}
\end{equation*}
$$

Consequently, $P_{t}$ is compact for large $t>0$ for both cases.
Proof. (1) If $\operatorname{supp} \mu \neq \overline{D(A)}$, then there exists some $x_{0} \in \overline{D(A)}, r>0$, such that $\mu\left(B_{r}\left(x_{0}\right)\right)=0$, where $B_{r}\left(x_{0}\right)=\left\{y \in \overline{D(A)}:\left|y-x_{0}\right| \leq r\right\}$.

Applying (8.34) to the function $\mathbb{1}_{B_{r}\left(x_{0}\right)}$ for $\alpha=2$ and $t \geq 0$, we have

$$
\begin{equation*}
\left(P_{t} \mathbb{1}_{B_{r}\left(x_{0}\right)}\right)^{2}(x) \exp \left(-\widetilde{\Theta}_{t}|x-y|_{\mathbb{H}}^{\frac{2(4+r-q)}{2+r}}\right) \leq P_{t} \mathbb{1}_{B_{r}\left(x_{0}\right)}(y) . \tag{8.57}
\end{equation*}
$$

Hence, by integrating both sides of (8.57) with respect to $\mu(d y)$, we can obtain

$$
\begin{aligned}
& \quad\left(P_{t} \mathbb{1}_{B_{r}\left(x_{0}\right)}\right)^{2}(x) \int_{\overline{D(A)}} \exp \left(-\tilde{\Theta}_{t}|x-y|_{\mathrm{H}}^{\frac{2(4+r-q)}{2+r}}\right) \mu(d y) \\
& \leq \mu\left(P_{t} \mathbb{1}_{B_{r}\left(x_{0}\right)}\right)=\mu\left(\mathbb{1}_{B_{r}\left(x_{0}\right)}\right)=0 .
\end{aligned}
$$

This implies $P_{t}\left(x_{0}, B_{r}\left(x_{0}\right)\right)=0$ for all $t \geq 0$. Therefore,

$$
\begin{equation*}
\mathbb{P}\left(\left\|X_{t}\left(x_{0}\right)-x_{0}\right\|_{\mathrm{H}} \leq r\right)=0, \quad t>0, \tag{8.58}
\end{equation*}
$$

where $X_{t}\left(x_{0}\right)$ denotes the solution to (8.12) with $X_{0}\left(x_{0}\right)=x_{0}$.
Since $X_{t}$ is continuous on $\mathbb{H}$, by letting $t \rightarrow 0$ in (8.58), we have

$$
\mathbb{P}\left(\left\|X_{0}\left(x_{0}\right)-x_{0}\right\|_{\mathrm{H}} \leq r\right)=0 .
$$

But obviously this is impossible. So it must be $\operatorname{supp} \mu=\overline{D(A)}$.
(2) It follows immediately from the Harnack inequality (8.34) and Lemma 7.5.7.
(3) Since $K \leq 0$, for any $t>0$, we know

$$
\frac{K}{1-\mathrm{e}^{-\delta K t}} \leq \frac{1}{\delta t} .
$$

Therefore, by Theorem 8.5.1, there exist some constant $C_{8}$ such that for every $x, y \in \overline{D(A)}$ and $t>0$,

$$
\begin{equation*}
\left(P_{t} f\right)^{2}(x) \exp \left(-\frac{C_{8}|x-y|_{H}^{\frac{2(4+r-q)}{2+r}}}{t^{\frac{4+r}{2+r}}}\right) \leq P_{t} f^{2}(y) \tag{8.59}
\end{equation*}
$$

where $f \in L^{2}(\overline{D(A)}, \mu)$ with $\mu\left(f^{2}\right)=1$.
By integrating the both sides of (8.59) with respect to $\mu(d y)$ over $B_{1}(0)=$ $\left\{x \in \overline{D(A)}:|x|_{\mathrm{H}} \leq 1\right\}$, we obtain for every $x \in \overline{D(A)}$ and $t>0$,

$$
\begin{equation*}
\left(P_{t} f\right)^{2}(x) \leq \frac{1}{\mu\left(B_{1}(0)\right)} \exp \left(\frac{C_{8}\left(1+|x|_{H}\right)^{\frac{2(4+r-q)}{2+r}}}{t^{\frac{4+r}{2+r}}}\right) \tag{8.60}
\end{equation*}
$$

(i) If $q=2$, then by taking square and integration with respect to $\mu(d x)$ for
both sides of the equation (8.60), and using Theorem 8.4.1, we have

$$
\int_{\overline{D(A)}}\left(P_{t} f\right)^{4}(x) \mu(d x) \leq \frac{1}{\mu\left(B_{1}(0)\right)} \int_{\mathrm{H}} \exp \left(\frac{C_{8}\left(1+|x|_{\mathrm{H}}\right)^{2}}{t^{\frac{4+r}{2+r}}}\right) \mu(d x)<\infty
$$

for $t>0$ big enough. This proves $\left\|P_{t}\right\|_{2 \rightarrow 4}<\infty$ for sufficiently big $t>0$. That is, $P_{t}$ is hyperbounded.
(ii) Assume $q>2$. Then the inequality (8.26) implies

$$
\begin{equation*}
d \mathrm{e}^{\theta\left|X_{t}\right|_{\mathrm{H}}^{q}} \leq\left(C_{9}-\gamma^{\prime \prime \prime}|X(t)|_{\mathrm{H}}^{2(q-1)} \mathrm{e}^{\theta\left|X_{t}\right|_{\mathrm{H}}^{q}}\right) d t+d M_{t} \tag{8.61}
\end{equation*}
$$

for some constant $C_{9}, \theta, \gamma^{\prime \prime \prime}>0$.
Let $g(t)$ be the solution to the following equation

$$
d g(t)=\left(C_{9}-\gamma^{\prime \prime \prime} \theta^{-\frac{2(q-1)}{q}} g(t)[\log g(t)]^{\frac{2(q-1)}{q}}\right) d t
$$

with $g(0)=\mathrm{e}^{\theta|x|_{\mathrm{H}}^{q}}$.
By the comparison theorem, we have

$$
\begin{equation*}
\mathbb{E} \mathrm{e}^{\theta\left|X_{t}(x)\right|_{\mathrm{H}}^{q}} \leq g(t) \leq \exp \left(C_{9}\left(1+t^{-\frac{q}{q-2}}\right)\right) \tag{8.62}
\end{equation*}
$$

for some constant $C_{9}>0$. By inequality (8.60) we have

$$
\begin{equation*}
\left\|P_{t} f\right\|_{\infty}=\left\|P_{t / 2} P_{t / 2} f\right\|_{\infty} \leq C_{10} \sup _{x \in \overline{D(A)}} \mathbb{E} \exp \left[\frac{C_{11}}{t^{\frac{4+r}{2+r}}}\left|X_{t / 2}(x)\right|_{\mathrm{H}} \frac{2(4+r-q)}{{ }^{2+r}}\right] \tag{8.63}
\end{equation*}
$$

for some constants $C_{10}, C_{11}>0$.
By using Young's inequality, we see

$$
\begin{equation*}
C_{10} \sup _{x \in \overline{D(A)}} \mathbb{E} \exp \left[\frac{C_{11}}{t^{\frac{4+r}{2+r}}}\left|X_{t / 2}(x)\right|_{\mathrm{H}} \frac{2(4+r-q)}{2+r}\right] \leq \varepsilon \cdot\left|X_{t / 2}^{x}\right|_{\mathrm{H}}^{q}+\varepsilon^{\prime} t^{-\frac{q}{q-2}} \tag{8.64}
\end{equation*}
$$

for arbitrary $\varepsilon>0$. By considering small enough $\varepsilon>0$, it follows from the inequality (8.64) above and (8.62) and (8.63) we can obtain (8.56). This proves that $P_{t}$ is ultrabounded.

Since $P_{t}$ has transition density with respect to $\mu$, we know $P_{t}$ is compact in $L^{2}(\overline{D(A)}, \mu)$ for large $t>0$ for these two cases ( $q=2$ or $q>2$ ) by [GW02, Lemma 3.1].

Remark 8.6.4. We refer to [Zha07, Section 6.2] for an example of multivalued stochastic evolution equation satisfying the conditions we used.

## Chapter 9

## Functional Inequalities for Ornstein-Uhlenbeck Processes

In the previous chapters, we have concentrated on dimension free Harnack inequalities. It is also interesting to look at other functional inequalities.

Various functional inequalities, for instance, Poincaré and log-Sobolev inequalities (see [CM87, DPZ02, RW03a] etc.), have been well studied for OrnsteinUhlenbeck processes driven by Wiener processes. For stochastic processes related to Lévy noise, only a few functional inequalities are known. We only know, for example, Poincaré inequalities were obtained under a strong condition on the Lévy measure in [RW03a]; and (modified) log-Sobolev inequalities etc. were considered in [Wu00, CM02, GI08, GI09] etc..

This chapter is on entropy cost and HWI inequalities. These functional inequalities have attracted the interest of many people recently. See the monograph Villani [Vil09] and the bibliography therein for more details.

We prove entropy cost and HWI inequalities for Gaussian Ornstein-Uhlenbeck semigroups. They are not new for experts. But it may be considered as a complement of this thesis and a first step to these functional inequalities for Lévy driven Ornstein-Uhlenbeck processes.

### 9.1 Entropy Cost and HWI Inequalities

Let $\mathbb{H}$ be a real separable Hilbert space with inner product $\langle\cdot, \cdot\rangle$ and norm $|\cdot|$. We assume that $R$ is a bounded self-adjoint and nonnegative definite operator on $\mathbb{H}$ and $A$ generates on $\mathbb{H}$ a strongly continuous semigroup $S_{t}$. Consider the
following linear partial differential equation

$$
\begin{equation*}
d X_{t}=A X_{t} d t+R^{1 / 2} d W_{t}, \quad X_{0}=x \tag{9.1}
\end{equation*}
$$

where $W_{t}$ is a standard cylindrical Wiener process on $\mathbb{H}$.
Suppose that
Assumption 9.1.1. (1)

$$
Q_{\infty}=\int_{0}^{\infty} S_{u} R S^{*} u d u
$$

is of trace class.
(2) For all $t \geq 0, S_{t} R=R S_{t}$.
(3) There exist $M, \omega>0$ such that for all $t \geq 0$,

$$
\begin{equation*}
\left|S_{t}\right| \leq M \mathrm{e}^{-\omega t} . \tag{9.2}
\end{equation*}
$$

We will denote

$$
\alpha(t)=M^{2} \mathrm{e}^{-2 \omega t}, \quad t \geq 0 .
$$

By item (1) of Assumption 9.1.1, the equation (9.1) has a mild solution

$$
X_{t}=S_{t} x+\int_{0}^{t} S_{t-u} R^{1 / 2} d W_{u}, \quad t \geq 0
$$

The process $X_{t}$ is Gaussian and Markov with transition semigroup

$$
P_{t} f(x)=\mathbb{E} f\left(X_{t}\right),
$$

where $f$ is a bounded measurable function on $\mathbb{H}$. Moreover, by item (1) of Assumption 9.1.1, we know the semigroup $P_{t}$ has an invariant measure $\mu=$ $N\left(0, Q_{\infty}\right)$. See [DPZ92].

By item (2) of Assumption 9.1.1, the semigroup $P_{t}$ is symmetric. We refer to [CMG02] for more characterization of the symmetry of $P_{t}$.

We will establish entropy cost and HWI inequalities for $P_{t}$. First let us introduce these concepts.

Let $\nu_{1}$ and $\nu_{2}$ be two probability measures on $(\mathbb{H}, \mathcal{B}(\mathbb{H}))$. A coupling of $\nu_{1}$ and $\nu_{2}$ is a probability measure $\pi$ on $(\mathbb{H} \times \mathbb{H}, \mathcal{B}(\mathbb{H}) \times \mathcal{B}(\mathbb{H}))$ such that the marginal distributions of $\pi$ are $\nu_{1}$ and $\nu_{2}$ respectively. That is,

$$
\pi(A \times \mathbb{H})=\nu_{1}(A), \quad \pi(\mathbb{H} \times B)=\nu_{2}(B)
$$

for every $A, B \in \mathcal{B}(\mathbb{H})$.
Now we can introduce the following useful Wasserstein distance between the probability measures $\nu_{1}$ and $\nu_{2}$.

Definition 9.1.2. The Wasserstein distance between two probability measures $\nu_{1}$ and $\nu_{2}$ on $(\mathbb{H}, \mathcal{B}(\mathbb{H}))$ is defined by

$$
W_{2}(\mu, \nu):=\inf _{\pi \in \mathscr{C}(\mu, \nu)}\left\{\int_{H \times H} \rho(x, y)^{2} \pi(d x, d y)\right\}^{1 / 2}
$$

where $\mathscr{C}(\mu, \nu)$ is the space of all couplings of $\nu_{1}$ and $\nu_{2}$, and $\rho$ is the intrinsic distance on $\mathbb{H}$ defined by (see (1.1)):

$$
\rho(x, y)= \begin{cases}|x-y|_{0}=\left|R^{-1 / 2}(x-y)\right|, & \text { if } x-y \in \mathbb{H}_{0}=R^{1 / 2}(\mathbb{H}) \\ \infty, & \text { otherwise }\end{cases}
$$

Wasserstein distance describes the cost of transporting $\nu_{1}$-distributed mass to $\nu_{2}$-distributed mass. Hence this distance is also called transportation cost.

Definition 9.1.3. Let $\nu_{1}, \nu_{2}$ be two probability measures on $(\mathbb{H}, \mathcal{B}(\mathbb{H}))$ with $\nu_{2}=$ $f \nu_{1}$.
(1) The entropy of $f$ with respect to $\nu_{1}$ is defined by

$$
H\left(\nu_{2} \mid \nu_{1}\right)=\operatorname{Ent}_{\nu_{1}}(f)=\nu_{1}(f \log f)=\nu_{1}(f \log f)-\nu_{1}(f) \log \nu_{1}(f) .
$$

(2) The Fisher information (or Fisher-Donsker-Varadhan information) of $f$ is defined as

$$
I(f)=4 \nu_{1}(\langle R D \sqrt{f}, D \sqrt{f}\rangle)
$$

The main results of this chapter are the following theorem. The entropy cost inequality (9.3) deals with the connection between entropy and transportation cost. The HWI inequality inequality (9.4) relates three quantities, i.e. entropy, transportation cost and Fisher information. Here "H" stands for the entropy, "W" for the Wasserstein distance, and "I" for the Fisher information.We need to mention that Shao [Sha07] also considered these two inequalities for classical Ornstein-Uhlenbeck semigroups on Wiener spaces.

Theorem 9.1.4. Suppose Assumption 9.1.1 holds and $\mu=N\left(0, Q_{\infty}\right)$. Then for every $t \geq 0$, and nonnegative $f \in \mathcal{B}(\mathbb{H})$ with $\mu(f)=1$, we have
(1) entropy cost inequality

$$
\begin{equation*}
\operatorname{Ent}_{\mu}\left(P_{t} f\right) \leq \frac{M \omega}{2\left(\mathrm{e}^{2 \omega t}-1\right)} W_{2}(f \mu, \mu)^{2} \tag{9.3}
\end{equation*}
$$

(2) HWI inequality

$$
\begin{equation*}
\operatorname{Ent}_{\mu}(f) \leq M \sqrt{I(f)} W_{2}(f \mu, \mu)-\frac{M \omega}{2} W_{2}(f \mu, \mu)^{2} \tag{9.4}
\end{equation*}
$$

We will prove these two inequalities in the next two sections respectively.

### 9.2 Proof of Entropy Cost Inequality

We will need to use the following estimation by assumption (9.2)
Lemma 9.2.1. For every $\varphi \in \mathscr{E}_{A}(\mathbb{H})$ and $x, y \in \mathbb{H}$, we have

$$
\begin{equation*}
\left|\left(R^{1 / 2} D P_{t} \varphi\right)(x)\right|^{2} \leq \alpha(t) P_{t}\left(\left|R^{1 / 2} D \varphi\right|^{2}\right)(x) \tag{9.5}
\end{equation*}
$$

and for every $s \in[0, t]$

$$
\begin{equation*}
\left\langle D P_{s} \log P_{t-s} \varphi, y-x\right\rangle \leq \rho(x, y) \alpha^{1 / 2}(s)\left[P_{s}\left|R^{1 / 2} D\left(\log P_{t-s} \phi\right)\right|^{2}\right]^{\frac{1}{2}} \tag{9.6}
\end{equation*}
$$

Proof. The estimate (9.5) is from [DPZ02, Equation (10.5.18)]. The proof of (9.6) is similar to [RW03a, (2.5)]):

$$
\begin{aligned}
& \left\langle D P_{s} \log P_{t-s} \varphi, y-x\right\rangle \\
= & \inf _{z \in\left(R^{1 / 2}\right)^{-1}(x-y)}\left\langle D P_{s} \log P_{t-s} \varphi, R^{1 / 2} z\right\rangle \\
\leq & \rho(x, y)\left[\left|R^{1 / 2} D P_{s}\left(\log P_{t-s} \phi\right)\right|^{2}\right]^{1 / 2} \\
\leq & \rho(x, y) \alpha^{1 / 2}(s)\left[P_{s}\left|R^{1 / 2} D\left(\log P_{t-s} \phi\right)\right|^{2}\right]^{1 / 2} .
\end{aligned}
$$

We introduce some facts related to the transition semigroup $P_{t}$. We refer to [DP04] for the proof.

The transition semigroup $P_{t}$ can be uniquely extended to be strongly continuous semigroup of contractions on $L^{p}(\mathbb{H}, \mu)$ for any $p \geq 1$. We denote by $L_{p}$ the infinitesimal generator of $P_{t}$ in $L^{p}(\mathbb{H}, \mu)$ and $D\left(L_{p}\right)$ its domain. It is easy to verify
that $\mathscr{E}_{A}(\mathbb{H})$ is stable under the action of $P_{t}$ and $L$. Moreover, we know is $\mathscr{E}_{A}(\mathbb{H})$ dense in $L^{p}(\mathbb{H}, \mu)$. Hence $\mathscr{E}_{A}(\mathbb{H})$ is a core for $L_{p}$.

Fix $p=2$. For every $\varphi \in \mathscr{E}_{A}(\mathbb{H})$, we have

$$
\left.\Gamma(\varphi, \varphi)=\frac{1}{2}\left(L_{2} \varphi^{2}-2 \varphi L_{2} \varphi\right)\right)=\langle R D \varphi, D \varphi\rangle
$$

We call $\Gamma(\cdot, \cdot)$ the square field operator.
For any function $\Phi$ with continuous second order derivatives, we have

$$
\begin{equation*}
L_{2} \Phi(\varphi)=\Phi^{\prime}(\varphi) L_{2} \varphi+\Phi^{\prime \prime}(\varphi) \Gamma(\varphi, \varphi) \tag{9.7}
\end{equation*}
$$

For fixed $t>0$ and $f \in \mathscr{E}_{A}(\mathbb{H})$, consider the function

$$
s \mapsto \Psi(s)=P_{s}\left(\Phi\left(P_{t-s} f\right)\right), \quad s \in[0, t]
$$

By the chain rule formula (9.7), for any $s \in[0, t]$ we see

$$
\begin{align*}
\Psi^{\prime}(s) & =P_{s}\left[L_{2} \Phi\left(P_{t-s} f\right)-\Phi^{\prime}\left(P_{t-s} f\right) L_{2} P_{t-s} f\right]  \tag{9.8}\\
& =P_{s}\left[\Phi^{\prime \prime}\left(P_{t-s}\right) \Gamma\left(P_{t-s} f\right)\right] .
\end{align*}
$$

To prove (9.3), we first prove the following lemma.
Lemma 9.2.2. For any $t \geq 0, x, y \in \mathbb{H}$, and nonnegative bounded measurable function $f$ on $\mathbb{H}$, we have

$$
P_{t} \log f(y) \leq \log P_{t} f(x)+\frac{\rho(x, y)^{2}}{4 \int_{0}^{t} \alpha(r)^{-1} d r}
$$

Proof. We prove it following the line of [BGL01]. Define

$$
\gamma(s)=x+\frac{s}{t}(y-x)=\left(1-\frac{s}{t}\right) x+\frac{s}{t} y, \quad s \in[0, t] .
$$

Take

$$
g(s)=\frac{t \int_{0}^{s} \alpha(r)^{-1} d r}{\int_{0}^{t} \alpha(r)^{-1} d r}, \quad s \in[0, t]
$$

Then $g(s)$ is a speed function such that $g(0)=0$ and $g(t)=t$.
Without loss of generality, we assume $f \in \mathscr{E}_{A}(\mathbb{H})$ and $f$ is strictly positive. Set

$$
\phi(s)=P_{s} \log P_{t-s} f(\gamma(g(s))) \quad \text { for every } s \in[0, t] . .
$$

By (9.8) and using the estimate in (9.6) we have

$$
\begin{aligned}
\phi^{\prime}(s) & =-P_{s}\left|R^{1 / 2} D \log P_{t-s} f\right|^{2}(\gamma(g(s)))+\frac{g^{\prime}(s)}{t}\left\langle D P_{s} \log P_{t-s} f(\gamma(g(s))), y-x\right\rangle \\
\leq & -P_{s}\left|R^{1 / 2} D \log P_{t-s} f\right|^{2}(\gamma(g(s))) \\
& \quad+\frac{g^{\prime}(s)}{t} \alpha^{1 / 2}(s)\left[P_{s}\left|R^{1 / 2} D \log P_{t-s} f\right|^{2}(\gamma(g(s)))\right]^{1 / 2} \rho(x, y) \\
\leq & \frac{g^{\prime}(s)^{2} \alpha(s) \rho(x, y)^{2}}{4 t^{2}}=\frac{\rho(x, y)^{2}}{4 \alpha(s)\left(\int_{0}^{t} \alpha(r)^{-1} d r\right)^{2}} .
\end{aligned}
$$

The proof is completed by integrating the inequality above with respect to $s$ over $[0, t]$.

Now we can prove the entropy cost inequality.

Proof of (9.3). Replacing $f$ by $P_{t} f$ in Lemma 9.2.2 we obtain

$$
\begin{equation*}
P_{t} \log P_{t} f(y) \leq \log P_{2 t} f(x)+\frac{\rho(x, y)^{2}}{4 \int_{0}^{t} \alpha(r)^{-1} d r} \tag{9.9}
\end{equation*}
$$

First integrate the inequality (9.9) above with respect to a coupling measure of $\mu(d x)$ and $f(y) \mu(d y)$, by using the invariance of $P_{t}$ with respect to $\mu$ and then making infimum over all couplings of $\mu(d x)$ and $f(y) \mu(d y)$, we get the following inequality

$$
\begin{equation*}
\mu\left(f P_{t} \log P_{t} f\right) \leq \mu\left(\log P_{2 t} f\right)+\frac{W_{2}(f \mu, \mu)}{4 \int_{0}^{t} \alpha(r)^{-1} d r} . \tag{9.10}
\end{equation*}
$$

By Jensen's inequality and the invariance of the measure $\mu$ with respect to $P_{t}$, we see

$$
\begin{equation*}
\mu\left(\log P_{2 t} f\right) \leq \log \mu\left(P_{2 t} f\right)=\log \mu(f)=0 \tag{9.11}
\end{equation*}
$$

Moreover, by using the symmetry of $P_{t}$ with respect to the invariant measure $\mu$, we know

$$
\begin{equation*}
\mu\left(f P_{t} \log P_{t} f\right)=\mu\left(P_{t} f \log P_{t} f\right)=\operatorname{Ent}_{\mu}\left(P_{t} f\right) \tag{9.12}
\end{equation*}
$$

Hence from the facts (9.11) and (9.12), we deduce from (9.10) to get

$$
\operatorname{Ent}_{\mu}\left(P_{t} f\right) \leq \frac{W_{2}(f \mu, \mu)}{4 \int_{0}^{t} \alpha(r)^{-1} d r}
$$

### 9.3 Proof of HWI Inequality

Proof of Theorem (9.4). Without loss of generality, we can assume $f \in \mathscr{E}_{A}(\mathbb{H})$ and that $f$ is bounded below by a strictly positive constant.

Since the semigroup $P_{t}$ is symmetric with respect to $\mu$, we know

$$
\int_{\mathrm{H}} L_{2} F d \mu=0, \quad \int_{\mathrm{H}} F L_{2} G d \mu=\int_{\mathrm{H}} G L_{2} F d \mu
$$

for every $F, G \in D\left(L_{2}\right)$. Using these facts, we have

$$
\begin{aligned}
& -\frac{d}{d s}\left(\int_{\mathrm{H}}\left(P_{s} f\right)\left(\log P_{s} f\right) d \mu\right) \\
= & -\int_{\mathrm{H}}\left[\left(L_{2} P_{s} f\right)\left(\log P_{s} f\right)+P_{s} f \cdot \frac{L_{2} P_{s} f}{P_{s} f}\right] d \mu \\
= & \frac{1}{2} \int_{\mathrm{H}}\left[L_{2}\left(P_{s} f \log P_{s} f\right)-\left(L_{2} P_{s} f\right)\left(\log P_{s} f\right)-\left(P_{s} f\right)\left(L_{2} \log P_{s} f\right)\right] d \mu \\
= & \int_{\mathrm{H}} \Gamma\left(P_{s} f, \log P_{s} f\right) d \mu \\
= & \int_{\mathrm{H}}\left\langle R^{1 / 2} D P_{s} f, R^{1 / 2} D \log P_{s} f\right\rangle d \mu .
\end{aligned}
$$

Hence

$$
\begin{align*}
\operatorname{Ent}_{\mu}(f) & =\int_{\mathrm{H}} f \log f d \mu \\
& =-\int_{0}^{t} \frac{d}{d s}\left(\int_{\mathrm{H}}\left(P_{s} f\right)\left(\log P_{s} f\right) d \mu\right) d s+\operatorname{Ent}_{\mu}\left(P_{t} f\right) \\
& =\int_{0}^{t} \int_{\mathrm{H}}\left\langle R^{1 / 2} D P_{s} f, R^{1 / 2} D \log P_{s} f\right\rangle d \mu d s+\operatorname{Ent}_{\mu}\left(P_{t} f\right)  \tag{9.13}\\
& =\int_{0}^{t} \int_{\mathrm{H}} \frac{\left|R^{1 / 2} D P_{s} f\right|^{2}}{P_{s} f} d \mu d s+\operatorname{Ent}_{\mu}\left(P_{t} f\right) .
\end{align*}
$$

By the fact that $P_{s}$ is a Markov kernel, we have, for any measurable function $F$ and $G$,

$$
\begin{equation*}
\left(P_{s} G\right)^{2} \leq P_{s}\left(\frac{G^{2}}{G}\right) P_{s} F \tag{9.14}
\end{equation*}
$$

Applying the inequality (9.14) and using the estimate (9.5), we can obtain

$$
\begin{equation*}
\left|R^{1 / 2} D P_{s} f\right|^{2} \leq \alpha(s)\left(P_{s}\left|R^{1 / 2} D f\right|\right)^{2} \leq \alpha(s)\left(P_{s} \frac{\left|R^{1 / 2} D f\right|^{2}}{f}\right) P_{s} f \tag{9.15}
\end{equation*}
$$

Therefore, by substituting the estimate (9.15) into (9.13), and applying the entropy cost inequality (9.3), we have

$$
\begin{align*}
\operatorname{Ent}_{\mu}(f) & \leq\left(\int_{0}^{t} \alpha(r) d r\right) I(f)+\operatorname{Ent}_{\mu}\left(P_{t} f\right) \\
& \leq\left(\int_{0}^{t} \alpha(r) d r\right) I(f)+\frac{1}{4 \int_{0}^{t} \alpha(r)^{-1} d r} W_{2}(f \mu, \mu)^{2}  \tag{9.16}\\
& =\frac{M\left(1-\mathrm{e}^{-2 \omega t}\right)}{2 \omega} I(f)+\frac{\omega}{2 M\left(\mathrm{e}^{2 \omega t}-1\right)} W_{2}(f \mu, \mu)^{2} .
\end{align*}
$$

The proof will be completed by minimizing the right side of the above inequality. The minimizing procedure is explained in the following.

Denote $a=I(f), b=\left[W_{2}(f \mu, \mu)\right]^{2}$,

$$
\eta(t)=\frac{M\left(1-\mathrm{e}^{-2 \omega t)}\right.}{2 \omega} \quad \text { and } \quad \xi(t)=\frac{\omega}{2 M\left(\mathrm{e}^{2 \omega t}-1\right)} .
$$

We need to minimize $h(t):=a \eta(t)+b \xi(t)^{-1}$. Solve the equation $h^{\prime}(t)=0$ we obtain

$$
\sqrt{\frac{a}{b}}\left[1-\mathrm{e}^{-2 \omega t}\right]=\omega .
$$

Consequently, we have

$$
\eta(t)=\frac{1}{2} \sqrt{\frac{a}{b}} M \quad \text { and } \quad \xi(t)^{-1}=\frac{1}{2} M\left(\sqrt{\frac{a}{b}}-\omega\right) .
$$

Therefore

$$
h(t)=a h(t)+b \xi(t)^{-1}=M\left(\sqrt{a b}-\frac{\omega}{2} b\right) .
$$

## Appendix A

## Controllability of Infinite Dimensional Linear System

This appendix is based on the book by Zabczyk [Zab08, Part IV, Chapter 2]. See also the books by Da Prato and Zabczyk [DPZ92, Appendix B] or [DPZ02, Appendix B].

We briefly introduce the comparison of the images of linear operators, and some basic results on null controllability of linear control system.

Let $H$ be a real separable Hilbert space with inner product $\langle\cdot, \cdot\rangle$ and norm $|\cdot|$. Let $T_{1}$ and $T_{2}$ be two linear and bounded operators onH.

The following theorem can be found, for example, [Zab08, Part IV, Theorem 2.2] or [DPZ92, Proposition B.1].

Theorem A.0.1. The inclusion $T_{1}(\mathbb{H}) \subset T_{2}(\mathbb{H})$ holds if and only if there exists a constant $c>0$ such that $\left|T_{1}^{*} x\right| \leq c\left|T_{2}^{*} x\right|$ for every $x \in \mathbb{H}$.

Consider the following linear control system on $\mathbb{H}$

$$
\left\{\begin{align*}
d x_{t} & =A y_{t} d t+B u_{t} d t  \tag{A.1}\\
x_{0} & =x \in \mathbb{H}
\end{align*}\right.
$$

where $A$ is the generator of a semigroup of operators $S_{t}$ for $t \geq 0$ on $\mathbb{H}, B$ is a linear bounded operator on $\mathbb{H}$, and $u(\cdot)$ is a $\mathbb{H}$-valued Bochner integrable (see [PR07, Appendix A]) function on $[0, t]$ for every $t \geq 0$.

A weak solution of the control equation (A.1) is given by

$$
\begin{equation*}
x_{t}=S_{t} x+\int_{0}^{t} S_{t-s} B u_{s} d s, \quad t \geq 0 \tag{A.2}
\end{equation*}
$$

For every $t \geq 0$, the variable $x_{t}$ denotes the state of the system in $H$, the variable $u_{t}$ represent a control, strategy or input of the system.

We say that a control $u$ transfers a state $x$ to a state $y$ at the time $T>0$ if $x_{T}=y$ with initial condition $x_{0}=x$. We also say that the state $x$ can be steered to state $y$ at time $T$ or that the state $y$ is reachable or attainable from $x$ at time $T$.

We are especially interested at the case when the state is transferred to state 0 at some fixed time $T \geq 0$.

Define

$$
\begin{equation*}
Q_{T} x=\int_{0}^{T} S_{t} B B^{*} S_{t}^{*} x d t, \quad x \in \mathbb{H} \tag{A.3}
\end{equation*}
$$

We call $Q_{T}$ as controllability operator.
For every $x \in \mathbb{H}$, the function $u: u \mapsto S_{u} B B^{*} S_{u} x$ is continuous on $[0, T]$ and the Bochner integral in (A.3) is well defined. Moreover, it is obvious that the operator $Q_{T}$ is linear, continuous, self-adjoint and positive definite.

The following theorem is a special case of [Zab08, Part IV, Theorem 2.3].
Theorem A.0.2. (1) There exists a strategy $u(\cdot)$ which is square (Bochner) integrable on $[0, T]$ transferring state $x$ to 0 in time $T$ if and only if

$$
S_{T} x \in Q_{T}^{1 / 2}(\mathbb{H})
$$

(2) Among the strategies transferring state $x$ to 0 in time $T$, there exists exactly one strategy $\hat{u}(\cdot)$ which minimizes the functional $J_{T}(u)=\int_{0}^{T}|u(s)|^{2} d s$. Moreover,

$$
\begin{equation*}
J_{T}(\hat{u})=\left|\Gamma_{T} x\right|^{2}, \tag{A.4}
\end{equation*}
$$

where $\Gamma_{T}=Q_{T}^{-1 / 2} S_{T}$.
(3) If $S_{T} x \in Q_{T}(\mathbb{H})$, then the strategy $\hat{u}(\cdot)$ is given by

$$
\hat{u}_{t}=-B^{*} S_{T-t}^{*} Q_{T}^{-1} S_{T} x \quad t \in[0, T] .
$$

We say that the system (A.1) is null controllable in time $T$ if arbitrary state $x \in \mathbb{H}$ can be transferred to 0 in time $T . J_{T}(u)$ is the energy for driving $x$ to 0 under the control $u$.

By Theorem A.0.2, we have the following characterizations ([Zab08, Part IV, Theorem 2.6]).

Theorem A.0.3. The following conditions are equivalent to each other.
(1) Control system (A.1) is null controllable in time $T>0$.
(2) There exists a constant $c>0$ such that for all $x \in \mathbb{H}$

$$
\int_{0}^{T}\left|B^{*} S_{t}^{*} x\right|^{2} d t \geq c\left|S_{T}^{*} x\right|^{2}
$$

(3) The image of $S_{T}$ is included in the image of $Q_{T}^{1 / 2}$ :

$$
\begin{equation*}
S_{T}(\mathbb{H}) \subset Q_{T}^{1 / 2}(\mathbb{H}) \tag{A.5}
\end{equation*}
$$

## Bibliography

[AK01] S. Aida and H. Kawabi, Short time asymptotics of a certain infinite dimensional diffusion process, Stochastic analysis and related topics, VII (Kusadasi, 1998) (Boston, MA) (L. Desreusefond, B. Øksendal, and A. S. Üstünel, eds.), Progr. Probab., vol. 48, Birkhäuser Boston, 2001, pp. 77-124.
[App04] D. Applebaum, Lévy processes and stochastic calculus, Cambridge Studies in Advanced Mathematics, vol. 93, Cambridge University Press, Cambridge, 2004.
[App06] D. Applebaum, Martingale-valued measures, Ornstein-Uhlenbeck processes with jumps and operator self-decomposability in Hilbert space, In memoriam Paul-André Meyer: Séminaire de Probabilités XXXIX, Lecture Notes in Mathematics, vol. 1874, Springer, Berlin, 2006, pp. 171-196.
[App07a] D. Applebaum, Lévy processes and stochastic integrals in Banach spaces, Probab. Math. Statist. 27 (2007), no. 1, 75-88.
[App07b] D. Applebaum, On the infinitesimal generators of Ornstein-Uhlenbeck processes with jumps in Hilbert space, Potential Anal. 26 (2007), no. 1, 79-100.
[AR05] S. Albeverio and B. Rüdiger, Stochastic integrals and the Lévy-Itô decomposition theorem on separable Banach spaces, Stoch. Anal. Appl. 23 (2005), no. 2, 217-253.
[ATW06] M. Arnaudon, A. Thalmaier, and F.-Y. Wang, Harnack inequality and heat kernel estimates on manifolds with curvature unbounded below, Bull. Sci. Math. 130 (2006), no. 3, 223-233.
[AZ02] S. Aida and T. Zhang, On the small time asymptotics of diffusion processes on path groups, Potential Anal. 16 (2002), no. 1, 67-78.
[BBK06] M. T. Barlow, R. F. Bass, and T. Kumagai, Stability of parabolic Harnack inequalities on metric measure spaces, J. Math. Soc. Japan 58 (2006), no. 2, 485-519.
[Ben71] A. Bensoussan, Filtrage optimal des systèmes linéaires, Dunod, 1971.
[Ber96] J. Bertoin, Lévy processes, Cambridge Tracts in Mathematics, vol. 121, Cambridge University Press, Cambridge, 1996.
[BG60] R. M. Blumenthal and R. K. Getoor, Some theorems on stable processes, Trans. Amer. Math. Soc. 95 (1960), 263-273.
[BGJ87] K. Bichteler, J.-B. Gravereaux, and J. Jacod, Malliavin calculus for processes with jumps, Stochastics Monographs, vol. 2, Gordon and Breach Science Publishers, New York, 1987.
[BGL01] S. G. Bobkov, I. Gentil, and M. Ledoux, Hypercontractivity of Hamilton-Jacobi equations, J. Math. Pures Appl. (9) 80 (2001), no. 7, 669-696.
[Bic02] K. Bichteler, Stochastic integration with jumps, Encyclopedia of Mathematics and its Applications, vol. 89, Cambridge University Press, Cambridge, 2002.
[BK05] R. F. Bass and M. Kassmann, Harnack inequalities for non-local operators of variable order, Trans. Amer. Math. Soc. 357 (2005), no. 2, 837-850.
[BL02] R. F. Bass and D. A. Levin, Harnack inequalities for jump processes, Potential Anal. 17 (2002), no. 4, 375-388.
[BLQ97] D. Bakry, M. Ledoux, and Z. Qian, Logarithmic Sobolev inequalities, Poincaré inequalities and heat kernel bounds, Unpublished, 1997.
[Bog98] V. I. Bogachev, Gaussian measures, Mathematical Surveys and Monographs, vol. 62, American Mathematical Society, Providence, RI, 1998.
[BØSW04] F. Biagini, B. Øksendal, A. Sulem, and N. Wallner, An introduction to white-noise theory and Malliavin calculus for fractional Brownian motion, Proc. R. Soc. Lond. Ser. A Math. Phys. Eng. Sci. 460 (2004), no. 2041, 347-372, Stochastic analysis with applications to mathematical finance.
[BR95] V. I. Bogachev and M. Röckner, Mehler formula and capacities for infinite-dimensional Ornstein-Uhlenbeck processes with general linear drift, Osaka J. Math. 32 (1995), no. 2, 237-274.
[BR97] A. Bensoussan and A. Rascanu, Stochastic variational inequalities in infinite-dimensional spaces, Numer. Funct. Anal. Optim. 18 (1997), no. 1-2, 19-54.
[Bré73] H. Brézis, Opérateurs maximaux monotones et semi-groupes de contractions dans les espaces de Hilbert, North-Holland Publishing Co., Amsterdam, 1973, North-Holland Mathematics Studies, No. 5. Notas de Matemática (50).
[Bro71] E. J. Brody, An elementary proof of the Gaussian dichotomy theorem, Z. Wahrscheinlichkeitstheorie und Verw. Gebiete 20 (1971), 217-226.
[BRS96] V. I. Bogachev, M. Röckner, and B. Schmuland, Generalized Mehler semigroups and applications, Probab. Theory Related Fields 105 (1996), no. 2, 193-225.
[BSS03] K. Bogdan, A. Stós, and P. Sztonyk, Harnack inequality for stable processes on d-sets, Studia Math. 158 (2003), no. 2, 163-198.
[Cép94] E. Cépa, Équations différentielles stochastiques multivoques, C. R. Acad. Sci. Paris Sér. I Math. 319 (1994), no. 10, 1075-1078.
[Cép95] E. Cépa, Équations différentielles stochastiques multivoques, Séminaire de Probabilités, XXIX, Lecture Notes in Mathematics, vol. 1613, Springer, Berlin, 1995, pp. 86-107.
[Cép98] E. Cépa, Problème de Skorohod multivoque, Ann. Probab. 26 (1998), no. 2, 500-532.
[Cha99] T. Chan, Pricing contingent claims on stocks driven by Lévy processes, Ann. Appl. Probab. 9 (1999), no. 2, 504-528.
[Che04] M.-F. Chen, From Markov chains to non-equilibrium particle systems, second ed., World Scientific Publishing Co. Inc., River Edge, NJ, 2004.
[Che05] M.-F. Chen, Eigenvalues, inequalities, and ergodic theory, Probability and its Applications (New York), Springer-Verlag London Ltd., London, 2005.
[Cho87] P. L. Chow, Expectation functionals associated with some stochastic evolution equations, Stochastic partial differential equations and applications (Trento, 1985), Lecture Notes in Mathematics, vol. 1236, Springer, Berlin, 1987, pp. 40-56.
[CK09] Z.-Q. Chen and T. Kumagai, A priori Hölder estimate, parabolic Harnack principle and heat kernel estimates for diffusions with jumps, 2009, Preprint.
[CL89] M.-F. Chen and S.-F. Li, Coupling methods for multidimensional diffusion processes, Ann. Probab. 17 (1989), no. 1, 151-177.
[CL97] E. Cépa and D. Lépingle, Diffusing particles with electrostatic repulsion, Probab. Theory Related Fields 107 (1997), no. 4, 429-449.
[CM85] A. Chojnowska-Michalik, Stationary distributions for $\infty$-dimensional linear equations with general noise, Stochastic differential systems (Marseille-Luminy, 1984), Lecture Notes in Control and Inform. Sci., vol. 69, Springer, Berlin, 1985, pp. 14-24.
[CM87] A. Chojnowska-Michalik, On processes of Ornstein-Uhlenbeck type in Hilbert space, Stochastics 21 (1987), no. 3, 251-286.
[CM02] D. Chafaï and F. Malrieu, A note on functional inequalities for some Lévy processes, Unpublished. Available from: http://www.math. univ-toulouse.fr/~chafai/Docs/levy.pdf, 2002.
[CMG95] A. Chojnowska-Michalik and B. Goldys, Existence, uniqueness and invariant measures for stochastic semilinear equations on Hilbert spaces, Probab. Theory Related Fields 102 (1995), no. 3, 331-356.
[CMG96] A. Chojnowska-Michalik and B. Goldys, Nonsymmetric OrnsteinUhlenbeck semigroup as second quantized operator, J. Math. Kyoto Univ. 36 (1996), no. 3, 481-498.
[CMG02] A. Chojnowska-Michalik and B. Goldys, Symmetric OrnsteinUhlenbeck semigroups and their generators, Probab. Theory Related Fields 124 (2002), no. 4, 459-486.
[CT04] R. Cont and P. Tankov, Financial modelling with jump processes, Chapman \& Hall/CRC Financial Mathematics Series, Chapman \& Hall/CRC, Boca Raton, FL, 2004.
[CZ97] Z.-Q. Chen and Z. Zhao, Harnack principle for weakly coupled elliptic systems, J. Differential Equations 139 (1997), no. 2, 261-282.
[Dav89] E. B. Davies, Heat kernels and spectral theory, Cambridge Tracts in Mathematics, vol. 92, Cambridge University Press, Cambridge, 1989.
[Daw75] D. A. Dawson, Stochastic evolution equations and related measure processes, J. Multivariate Anal. 5 (1975), 1-52.
[DL06] D. A. Dawson and Z. Li, Skew convolution semigroups and affine Markov processes, Ann. Probab. 34 (2006), no. 3, 1103-1142.
[DLSS04] D. A. Dawson, Z. Li, B. Schmuland, and W. Sun, Generalized Mehler semigroups and catalytic branching processes with immigration, Potential Anal. 21 (2004), no. 1, 75-97.
[DP04] G. Da Prato, Kolmogorov equations for stochastic PDEs, Advanced Courses in Mathematics. CRM Barcelona, Birkhäuser Verlag, Basel, 2004.
[DP06] G. Da Prato, An introduction to infinite-dimensional analysis, Universitext, Springer-Verlag, Berlin, 2006, Revised and extended from the 2001 original by Da Prato.
[DPFZ02] G. Da Prato, M. Fuhrman, and J. Zabczyk, A note on regularizing properties of Ornstein-Uhlenbeck semigroups in infinite dimensions, Stochastic partial differential equations and applications (Trento, 2002) (New York), Lecture Notes in Pure and Appl. Math., vol. 227, Dekker, 2002, pp. 167-182.
[DPIT82] G. Da Prato, M. Iannelli, and L. Tubaro, Some results on linear stochastic differential equations in Hilbert spaces, Stochastics 6 (1981/82), no. 2, 105-116.
[DPR02] G. Da Prato and M. Röckner, Singular dissipative stochastic equations in Hilbert spaces, Probab. Theory Related Fields 124 (2002), no. 2, 261-303.
[DPR09] G. Da Prato and M. Röckner, Erratum to: Singular dissipative stochastic equations in hilbert spaces, Probab. Theory Related Fields 143 (2009), no. 3-4.
[DPRW09] G. Da Prato, M. Röckner, and F.-Y. Wang, Singular stochastic equations on hilbert spaces: Harnack inequalities for their transition semigroups, J. Funct. Anal. (2009), In Press.
[DPZ92] G. Da Prato and J. Zabczyk, Stochastic equations in infinite dimensions, Encyclopedia of Mathematics and its Applications, vol. 44, Cambridge University Press, Cambridge, 1992.
[DPZ02] G. Da Prato and J. Zabczyk, Second order partial differential equations in Hilbert spaces, London Mathematical Society Lecture Note Series, vol. 293, Cambridge University Press, Cambridge, 2002.
[DS88] N. Dunford and J. T. Schwartz, Linear operators. Part II, Wiley Classics Library, John Wiley \& Sons Inc., New York, 1988, Spectral theory. Selfadjoint operators in Hilbert space, With the assistance of

William G. Bade and Robert G. Bartle, Reprint of the 1963 original, A Wiley-Interscience Publication.
[Fel58] J. Feldman, Equivalence and perpendicularity of Gaussian processes, Pacific J. Math. 8 (1958), 699-708.
[Fel59] J. Feldman, Correction to "Equivalence and perpendicularity of Gaussian processes", Pacific J. Math. 9 (1959), 1295-1296.
[FR00] M. Fuhrman and M. Röckner, Generalized Mehler semigroups: the non-Gaussian case, Potential Anal. 12 (2000), no. 1, 1-47.
[FZ05] S. Fang and T. Zhang, A study of a class of stochastic differential equations with non-Lipschitzian coefficients, Probab. Theory Related Fields 132 (2005), no. 3, 356-390.
[GI08] I. Gentil and C. Imbert, The Lévy-Fokker-Planck equation: $\Phi$ entropies and convergence to equilibrium, Asymptot. Anal. 59 (2008), no. 3-4, 125-138.
[GI09] I. Gentil and C. Imbert, Logarithmic Sobolev inequalities: regularizing effect of Lv́y operators and asymptotic convergence in the Lv́y-FokkerPlanck equation., 2009, Proceedings of Hammamet Workshop 2007 to appear in Stochastics. Available from: http://arxiv.org/abs/ 0809.2654.
[Gri97] A. Grigor'yan, Gaussian upper bounds for the heat kernel on arbitrary manifolds, J. Differential Geom. 45 (1997), no. 1, 33-52.
[GS66] I. Gikhman and A. Skorokhod, On the densities of probability measures in function spaces, Russ. Math. Surv. 21 (1966), no. 6, 83-156.
[GS74] I. Gihman and A. Skorohod, The theory of stochastic processes I, Die Grundlehren der mathematischen Wissenschaften in Einzeldarstellungen, vol. 210, Springer, Berlin Heidelberg New York, 1974.
[GW01] F.-Z. Gong and F.-Y. Wang, Heat kernel estimates with application to compactness of manifolds, Q. J. Math. 52 (2001), no. 2, 171-180.
[GW02] F.-Z. Gong and F.-Y. Wang, Functional inequalities for uniformly integrable semigroups and application to essential spectrums, Forum Math. 14 (2002), no. 2, 293-313.
[Háj58] J. Hájek, On a property of normal distributions of an arbitrary stochastic process (in Russian), Czechosl. Math. J. 1 (1958), 245253, (See also Select Transl. Math. Statist. Probab. 1, 699-708).
[Hal50] P. R. Halmos, Measure theory, Van Nostrand, New York, 1950.
[Hel07] E. Hellinger, Die Orthogonalinvarianten Quadratischer Formen von Unendlich Vielen Variablen, Ph.D. thesis, University of Göttingen, 1907, Cf. also. E. Hellinger, Neue Begründung der Theorie Quadratischer Formen von Unendlichvielen Veränderlichen, Journ. für die Reine und Angew. Math., 136 (1909), 210-271; H. Hahn, Über die Integdrale des Herrn Hellinger und die Orthogonalinvarianten der Quadratischen Formen von Unendlich Vielen Veränderlichen, Monatsh. für Math. und Phys., 23 (1912). 161-224.
[HY97] Z.-Y. Huang and J.-A. Yan, Introduction to infinite dimensional stochastic analysis, Monographs in Pure and Appl. Mathematics, vol. 37, Chinese Academic Press, 1997, in Chinese.
[HY00] Z.-Y. Huang and J.-A. Yan, Introduction to infinite dimensional stochastic analysis, Mathematics and its Applications, vol. 502, Kluwer Academic Publishers, Dordrecht, 2000.
[Itô84a] K. Itô, Foundations of stochastic differential equations in infinitedimensional spaces, CBMS-NSF Regional Conference Series in Applied Mathematics, vol. 47, Society for Industrial and Applied Mathematics (SIAM), Philadelphia, PA, 1984.
[Itô84b] K. Itô, Infinite-dimensional Ornstein-Uhlenbeck processes, Stochastic analysis (Katata/Kyoto, 1982), North-Holland Math. Library, vol. 32, North-Holland, Amsterdam, 1984, pp. 197-224.
[Itô87] K. Itô, Selected papers, Springer-Verlag, New York, 1987, Edited and with an introduction by S. R. S. Varadhan and Daniel W. Stroock.
[IW81] N. Ikeda and S. Watanabe, Stochastic differential equations and diffusion processes, North-Holland Mathematical Library, vol. 24, NorthHolland Publishing Co., Amsterdam, 1981.
[JS87] J. Jacod and A. N. Shiryaev, Limit theorems for stochastic processes, Grundlehren der Mathematischen Wissenschaften [Fundamental Principles of Mathematical Sciences], vol. 288, Springer-Verlag, Berlin, 1987.
[Kak48] S. Kakutani, On equivalence of infinite product measures, Ann. of Math. (2) 49 (1948), 214-224.
[Kas07] M. Kassmann, Harnack inequalities: an introduction, Bound. Value Probl. (2007), Art. ID 81415, 21.
[Kaw04] H. Kawabi, Functional inequalities and an application for parabolic stochastic partial differential equations containing rotation, Bull. Sci. Math. 128 (2004), no. 8, 687-725.
[Kaw05] H. Kawabi, The parabolic Harnack inequality for the time dependent Ginzburg-Landau type SPDE and its application, Potential Anal. 22 (2005), no. 1, 61-84.
[Knä09] F. Knäble, Ornstein-uhlenbeck equations with time-dependent coefficients and levy noise in finite and infinite dimensions, 2009, Available from: http://arxiv.org/abs/0901.2887.
[KO63] G. Kallianpur and H. Oodaira, The equivalence and singularity of Gaussian measures, Proc. Sympos. Time Series Analysis (Brown Univ., 1962), Wiley, New York, 1963, pp. 279-291.
[Kol34] A. Kolmogorov, Zufällige Bewegungen (zur Theorie der Brownschen Bewegung), Ann. of Math. (2) 35 (1934), no. 1, 116-117.
[Koz78] S. M. Kozlov, Some questions of stochastic partial differential equations, Trudy Sem. Petrovsk. (1978), no. 4, 147-172.
[KR79] N. V. Krylov and B. L. Rozovskiĭ, Stochastic evolution equations, Current problems in mathematics, Vol. 14 (Russian), Akad. Nauk SSSR, Vsesoyuz. Inst. Nauchn. i Tekhn. Informatsii, Moscow, 1979, pp. 71-147, 256.
[KR07] N. V. Krylov and B. L. Rozovskii, Stochastic evolution equations, Stochastic differential equations: theory and applications, Interdiscip. Math. Sci., vol. 2, World Sci. Publ., Hackensack, NJ, 2007, pp. 1-69.
[Kré82] P. Krée, Diffusion equation for multivalued stochastic differential equations, J. Funct. Anal. 49 (1982), no. 1, 73-90.
[KS91] I. Karatzas and S. E. Shreve, Brownian motion and stochastic calculus, second ed., Graduate Texts in Mathematics, vol. 113, SpringerVerlag, New York, 1991.
[Kuo75] H. H. Kuo, Gaussian measures in Banach spaces, Lecture Notes in Mathematics, Vol. 463, Springer-Verlag, Berlin, 1975.
[Kus92] S. Kusuoka, Analysis on Wiener spaces. II. Differential forms, J. Funct. Anal. 103 (1992), no. 2, 229-274.
[KW67] H. Kunita and S. Watanabe, On square integrable martingales, Nagoya Math. J. 30 (1967), 209-245.
[Les01] P. Lescot, Mehler-type semigroups on Hilbert spaces and their generators, Stochastic analysis and mathematical physics, Progr. Probab., vol. 50, Birkhäuser Boston, Boston, MA, 2001, pp. 75-86.
[Li06] Z.-h. Li, Branching processes with immigration and related topics, Front. Math. China 1 (2006), no. 1, 73-97.
[Lin02] T. Lindvall, Lectures on the coupling method, Dover Publications Inc., Mineola, NY, 2002, Corrected reprint of the 1992 original.
[LR02] P. Lescot and M. Röckner, Generators of Mehler-type semigroups as pseudo-differential operators, Infin. Dimens. Anal. Quantum Probab. Relat. Top. 5 (2002), no. 3, 297-315.
[LR04] P. Lescot and M. Röckner, Perturbations of generalized Mehler semigroups and applications to stochastic heat equations with Lévy noise and singular drift, Potential Anal. 20 (2004), no. 4, 317-344.
[LY86] P. Li and S.-T. Yau, On the parabolic kernel of the Schrödinger operator, Acta Math. 156 (1986), no. 3-4, 153-201.
[Mal97] P. Malliavin, Stochastic analysis, Grundlehren der Mathematischen Wissenschaften [Fundamental Principles of Mathematical Sciences], vol. 313, Springer-Verlag, Berlin, 1997.
[Meh66] F. G. Mehler, Über die Entwicklung einer Function von beliebig vielen Variablen nach Laplaceschen Functionen höheren Ordnung, J. de Crelle 66 (1866), no. 2, 161-176.
[MR06] V. Mandrekar and B. Rüdiger, Lévy noises and stochastic integrals on Banach spaces,, Stochastic Partial Differential Equations and Applications - VII, Lect. Notes Pure Appl. Math., vol. 245, CRC Press, 2006, pp. 193-213.
[MS85] J. Memin and A. N. Shiryayev, Distance de Hellinger-Kakutani des lois correspondant à deux processus à accroissements indépendants (Hellinger-Kakutani distance for laws of processes with independent increments), Z. Wahrsch. Verw. Gebiete 70 (1985), no. 1, 67-89.
[MS02] B. Maslowski and J. Seidler, Strong Feller infinite-dimensional diffusions, Stochastic partial differential equations and applications (New York) (G. Da Prato and L. Tubaro, eds.), Lecture Notes in Pure and Applied Mathematics, vol. 227, Marcel Dekker Inc., 2002, Papers from the 6th International Meeting held in Trento, January 6-12, 2002, pp. x +460 .
[Nel01] E. Nelson, Dynamical theories of Brownian motions, Princeton University Press, 2001, First edition published in 1967. Second edition posted on web: http://www.math.princeton.edu/~nelson/books. html.
[New72] C. M. Newman, The inner product of path space measures corresponding to random processes with independent increments, Bull. Amer. Math. Soc. 78 (1972), 268-271.
[New73] C. M. Newman, On the orthogonality of independent increment processes, Topics in probability theory (Sem., Courant Inst. Math. Sci., New York, 1971-1972), Courant Inst. Math. Sci., New York, 1973, pp. 93-111.
[Nor98] J. R. Norris, Markov chains, Cambridge Series in Statistical and Probabilistic Mathematics, vol. 2, Cambridge University Press, Cambridge, 1998, Reprint of 1997 original.
[Nua06] D. Nualart, The Malliavin calculus and related topics, second ed., Probability and its Applications (New York), Springer-Verlag, Berlin, 2006.
[ØS05] B. Øksendal and A. Sulem, Applied stochastic control of jump diffusions, Universitext, Springer-Verlag, Berlin, 2005.
[OU30] L. Ornstein and G. Uhlenbeck, On the theory of Brownian motion, Phys. Rev. 36 (1930), 823-841, Reprinted in Noise and Stochastic Processes (Ed. N. Wax). New York: Dover, pp. 93-111, 1954.
[PDDM06] B. Pasik-Duncan, T. E. Duncan, and B. Maslowski, Linear stochastic equations in a Hilbert space with a fractional Brownian motion, Stochastic processes, optimization, and control theory: applications in financial engineering, queueing networks, and manufacturing systems (H. Yan, G. Yin, and Q. Zhang, eds.), Internat. Ser. Oper. Res. Management Sci., vol. 94, Springer, New York, 2006, A volume in honor of Suresh Sethi, pp. 201-221.
[PR07] C. Prévôt and M. Röckner, A concise course on stochastic partial differential equations, Lecture Notes in Mathematics, vol. 1905, Springer, Berlin, 2007.
[Pro90] P. Protter, Stochastic integration and differential equations, Applications of Mathematics (New York), vol. 21, Springer-Verlag, Berlin, 1990, A new approach.
[PW06] E. Priola and F.-Y. Wang, Gradient estimates for diffusion semigroups with singular coefficients, J. Funct. Anal. 236 (2006), no. 1, 244-264.
[PZ07] S. Peszat and J. Zabczyk, Stochastic partial differential equations with Lévy noise, Encyclopedia of Mathematics and its Applications, vol. 113, Cambridge University Press, Cambridge, 2007, An evolution equation approach.
[Roz62] Y. A. Rozanov, On the density of one Gaussian measure with respect to another, Theory Probab. Appl. 7 (1962), 82-87.
[RR07] J. Ren and M. Röckner, A remark on the Girsanov transformation in infinite dimensions with respect to an Ornstein-Uhlenbeck type process with Lévy noises, 2007, Preprint.
[RS80] M. Reed and B. Simon, Methods of modern mathematical physics. I, second ed., Academic Press Inc. [Harcourt Brace Jovanovich Publishers], New York, 1980, Functional analysis.
[RW03a] M. Röckner and F.-Y. Wang, Harnack and functional inequalities for generalized Mehler semigroups, J. Funct. Anal. 203 (2003), no. 1, 237-261.
[RW03b] M. Röckner and F.-Y. Wang, Supercontractivity and ultracontractivity for (non-symmetric) diffusion semigroups on manifolds, Forum Math. 15 (2003), no. 6, 893-921.
[RWZ08] J. Ren, J. Wu, and X. Zhang, Exponential ergodicity of non-lipschitz multivalued stochastic differential equations, 2008, Preprint.
[RY99] D. Revuz and M. Yor, Continuous martingales and Brownian motion, third ed., Grundlehren der Mathematischen Wissenschaften [Fundamental Principles of Mathematical Sciences], vol. 293, SpringerVerlag, Berlin, 1999.
[Sat99] K. Sato, Lévy processes and infinitely divisible distributions, Cambridge Studies in Advanced Mathematics, vol. 68, Cambridge University Press, Cambridge, 1999, Translated from the 1990 Japanese original, Revised by the author.
[Sat00] K. Sato, Density transformation in Lévy processes, Lecture notes for "Concentrated Advanced Course on Lévy Processes". MaPhySto, Centre for Mathematical Physics and Stochastics, Department of

Mathematical Sciences, University of Aarhus, 2000, Available from: http://www.maphysto.dk/publications/MPS-LN/2000/7.pdf.
[Sha07] J.-H. Shao, Harnack inequalities on infinite dimension space and HWI inequalities, 2007, Preprint.
[Sit05] R. Situ, Theory of stochastic differential equations with jumps and applications, Mathematical and Analytical Techniques with Applications to Engineering, Springer, New York, 2005, Mathematical and analytical techniques with applications to engineering.
[Sko57] A. Skorokhod, On the differentiability of measures which correspond to stochastic processes. I. processes with independent increments, Theory Probab. Appl. 2 (1957), no. 4, 407-432.
[Sko60] A. Skorokhod, On the differentiability of measures which correspond to stochastic processes. II. Markov processes, Theory Probab. Appl. 5 (1960), no. 1, 40-49.
[ST94] G. Samorodnitsky and M. S. Taqqu, Stable non-Gaussian random processes, Stochastic Modeling, Chapman \& Hall, New York, 1994, Stochastic models with infinite variance.
[SV79] D. W. Stroock and S. R. S. Varadhan, Multidimensional diffusion processes, Grundlehren der Mathematischen Wissenschaften [Fundamental Principles of Mathematical Sciences], vol. 233, Springer-Verlag, Berlin, 1979.
[SV07] R. Song and Z. Vondraček, Parabolic Harnack inequality for the mixture of Brownian motion and stable process, Tohoku Math. J. (2) 59 (2007), no. 1, 1-19.
[SY83] K. Sato and M. Yamazato, Stationary processes of OrnsteinUhlenbeck type, Probability theory and mathematical statistics (Tbilisi, 1982), Lecture Notes in Mathematics, vol. 1021, Springer, Berlin, 1983, pp. 541-551.
[SY84] K. Sato and M. Yamazato, Operator-self-decomposable distributions as limit distributions of processes of Ornstein-Uhlenbeck type, Stochastic Process. Appl. 17 (1984), no. 1, 73-100.
[Tho00] H. Thorisson, Coupling, stationarity, and regeneration, Probability and its Applications (New York), Springer-Verlag, New York, 2000.
[Var68] S. R. S. Varadhan, Stochastic processes, Notes based on a course given at New York University during the year 1967/68, Courant Institute of Mathematical Sciences New York University, New York, 1968.
[Vil09] C. Villani, Optimal transport, Grundlehren der Mathematischen Wissenschaften [Fundamental Principles of Mathematical Sciences], vol. 338, Springer-Verlag, Berlin, 2009, Old and new.
[Wan97] F.-Y. Wang, Logarithmic Sobolev inequalities on noncompact Riemannian manifolds, Probab. Theory Related Fields 109 (1997), no. 3, 417-424.
[Wan99] F.-Y. Wang, Harnack inequalities for log-Sobolev functions and estimates of log-Sobolev constants, Ann. Prob. 27 (1999), no. 2, 653-663.
[Wan01] F.-Y. Wang, Logarithmic Sobolev inequalities: conditions and counterexamples, J. Operator Theory 46 (2001), no. 1, 183-197.
[Wan04a] F.-Y. Wang, Equivalence of dimension-free Harnack inequality and curvature condition, Integral Equations Operator Theory 48 (2004), no. 4, 547-552.
[Wan04b] F.-Y. Wang, Functional inequalities, Markov processes and spectral theory, Science Press, Beijing/New York, 2004.
[Wan06] F.-Y. Wang, Dimension-free Harnack inequality and its applications, Front. Math. China 1 (2006), no. 1, 53-72.
[Wan07] F.-Y. Wang, Harnack inequality and applications for stochastic generalized porous media equations, Ann. Probab. 35 (2007), no. 4, 13331350.
[Wol82] S. J. Wolfe, On a continuous analogue of the stochastic difference equation $X_{n}=\rho X_{n-1}+B_{n}$, Stochastic Process. Appl. 12 (1982), no. 3, 301-312.
[Wu00] L. Wu, A new modified logarithmic Sobolev inequality for Poisson point processes and several applications, Probab. Theory Related Fields 118 (2000), no. 3, 427-438.
[Xia72] D. X. Xia, Measure and integration theory on infinite-dimensional spaces. Abstract harmonic analysis, Academic Press, New York, 1972, Translated by Elmer J. Brody, Pure and Applied Mathematics, Vol. 48.
[Yos80] K. Yosida, Functional analysis, sixth ed., Grundlehren der Mathematischen Wissenschaften [Fundamental Principles of Mathematical Sciences], vol. 123, Springer-Verlag, Berlin, 1980.
[Zab81] J. Zabczyk, Linear stochastic systems in Hilbert spaces: spectral properties and limit behaviour, Tech. Report 236, Institute of Mathematics, Polish Academy of Sciences, 1981, Also in Banach Center Publications, 41, 591-609. 1985.
[Zab99] J. Zabczyk, Parabolic equations on Hilbert spaces, Stochastic PDE's and Kolmogorov equations in infinite dimensions (Cetraro, 1998), Lecture Notes in Mathematics, vol. 1715, Springer, Berlin, 1999, pp. 117-213.
[Zab08] J. Zabczyk, Mathematical control theory, Modern Birkhäuser Classics, Birkhäuser Boston Inc., Boston, MA, 2008, An introduction, Reprint of the 1995 edition.
[Zam06] L. Zambotti, Convergence of approximations of monotone gradient systems, J. Evol. Equ. 6 (2006), no. 4, 601-619.
[Zei90] E. Zeidler, Nonlinear functional analysis and its applications. II/A, Springer-Verlag, New York, 1990, Linear monotone operators, Translated from the German by the author and Leo F. Boron.
[Zha07] X. Zhang, Skorohod problem and multivalued stochastic evolution equations in Banach spaces, Bull. Sci. Math. 131 (2007), no. 2, 175217.

## Index

$Q$-Wiener process
cylindrical, 25
standard, 22
Ornstein-Uhlenbeck process, 94
$\alpha$-stable, 144
diagonal $\alpha$-stable, 146
fractional, 128
Gaussian, 94
Lévy, 138
Brownian motion, 94
Cameron-Martin formula, 22, 98
Cameron-Martin space, 19
carrier, 43
characteristic
exponent, 28
triplet, 28
characteristic exponent, 27, 30
classical Wiener space, 130
concentration of measure, 176
control, 200
controllability operator, 97,200
convolution measure, 26
convolution semigroup, 27, 139
skew, 139
coupling of measures, 192
curvature condition, 70
entropy, 193
entropy cost inequality, 194
Fisher information, 193

Fisher-Donsker-Varadhan information, see Fisher information
fractional Brownian motion, 126
Gaussian measure, 20
Gaussian probability space, 130
generalized Langevin equation, 95
generalized Mehler semigroup, 139
generating triplet, see characteristic triplet
Girsanov theorem
for Lévy process, 38
for Wiener process, 38
gluing lemma, 57
Harnack inequality
$\alpha$-stable OU process, 147
classical OU semigroup, 107
diffusion process on manifold with unbounded curvature condition, 74
diffusion process on manifolds, 71
Lévy driven OU process, 140, 143, 149, 152, 154, 155
Markov chain, 147
multivalued stochastic differential equation, 170
multivalued stochastic evolution equation, 181
one dimensional OU process, 68
OU process driven by fractional Brownian motion, 129

OU process driven by Wiener process, 98, 99, 103
OU processes in diagonal case, 110
OU semigroup on Gaussian probability space, 135
OU semigroup on Wiener space, 136
perturbated OU process, 112
stochastic differential equation, 75 , 78, 81, 83
heat kernel bound, 160
heat semigroup, 98
Hellinger integral, 22
Hellinger-Kakutani
distance, 42
inner product, 41
integral, 41
Hilbert-Schmidt, 17
Hurst parameter, 126
HWI inequality, 194
hyperboundedness, 162, 187
infinite divisible family, 27
infinite divisible measure, 26
infinitely divisible, 26
intrinsic distance, 20, 108, 180, 193
irreducible of Markov chain, 147
Kakutani distance, 22
Lévy
measure, 26
process, 26
symbol, 27
Lévy driven Ornstein-Uhlenbeck process, 138
Lévy process, 26
Lévy-Itô decomposition, 29, 39
Lévy-Kintchine
formula, 28
representation, 27
measure
absolutely continuous, 21
equivalent, 21
orthogonal, 21
singular, 21
Mehler semigroup, 122
mild solution, 95, 97, 144
minimal energy, 100
Moreau-Yosida approximation, 116
multivalued maximal monotone operator, 168
multivalued stochastic
differential equation, 169
evolution equation, 174
non-singularity condition, 43, 45
normal filtration, 23
null controllable, 101, 104, 200
numerical model, 131
Ornstein-Uhlenbeck process, 94
Ornstein-Uhlenbeck semigroup, 98
OU process, see Ornstein-Uhlenbeck process

Poisson random measure, 28
compensated, 29
pseudo inverse, 19
Radon-Nikodým derivative, 21
relative density, 21
representation of $Q$-Wiener process, 23
reproducing kernel space, 19
S $\alpha$ S process, see symmetric $\alpha$-stable process
skew convolution semigroup, 27
Skorokhod space, 35
square field operator, 195
state of the system, 200
stochastic convolution, 95, 97
stochastic heat equation, 156
stochastic heat equation with Lévy noise, 156
stochastic integral
with respect to Lévy noise, 30
with respect to Wiener processes, 24
strong Feller, 104, 156, 157, 186
strong Feller at a moment, 157
strongly Feller at a moment, 158
sub-differential, 116, 168
symmetric $\alpha$-stable
process, 32
random variable, 32
trace class, 17
transportation cost, 193
ultraboundedness, 187

Wasserstein distance, 193

## Notations

| N | set of positive integer numbers $\{1,2,3, \ldots\}$. |
| :---: | :---: |
| $a \vee b$ | the larger of numbers $a$ and $b$ in $\mathbb{R}$. |
| $f^{+}$ | $=f \vee 0$, the positive part of $f$. |
| $\alpha, \beta$ | are conjugate number $1 / \alpha+1 / \beta=1$. |
| $S_{n}$ | all $n \times n$ symmetric nonnegative definite real matrix. |
| $\mathrm{R}^{\text {d }}$ | $d$-dimensional Euclidean space. |
| H | real separable Hilbert space. |
| $\langle\cdot, \cdot\rangle$ | the usual inner product on $\mathbb{R}^{d}$ or $\mathbb{H}$. |
| \| $\cdot 1$ | the norm on $\mathbb{H}$ corresponding with respect to $\langle\cdot, \cdot\rangle$. |
| $\mathrm{H}_{0}$ | the Cameron-Martin space |
| $\langle\cdot, \cdot\rangle_{0}$ | an inner product on $\mathbb{H}_{0}$ (See Page 19). |
| $\left.1 \cdot\right\|_{0}$ | the norm corresponding with $\langle\cdot, \cdot\rangle_{0}$ on $\mathrm{H}_{0}$. |
| $B_{x}(r)$ | $=\{y \in \mathbb{H}:\|x-y\| \leq r\}$, ball with radius $r$ and center $x$. |
| $\mathcal{B}(\mathbb{H})$ | the Borel $\sigma$-algebra on $\mathbb{H}$. |
| $\mathscr{B}(\mathbb{H})$ | the space of bounded measurable functions on $\mathbb{H}$. |
| $\mathscr{B}_{b}(\mathbb{H})$ | the space of bounded measurable functions on $\mathbb{H}$. |
| $\mathscr{B}_{b}^{+}(\mathbb{H})$ | the space of positive bounded measurable functions on $\mathbb{H}$. |
| $\mathscr{C}(\mathbb{H})$ | the space of continuous functions on H . |
| $\mathscr{C}_{b}(\mathbb{H})$ | the space of bounded continuous functions on $\mathbb{H}$. |
| $\mathscr{C}^{n}(\mathbb{H})$ | the space of $n$-th continuously differentiable functions on $\mathbb{H}$. |
| $\mathscr{C}_{b}^{+}(\mathbb{H})$ | the space of positive bounded and continuous functions on $\mathbb{H}$. |
| $\mathscr{C}^{\infty}(\mathbb{H})$ | the space of smooth functions on $\mathbb{H}$. |
| $\mathscr{C}_{0}^{\infty}(\mathbb{H})$ | the space of compact supported smooth functions on $\mathbb{H}$. |
| $\\|f\\|_{p}$ | $=\left(\int_{\mathrm{H}}\|f\|^{p} d \mu\right)^{1 / p}$ for $p \geq 1$. |
| $\\|f\\|_{\infty}$ | $=\inf \{C>0:\|f(x)\| \leq C$ almost every $\}$. |
| $L^{p}(\mathbb{H}, \mu)$ | the space of measurable functions on $\mathbb{H}$ such that $\\|f\\|_{p}<\infty$. |
| $\left(\mathbb{V}, \mathbb{H}, \mathbb{V}^{*}\right)$ | evolution triple. |
| T* | adjoint operator of linear bounded operator $T$. |

$Q^{1 / 2} \quad$ square root of $Q$.
$T^{-1} \quad$ pseudo inverse of $T$.
$A \quad$ generator of $S_{t}$ (a multivalued operator in Chapter 8)
$S_{t} \quad C_{0}$-semigroup on H .
$Q_{t} \quad=\int_{0}^{t} S_{u} R S_{u}^{*} d u$, controllability operator.
$\Gamma_{t} \quad=Q_{t}^{-1 / 2} S_{t}$.
$\sigma_{2} \ll \sigma_{1} \quad \sigma_{2}$ is absolutely continuous with respect to $\sigma_{1}$.
$\sigma_{2} \perp \sigma_{1} \quad \sigma_{2}$ is singular (orthogonal) to $\sigma_{1}$.
$\sigma_{2} \approx \sigma_{1} \quad \sigma_{2}$ is equivalent with $\sigma_{1}$.
$d \sigma_{2} / d \sigma_{1} \quad$ the Radon-Nikodým derivative of $\sigma_{2}$ with respect to $\sigma_{1}$.
$\sigma^{\text {ac }} \quad$ the absolute continuous part of measure $\sigma$.
$\sigma^{\text {s }} \quad$ the singular part of measure $\sigma$.
$\hat{\mu} \quad$ Fourier transformation of measure $\mu$.
$\mathbb{E}_{\mathbb{P}} \quad$ expectation with respect to measure $\mathbb{P}$.
$N(m, Q) \quad$ Gaussian measure with mean $m$ and covariance $Q$.
$(b, R, \nu) \quad$ characteristic triplet of some Lévy process
or infinite divisible measure
with drift $b$, covariance $R$ and Lévy measure $\nu$.
$D(b, R, \nu) \quad$ infinite divisible measure with characteristic triplet $(b, R, \nu)$.
$W_{t} \quad$ standard or cylindrical Wiener processes.


[^0]:    *We used the same symbol $A$ which has been used to represent the generator of $S_{t}$ and hope that this will not cause any confusion.

[^1]:    ${ }^{*}$ In [SV79, Theorem 6.1.2], it is written as $\left(\theta(t)-\theta(t \wedge \tau(\omega)), \mathscr{M}_{t}, \mathbb{Q}_{\omega}\right)$. This is not true. We shouldn't fix the $\omega$ in $\tau(\cdot)$. See [SV79, Theorem 1.2.10].

[^2]:    *The existence of this subset is the only reason that we are not able to justify the proof.

[^3]:    *We used $A$ to denote the generator of $S_{t}$ in the previous chapters. We use $A$ here for convenience.

