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Exercise 8.I: (repetition)

Let
(
A(i, j)

)
1≤i,j≤n, n ∈ N ∪ {∞} = I, a matrix with the following properties:

1. A(i, j) ≥ 0 for i 6= j,

2. −a(i) := A(i, i) < 0 and
∑

j∈I A(i, j) = 0 for all j ∈ I,

3. a := supi∈I a(i) <∞.

Now, we construct a Markovian process
(
Mt

)
t≥0 that "`jumps from i to j with rate

A(i, j)"'. Therefore, study the following matrix Π:

Π(i, j) = δi,j +
A(i, j)

a
, i, j ∈ I.

(i) As a starter...

[a] Show, that Π satis�es all the properties of a transition matrix

(ii) Assume now, that for all i ∈ I on a properly de�ned probability space
(
Ω,F ,Pi

)
,

the following objects are de�ned:

I First, a Markov-chain
(
Zj
)
j∈I with transition probability Π and start in i,

II Second, an independent Poisson-process N(t)t≥0 with intensity a.

Now, de�ne Mt :=
(
ZN(t)

)
t≥0 and prove [b]-[d]:

[b] For all i, j ∈ I:

Pi

[
Mt = j

]
= exp

(
tA
)
(i, j) :=

∑
n≥0

(
tnAn

n!

)
(i, j)

Show that An(i, j) ≤ (2a)n and deduce that the right-hand side is well de�ned.

Furthermore, show that

d

dt
Pi

[
Mt = j

]∣∣∣
t=0

= A(i, j)∀ i, j ∈ I.



[c]
(
Mt

)
t≥0 is a Markov-process with transition semigroup Πt := exp(At), t ≥ 0,

That means, for all n ≥ 1, 0 = t0 < t1 < . . . < tn and x0, x1, . . . , xn ∈ I:

Px0

[
Mt1 = x1, . . . ,Mtn = xn

]
=

n∏
k=1

Πtk−tk−1

(
xk−1, xk

)
.

[d] Now, let τ?0 = 0 and Z?0 = i and de�ne recursively for n ≥ 1:

τ?n := inf
t>τ?n−1

: Mt 6= Z?n−1,

the time of the n-th jump and

Z?n = Mτ?n

the target of the n-th jump. Then:

[d.1]
(
Z?n
)
n≥0 is a Markov-chain with state-space I, transition matrix

Π?(i, j) =


Π(i, j)

1−Π(i, i)
if i 6= j

0 else
.

[d.2] Depending on the 'current' state
(
Z?n
)
n≥0, the waiting times τ?n+1 − τ?n in

state Z?n, n ≥ 1, are independent and exponentially distributed each with

parameter a(Z?n).

Exercise 8.II:(�nite explosion time)

In general weakening the assumption of bounded jump rates, we face the problem of a

�nite explosion time. In the above setting assume the following: Let I = N and assume

A(i, i+ 1) = −A(i, i) = i2, i ∈ I = N.

1. Determine the discrete jump-chain
(
Z?n
)
n∈N with start in i0 = 1.

2. Compute the distribution of the jump-times
(
τ?n
)
n≥1

3. Show that the CTMC
(
Mt

)
t≥0 Pi0-almost surely explodes in �nite time supn≥1 τ

?
n,

i.e.

E
i0

[
sup
n≥1

τ?n

]
<∞.


