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Abstract. The non-local peridynamic theory describes the displacement field of a continuous body by the initial-value problem for an integro-differential equation that does not include any spatial derivative. The non-locality is determined by the so-called peridynamic horizon $\delta$ which is the radius of interaction between material points taken into account.

Well-posedness and structural properties of the peridynamic equation of motion are established for the linear case corresponding to small relative displacements. Moreover the limit behaviour as $\delta \to 0$ is studied.
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1. Introduction

The peridynamic model has been introduced in Silling [30] as a non-local elasticity theory in integral form that avoids spatial derivatives. It essentially relies upon differences of the displacement of material points interacting within a prescribed horizon. Here also lies the possible advantage as the evolution of discontinuities in the displacement or the gradient of the displacement might be inherently described within the peridynamic model. Typical applications are the autonomous propagation of cracks of phase boundaries.

Non-local theories taking into account effects of long-range interactions in elastic materials and their application to problems of solid and fracture mechanics have been studied for a long time, cf. the pioneering work by Kröner [21], Eringen [17] and the references cited therein, the monographs by Kunin [22] and Rogula [29], and more recently (without being exhaustive) Altan [1, 2], Bazant & Jirášek [5], Chen et al. [11, 10], Lei et al. [24], Pisano & Fuschi [26], Polizzotto [27, 28], Wang & Dhaliwal [36, 37].

Different aspects of the peridynamic model such as its theoretical substantiation, its numerical approximation, and its application has been studied in Bobaru et al. [7, 8], Dayal & Bhattacharya [12], Emmrich & Weckner [13, 14, 15], Gerstle et al. [19, 20], Silling [31], Silling & Askari [33, 32], Silling & Bobaru [34], Silling et al. [35], Weckner & Abeyaratne [38], Weckner & Emmrich [39].

Here, we establish new results on well-posedness and dissipativity for the linear peridynamic model. First results on well-posedness can be found in Emmrich & Weckner [13, 15].

Moreover, this paper is a first attempt to study the relation between the general linear peridynamic model and the classical Navier equation of linear elasticity. It turns out that the integral operator in the peridynamic equation of motion, which describes the spatial interaction, applied on a smooth function becomes in the limit of vanishing non-locality just the differential operator of the Navier equation. This result can be proven for a large class of linear material ansatizes. However, the convergence only
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Well-posedness and convergence of the peridynamic model takes place in an interior subdomain of the domain under consideration. This also reflects the fact that there is no place for posing boundary conditions within the peridynamic model as there are no spatial derivatives.

Besides, we prove an expansion of the peridynamic integral operator in terms of higher order spatial derivatives in an interior domain. From studying particular nonlinear dispersion relations for the one-dimensional infinite peridynamic bar, it has already been known that the peridynamic integral operator equals for smooth functions a differential operator of infinite order that is the series of derivatives of even order (cf. Weckner & Abeyaratne [38]). Again for the infinite peridynamic bar but relying on another material model, it has been shown in Emmrich & Weckner [13] that the peridynamic integral operator becomes for sufficiently smooth functions the differential operator of the wave equation augmented by a mixed derivative of fourth order (second order in time and space) that describes lateral contraction.

It is interesting to see that Taylor expansions similar to those arising here have also been observed in Arndt & Griebel [4] in connection with higher-order gradient theories for crystalline solids in the one-dimensional case. We also refer to Blanc et al. [6] and Le Bris & Lions [23] for a discussion of the relation between molecular models and models on a continuum level.

Throughout this paper, we rely upon the usual notation for Lebesgue- and Bochner-Lebesgue-spaces as well as spaces of continuously differentiable functions. Moreover, spatial derivatives are written using multi-indices. By $C$, we denote a generic positive constant that is independent of $\delta$.

2. The peridynamic equation of motion

The governing equation in the peridynamic theory is the second-order in time partial integro-differential equation

$$\rho(x) \partial_t^2 u(x,t) = \int_V f(x,\hat{x},u(x,t),\hat{u}(\hat{x},t),t) \, d\hat{x} + b(x,t), \quad (x,t) \in V \times (0,T), \quad (2.1)$$

in Lagrangian coordinates $x$, where $\rho$ denotes the mass density that shall be bounded away from zero with $1/\rho \in L^\infty(V)$, $u$ the displacement field of the body that occupies the volume $V \subseteq \mathbb{R}^d$ ($d \in \{1,2,3\}$), $f$ the pairwise force function that describes the internal forces, and $b$ an inhomogeneity that collects all external forces per unit volume. By $T > 0$, the time under consideration is denoted. The volume $V$ is supposed to be a bounded domain of class $C^{0,1}$. Equation (2.1) is supplemented by the initial conditions

$$u(\cdot,0) = u_0, \quad \partial_t u(\cdot,0) = \dot{u}_0. \quad (2.2)$$

Note that no boundary conditions appear as there are no spatial derivatives.

In view of the balance of the angular momentum of the massfree bond between $x$ and $\hat{x}$, the pairwise force function $f$ always points from the current position $x + u(x,t)$ to the current position $\hat{x} + u(\hat{x},t)$ of the point $\hat{x}$. Moreover, the invariance against a rigid body motion, the assumption of no explicit time dependence, and Newton’s third law lead to $f(x,\hat{x},u,\dot{u}) = f(x,\hat{x},\dot{u} - u)$ with $f(\hat{x},x,-\eta) = -f(x,\hat{x},\eta)$ for all $x,\hat{x},\eta := \dot{u} - u$. It is typical for the peridynamic model to require

$$f(x,\hat{x},\eta) = 0 \quad \text{if} \quad |\hat{x} - x| \geq \delta, \quad (2.3)$$
where $\delta > 0$ is the so-called peridynamic horizon of interaction. Here and in the sequel, $|\cdot|$ denotes the Euclidean vector or spectral matrix norm. This cut-off in the reference configuration becomes, however, rather questionable in the presence of large deformations where it might be necessary to redefine the cut-off in the actual or present configuration.

If the material is microelastic in the sense of Silling [31] then there exists a pairwise micropotential $w$ such that $f(x, \hat{x}, \eta) = \nabla_\eta w(x, \hat{x}, \eta)$. In order to emphasise explicitly the dependence on the dimension $d$ and the horizon $\delta$, we shall use in the following the subscript $d, \delta$. One of the simplest nonlinear models that has been suggested is the proportional microelastic material model with
\begin{equation}
    f_{d, \delta}(x, \hat{x}, \hat{u} - u) = c_{d, \delta} \frac{s}{|\hat{x} + \hat{u} - x|} \cdot \eta,
    \quad s := \frac{|\hat{x} + \hat{u} - x - u| - |\hat{x} - x|}{|\hat{x} - x|},
\end{equation}
where $s$ denotes the bond stretch that is the relative change of the length of a bond. The constant of proportionality $c_{d, \delta}$ is to be determined in such a way that the deformation energy density of a homogeneous body under isotropic expansion arising from the peridynamic model coincides with the energy density known from the classical linear elasticity theory, i.e. $\eta = s(\hat{x} - x)$ with some $s > 0$ and
\begin{equation}
    \frac{1}{2} \int_{B(x; \delta)} w_{d, \delta}(x, \hat{x}, s(\hat{x} - x)) \, d\hat{x} \equiv e_{el, d},
\end{equation}
where
\begin{align*}
e_{el, 1} &= \frac{9Ks^2}{10}, & e_{el, 2} &= \frac{12Ks^2}{5}, & e_{el, 3} &= \frac{9Ks^2}{2},
\end{align*}
is the elastic energy density from the classical linear elasticity theory for the one-, two-, and three-dimensional case, respectively. Here, $K = E/(3(1 - 2\nu))$ denotes the bulk modulus, $\nu$ the Poisson ratio, and $E$ the Young modulus. Moreover, we denote by $B(x; \delta) \subset \mathbb{R}^d$ the open ball of radius $\delta$ with respect to $|\cdot|$ and with center $x \in \mathbb{R}^d$. The peridynamic model as considered so far is restricted to the Poisson ratio $\nu = 1/4$. With $\nu = 1/4$, one easily obtains (cf. [15])
\begin{align*}
c_{1, \delta} &= \frac{18K}{5\pi^2}, & c_{2, \delta} &= \frac{72K}{5\pi^3}, & c_{3, \delta} &= \frac{18K}{\pi^4},
\end{align*}
We should mention here that the pairwise force function of the proportional microelastic material model fulfills the scaling property
\begin{equation}
    f_{d, \varepsilon \delta}(\varepsilon x, \varepsilon \hat{x}, \varepsilon \eta) = \varepsilon^{-(d+1)} f_{d, \delta}(x, \hat{x}, \eta), \quad \varepsilon > 0.
\end{equation}

A first-order approximation justifies for small relative displacements $\eta$ the general linear ansatz
\begin{equation}
    f(x, \hat{x}, \eta) = f_0(x, \hat{x}) + C(x, \hat{x}) \cdot \eta
\end{equation}
with the stiffness tensor (or micromodulus function) $C = C(x, \hat{x})$ and $f_0$ denoting forces in the reference configuration. Without loss of generality, we may assume $f_0 \equiv 0$ since otherwise $f_0$ can be incorporated into the right-hand side $b$. In general, the stiffness tensor $C$ is neither definite nor depending on the length $|\hat{x} - x|$, only. However, $C$ has to be symmetric with respect to its arguments as well as with respect
to its tensor structure such that \( C(\hat{x}, x) = C(x, \hat{x}) \) and \( C(x, \hat{x})^T = C(x, \hat{x}) \). The corresponding micropotential is then given by \( w(x, \hat{x}, \eta) = \eta \cdot C(x, \hat{x}) \cdot \eta / 2 \). In view of (2.3), we shall require \( C(\hat{x}, x) = 0 \) if \( |\hat{x} - x| \geq \delta \).

The stiffness tensor can be shown to read as

\[
C(x, \hat{x}) = \lambda_{d, \delta}(|\hat{x} - x|)(\hat{x} - x) \otimes (\hat{x} - x)
\]

(7.7)

for a linear microelastic material (cf. also [30]). The measurable function \( \lambda_{d, \delta} : \mathbb{R}^+ \to \mathbb{R} \) with \( \lambda_{d, \delta}(r) = 0 \) for \( r \geq \delta \) determines the specific material model and depends on \( d \) and \( \delta \). Note that \( |C(x, \hat{x})| = |\lambda_{d, \delta}(|\hat{x} - x|)| |\hat{x} - x|^2 \).

The linear peridynamic equation of motion (2.1) now reads as

\[
\rho(x)\partial_t^2 u(x, t) = \int_{V \cap B(x; \delta)} \lambda_{d, \delta}(|\hat{x} - x|)(\hat{x} - x) \otimes (\hat{x} - x) \cdot (u(\hat{x}, t) - u(x, t)) \, d\hat{x} + b(x, t)
\]

(2.8)

A short calculation shows that \( L_{d, \delta}v \) vanishes if \( v \) is a rigid body motion, i.e. if \( v(x) = a \wedge x + b \) for some \( a, b \in \mathbb{R}^d \).

By virtue of (2.5), we require

\[
\frac{s^2}{4} \int_{B(0, \delta)} \xi \cdot \lambda_{d, \delta}(|\xi|) \xi \otimes \xi \, d\xi = e_{c1, d},
\]

which yields a first assumption on \( \lambda_{d, \delta} \), namely

\[
\ell_{k, d, \delta} := \int_0^\delta \lambda_{d, \delta}(r) r^{k+d+1} dr, \quad k = 0, 1, 2, \ldots, \quad \ell_{d, \delta}^k := \int_0^\delta |\lambda_{d, \delta}(r)| r^{d+1} dr.
\]

(2.9)

where \( \sigma_d \) comes from the integration with respect to the spherical angle coordinates such that \( \sigma_1 = 2, \sigma_2 = 2\pi, \sigma_3 = 4\pi \).

Well-posedness of the linear peridynamic equation of motion has been studied by the authors in [39] for the unbounded one-dimensional case and in [15] for the bounded two- and three-dimensional case in a framework with \( L^p(V)^d \) with sufficiently large \( p \). The proofs of the two statements below follow essentially the same lines as in [15] and shall be omitted here.

**Proposition 2.1.** If \( \ell_{d, \delta}^k < \infty \) then the integral operator \( L_{d, \delta} \) defined by (2.8) is a linear mapping in \( L^\infty(V)^d \) with

\[
\|L_{d, \delta}\|_{L(L^\infty(V)^d)} \leq 2\ell_{d, \delta}^k \sigma_d.
\]

(2.10)

**Theorem 2.2.** If \( \ell_{d, \delta}^k < \infty \) then there exists for every \( u_0, \dot{u}_0 \in L^\infty(V)^d, \ b \in L^1(0, T; L^\infty(V)^d) \) a unique mild solution \( u \in C^1([0, T]; L^\infty(V)^d) \) to the initial-value problem (2.8), (2.2) that satisfies the a priori estimate

\[
\|u\|_{C^1([0, T]; L^\infty(V)^d)} \leq C_{d, \delta} \left( \|u_0\|_{L^\infty(V)^d} + \|\dot{u}_0\|_{L^\infty(V)^d} + \|b\|_{L^1(0, T; L^\infty(V)^d)} \right)
\]

(2.11)
with
\[ C_{d,\delta} = \max(1, T, 2T^{d|\cdot|} \sigma_d) \cosh \left( T \sqrt{2t^d \sigma_d} \right). \] (2.12)

If \( b \in C([0,T]; L^\infty(V)^d) \) then \( u \in C^2([0,T]; L^\infty(V)^d) \).

The stability estimate (2.11) with (2.12) immediately follows from the representation of the solution by means of Duhamel’s principle (cf. again [15]),

\[
u(t) = \cos \left( t \sqrt{-L_{d,\delta}} \right) u_0 + \sqrt{-L_{d,\delta}}^{-1} \sin \left( t \sqrt{-L_{d,\delta}} \right) \dot{u}_0 + \int_0^t \sqrt{-L_{d,\delta}}^{-1} \sin \left( (t-s) \sqrt{-L_{d,\delta}} \right) b(s) \, ds \] (2.13)

with the formal notation

\[
cos \left( t \sqrt{-L_{d,\delta}} \right) := \sum_{n=0}^\infty \frac{t^{2n}}{(2n)!} L_{d,\delta}^n, \quad \sqrt{-L_{d,\delta}}^{-1} \sin \left( t \sqrt{-L_{d,\delta}} \right) := \sum_{n=0}^\infty \frac{t^{2n+1}}{(2n+1)!} L_{d,\delta}^n.
\]

The series are uniformly convergent on any compact time interval. Moreover, the linear bounded operator \( L_{d,\delta} : L^\infty(V)^d \to L^\infty(V)^d \) is the generator of a strongly continuous cosine function on \( L^\infty(V)^d \) and the linear and bounded operator

\[
\begin{pmatrix}
0 & \text{id} \\
L_{d,\delta} & 0
\end{pmatrix} : L^\infty(V)^d \times L^\infty(V)^d \to L^\infty(V)^d \times L^\infty(V)^d
\]

that corresponds with the equivalent one-dimensional system generates a strongly continuous semigroup on \( L^\infty(V)^d \times L^\infty(V)^d \) (cf. Arendt et al. [3, Thm. 3.14.7, Cor. 3.14.9] and Fattorini [18]).

It should be noted that, due to (2.9), the quantities \( \ell_{2,d,\delta} \) are independent of \( \delta \) and thus, because of (2.10) and

\[ 0 < \ell_{2,d,\delta} \leq \delta^2 |\cdot|, \] (2.14)

the family of operators \( L_{d,\delta} : L^\infty(V)^d \to L^\infty(V)^d \) may not be uniformly bounded as \( \delta \to 0 \). Reasoning in the same way shows that also the stability constant \( C_{d,\delta} \) from (2.12) behaves bad as \( \delta \to 0 \). Furthermore, we can prove the following results.

**Proposition 2.3.** If \( d|\cdot| < \infty \) then the integral operator \( L_{d,\delta} \) defined by (2.8) is a linear mapping in \( L^2(V)^d \) with

\[
\| L_{d,\delta} \|_{L^2(V)^d} \leq 2 \ell_{d,\delta} |\cdot|. \] (2.15)

Moreover, \( L_{d,\delta} : L^2(V)^d \to L^2(V)^d \) is self-adjoint, i.e.

\[
(L_{d,\delta} \nu, w)_{L^2(V)^d} = (\nu, L_{d,\delta} w)_{L^2(V)^d} \quad \forall \nu, w \in L^2(V)^d.
\]

If \( \lambda_{d,\delta} \) is nonnegative then \( L_{d,\delta} : L^2(V)^d \to L^2(V)^d \) is also dissipative, i.e.

\[
(L_{d,\delta} \nu, \nu)_{L^2(V)^d} \leq 0 \quad \forall \nu \in L^2(V)^d,
\]

where \( (L_{d,\delta} \nu, \nu)_{L^2(V)^d} = 0 \) if and only if \( \nu \) is a rigid body motion.
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Lemma (2.8), (2.2) that satisfies the a priori estimate (2.11), (2.12) with the proposition above that the linear bounded operator \(\text{id}\) which symmetry and thus self-adjointness of \(\sigma\) following theorem.

Because of \(\|v\|\) shows that \((v(\hat{x}) - v(x))(\hat{x} - x)\) vanishes identically if and only if \(v\) is a rigid body motion. This proves the last assertion. \(\square\)

Let \(\mathcal{R}\) denote the closed linear subspace of rigid body motions and consider the factor space \(L^2(V)^d/\mathcal{R}\) equipped with the norm

\[
\|v\|_{L^2(V)^d/\mathcal{R}} := \inf_{r \in \mathcal{R}} \|v + r\|_{L^2(V)^d}.
\]

Because of \(L_{d,\delta}r = 0\) for all \(r \in \mathcal{R}\) and the symmetry of \(L_{d,\delta}\), it can easily be shown that \(L_{d,\delta}:L^2(V)^d/\mathcal{R}\to L^2(V)^d/\mathcal{R}\) is linear and bounded. It is then immediate from the proposition above that the linear bounded operator \(id - \mu L_{d,\delta}:L^2(V)^d/\mathcal{R}\to L^2(V)^d/\mathcal{R}\) is strongly positive for arbitrary \(\mu > 0\) and thus also surjective. Hence, \(L_{d,\delta}:L^2(V)^d/\mathcal{R}\to L^2(V)^d/\mathcal{R}\) is maximal dissipative.

By standard arguments for abstract differential equations with a linear bounded operator and Duhamel’s principle (cf. e.g. Emmrich [16, Ch. 7]), we can prove the following theorem.

**Theorem 2.4.** If \(\ell_{d,\delta}^{1/2} < \infty\) then there exists for every \(u_0, \hat{u}_0 \in L^2(V)^d\), \(b \in L^1(0,T;L^2(V)^d)\) a unique mild solution \(u \in C^1([0,T];L^2(V)^d)\) to the initial-value problem (2.8), (2.2) that satisfies the a priori estimate (2.11), (2.12) with \(L^\infty(V)^d\) being replaced by \(L^2(V)^d\). If \(b \in C([0,T];L^2(V)^d)\) then \(u \in C^2([0,T];L^2(V)^d)\).

The solution is again given by (2.13), \(L_{d,\delta}:L^2(V)^d \to L^2(V)^d\) is the generator of a strongly continuous cosine function on \(L^2(V)^d\), and the operator describing the corresponding one-dimensional system is the generator of a strongly continuous semigroup on \(L^2(V)^d \times L^2(V)^d\).
As in Proposition 2.1 and Theorem 2.2, we cannot conclude uniform boundedness with respect to $\delta$. This problem can be overcome with the following result.

**Proposition 2.5.** Let $\ell_{d,\delta}^1 < \infty$. If $\lambda_{d,\delta}$ is nonnegative and fulfills (2.9) then $L_{d,\delta}$ is a linear mapping on $H^1(V)^d$ with

$$
|\langle L_{d,\delta} \mathbf{v}, \mathbf{w} \rangle_{L^2(V)}| \leq C \ell_{2,d,\delta} \|\mathbf{v}\|_{H^1(V)^d} \|\mathbf{w}\|_{H^1(V)^d}, \quad \forall \mathbf{v}, \mathbf{w} \in H^1(V)^d,
$$

where $C$ depends on the domain and its dimension but is independent of $\delta$.

**Proof.** Let $\phi(\xi) := \lambda_{d,\delta}(\xi) |\xi|^4$ ($\xi \in \mathbb{R}^d$). From (2.16), we conclude with the Cauchy-Schwarz inequality

$$
|\langle L_{d,\delta} \mathbf{v}, \mathbf{w} \rangle_{L^2(V)^d}| \leq \frac{1}{2} \left( \int_{V^2} \int_{V^2} \phi(\hat{x} - x) \frac{|v(\hat{x}) - v(x)|^2}{|\hat{x} - x|^2} \, d\hat{x} \, dx \right)^{1/2} \left( \int_{V^2} \int_{V^2} \phi(\hat{x} - x) \frac{|w(\hat{x}) - w(x)|^2}{|\hat{x} - x|^2} \, d\hat{x} \, dx \right)^{1/2}.
$$

The result of Bourgain et al. [9, Thm. 1] yields

$$
|\langle L_{d,\delta} \mathbf{v}, \mathbf{w} \rangle_{L^2(V)^d}| \leq C \|\phi\|_{L^1(\mathbb{R}^d)} \|\mathbf{v}\|_{H^1(V)^d} \|\mathbf{w}\|_{H^1(V)^d}
$$

with $C$ only depending on $V$ and $d$. The assertion now follows in view of

$$
\|\phi\|_{L^1(\mathbb{R}^d)} = \int_{B(0,\delta)} \lambda_{d,\delta}(|\xi|) |\xi|^4 \, d\xi = \ell_{2,d,\delta} \sigma_d.
$$

The proposition above shows in particular that

$$
\|L_{d,\delta}\|_{L(H^1(V)^d, (H^1(V)^d)^*)} \leq C \ell_{2,d,\delta}.
$$

Because of (2.9), the family of linear bounded operators $L_{d,\delta} : H^1(V)^d \to (H^1(V)^d)^*$ is thus uniformly bounded with respect to $\delta$.

As we can infer from (2.16) and the proof above, $L_{d,\delta}$ might also be considered as a linear bounded operator from $W^{1,\infty}(V)^d$ in its dual with $\|L_{d,\delta}\|_{L(W^{1,\infty}(V)^d, (W^{1,\infty}(V)^d)^*)}$ being bounded independently of $\delta$.

An immediate consequence of the preceding propositions is the following theorem.

**Theorem 2.6.** Let $\ell_{d,\delta}^1 < \infty$ and assume that $\lambda_{d,\delta}$ is nonnegative and fulfills (2.9). The unique solution $\mathbf{u} \in C^2([0,T]; L^2(V)^d)$ to the initial-value problem (2.8), (2.2) with $\mathbf{u}_0 \in H^1(V)^d$, $\mathbf{u}_0 \in L^2(V)^d$, and $\mathbf{b} \in C([0,T]; L^2(V)^d)$ then satisfies the a priori estimate

$$
\|\mathbf{u}\|_{C^1([0,T]; L^2(V)^d)} \leq C \left( \|\mathbf{u}_0\|_{H^1(V)^d} + \|\mathbf{u}_0\|_{L^2(V)^d} + \|\mathbf{b}\|_{L^2(0,T; L^2(V)^d)} \right),
$$

(2.17)

with $C$ being independent of $\delta$.

**Proof.** According to Theorem 2.4, there is a unique solution $\mathbf{u} \in C^2([0,T]; L^2(V)^d)$. For proving (2.17), we firstly observe that for all $\mathbf{v} \in C^1([0,T]; L^2(V)^d)$

$$
\frac{1}{2} \frac{d}{dt} \langle \mathbf{v}(t), \mathbf{v}(t) \rangle_{L^2(V)^d} = \langle \partial_t \mathbf{v}(t), \mathbf{v}(t) \rangle_{L^2(V)^d};
$$


an analogous relation holds true for the second time derivative if $v \in \mathcal{C}^2([0,T]; L^2(\mathcal{V})^d)$. Testing (2.8) by $\partial_t u$ then leads (with the symmetry of $L_{d,\delta}$) to

$$
\frac{\rho}{2} \frac{d}{dt} \|\partial_t u(t)\|^2_{L^2(\mathcal{V})^d} = (L_{d,\delta} u(t), \partial_t u(t))_{L^2(\mathcal{V})^d} + (b(t), \partial_t u(t))_{L^2(\mathcal{V})^d} \\
\leq \frac{1}{2} \frac{d}{dt} \|L_{d,\delta} u(t), u(t)\|_{L^2(\mathcal{V})^d}^2 + \|b(t)\|_{L^2(\mathcal{V})^d} \|\partial_t u(t)\|_{L^2(\mathcal{V})^d}.
$$

With Young’s inequality, integration, dissipativity, and Gronwall’s lemma, we come up with

$$
\|\partial_t u(t)\|_{L^2(\mathcal{V})^d}^2 \leq C \left( - (L_{d,\delta} u_0, u_0)_{L^2(\mathcal{V})^d} + \|\partial_t u_0\|^2_{L^2(\mathcal{V})^d} + \int_0^t \|b(s)\|^2_{L^2(\mathcal{V})^d} ds \right),
$$

where $C$ depends on $1/\rho \in L^\infty(\mathcal{V})$ and $T$, only. The assertion follows with Proposition 2.5 and since

$$
\|u(t)\|_{L^2(\mathcal{V})^d} \leq \|u_0\|_{L^2(\mathcal{V})^d} + \int_0^t \|\partial_t u(s)\|_{L^2(\mathcal{V})^d} ds.
$$

A main advantage of (2.17) is the fact that the stability constant now is independent of $\delta$ and thus furnishes uniform boundedness of a sequence of solutions $u_\delta$ as $\delta \to 0$.

So far, our existence results were based upon abstract differential equations governed by a linear bounded operator that maps a Banach space into itself. However, by virtue of Proposition 2.5 in combination with Proposition 2.3, we may also think of applying the theory of weak solutions to second-order evolution equations based upon the Gelfand triple $H^1(\mathcal{V})^d \subset L^2(\mathcal{V})^d \subset (H^1(\mathcal{V})^d)^*$ (cf. e.g. Wloka [40, Ch. V]). This would allow to consider the peridynamic equation of motion (2.8) in the same functional analytic setting as the Navier equation of linear elasticity theory. Unfortunately, the operator $-L_{d,\delta}: H^1(\mathcal{V})^d \to (H^1(\mathcal{V})^d)^*$ could not yet been proven to satisfy a Gårding inequality.

3. The limit behaviour for vanishing non-locality

In the following, we consider $\delta \in \Lambda$ where $\Lambda \subset \mathbb{R}^+$ is a null sequence with max $\Lambda < \delta_0$ for some $\delta_0 > 0$. We set

$$
\mathcal{V}_0 := \{ z \in \mathcal{V} : \text{dist}(z, \partial \mathcal{V}) > \delta_0 \}.
$$

**Corollary 3.1.** Let $\|w\|_{d,\delta} < \infty$ and assume that $\lambda_{d,\delta}$ is nonnegative and fulfills (2.9). The sequence $\{u_\delta\}_{\delta \in \Lambda}$ of solutions to the initial-value problem (2.8), (2.2) with $u_0 \in H^1(\mathcal{V})^d$, $u_0 \in L^2(\mathcal{V})^d$, $b \in \mathcal{C}([0,T]; L^2(\mathcal{V})^d)$ and the sequence of its time derivatives then possesses a subsequence that converges weakly* in $L^\infty(0,T; L^2(\mathcal{V})^d)$ as $\delta \to 0$ ($\delta \in \Lambda$).

**Proof.** The result is a direct consequence of Theorem 2.6 applying the Banach-Alaoglu theorem (upon noting that $L^\infty(0,T; L^2(\mathcal{V})^d)$ is the dual of the separable Banach space $L^1(0,T; L^2(\mathcal{V})^d)$).

It remains open for future work to study the properties of the weak* limit of $\{u_\delta\}_{\delta \in \Lambda}$. Also the following observations give rise to further study.
The classical Navier equation of linear elasticity reads for \((x,t) \in V \times (0,T)\) as
\[
\rho(x)\partial_t^2 u(x,t) = \mu \Delta u(x,t) + (\lambda + \mu) \text{grad} \text{div} u(x,t) + b(x,t) = (Lu)(x,t) + b(x,t)
\] (3.1)
with the Lamé coefficients \(\mu = E/(2(1+\nu))\) and \(\lambda = \nu E/((1-2\nu)(1+\nu))\), cf. e.g. Miranville & Temam [25]. Note that for the Poisson ratio \(\nu = 1/4\), we find \(\mu = \lambda = 2E/5 = 3K/5\). The Navier equation is supplemented by initial conditions (2.2) and appropriate boundary conditions.

**Theorem 3.2.** Let \(\ell_{d,\delta}^1 < \infty\) for all \(\delta \in \Lambda\) and assume (2.9). If \(v \in C^2(V)^d\) and \(\lambda_{d,\delta}\) is nonnegative, then
\[
\|L_{d,\delta}v - Lv\|_{L^\infty(V_0)^d} \to 0 \quad \text{as} \quad \delta \to 0 \quad (\delta \in \Lambda).
\] (3.2)
If \(v \in C^m(V)^d\) \((m \geq 2)\) then the expansion
\[
(L_{d,\delta}v)(x) = (Lv)(x) + \sum_{n=2}^{\lfloor m/2 \rfloor} (L_{d,\delta}^{(2n)} v)(x) + R_{m,d,\delta}(v;x)
\]
holds for all \(x \in V_0\) and \(\delta \in \Lambda\). Here, \(L_{d,\delta}^{(2n)}\) is a differential operator of order \(2n\) given by (3.3), (3.4), and (3.5), respectively, and the remainder satisfies \(\|R_{m,d,\delta}(v;x)\|_{L^\infty(V_0)^d} = o(\delta^m \ell_{d,\delta}^2)\) with \(\ell_{d,\delta}^2 \geq \delta^{-2}\). If, in addition, \(\lambda_{d,\delta}\) is nonnegative then
\[
\|L_{d,\delta}^{(2n)} v\|_{L^\infty(V_0)^d} \leq C \delta^{2(n-1)} \ell_{2,\delta}^{2} \|v\|_{C^{2n}(\overline{V_0})^d}, \quad \|R_{m,d,\delta}(v;x)\|_{L^\infty(V_0)^d} = o(\delta^{m-2})
\]
with \(\ell_{2,\delta}\) being independent of \(\delta\) and given by (2.9).

**Proof.** For \(x \in \overline{V_0}\), the closed ball \(\overline{B(x,\delta)} \supset \hat{x}\) lies in \(V\) for all \(\delta \in \Lambda\). The smoothness assumed for \(v\) then allows the Taylor expansion
\[
v(\hat{x}) - v(x) = \sum_{k=1}^{m} \frac{1}{k!} ((\hat{x} - x) \cdot \nabla)^k v(x) + r_m(v;x,\hat{x})
\]
with the remainder
\[
r_m(v;x,\hat{x}) = \frac{1}{0} \frac{(1-\theta)^{m-1}}{(m-1)!} ((\hat{x} - x) \cdot \nabla)^m (v(x + \theta(\hat{x} - x)) - v(x)) d\theta = o(|\hat{x} - x|^m).
\]
Inserting the Taylor expansion into the definition of \(L_{d,\delta}\) (see (2.8)) yields
\[
(L_{d,\delta}v)(x) = \sum_{k=1}^{m} (L_{d,\delta}^{(k)} v)(x) + R_{m,d,\delta}(v;x),
\]
where
\[
(L_{d,\delta}^{(k)} v)(x) := \frac{1}{k!} \int_{\overline{B(x,\delta)}} \lambda_{d,\delta}(|\hat{x} - x|)(\hat{x} - x) \otimes (\hat{x} - x)((\hat{x} - x) \cdot \nabla)^k v(\hat{x}) d\hat{x}
\]
In particular, (2.9) furnishes 
\[ R_{m,d,\delta}(v;x) = \int_{B(x,\delta)} \lambda_{d,\delta}(|\hat{x} - x|)(\hat{x} - x) \otimes (\hat{x} - x)r_m(v;x,\hat{x}) d\hat{x}. \]

It follows \( L_{d,\delta}^k(v)(x) = 0 \) if \( k \) is odd since then the integrand is an odd function in \( \hat{x} - x \).

For the one-dimensional case, we immediately find
\[ (L_{1,\delta}^k v)(x) = \begin{cases} 0 & \text{if } k \text{ is odd,} \\ \frac{2}{k!} \ell_{k,1,\delta} v^{(k)}(x) & \text{if } k \text{ is even.} \end{cases} \tag{3.3} \]

In particular, (2.9) furnishes \((L_{1,\delta}^2v)(x) = 9K v''(x)/5 = (Lv)(x)\).

Introducing spherical coordinates, we obtain for the two-dimensional case
\[ \begin{multline} (L_{2,\delta}^k v)(x) = \ell_{k,2,\delta} \sum_{j=0}^{k} \frac{1}{j!(k-j)!} \int_0^{2\pi} \int_0^{\pi/2} \\
\left( \cos^2 \phi \cos^2 \psi \cos \phi \sin \phi \cos \phi \sin \phi \right) \cos^{k-j} \phi \sin^j \phi d\phi d\psi \right) v(x) \end{multline} \tag{3.4} \]

and for the three-dimensional case
\[ (L_{3,\delta}^k v)(x) = \ell_{k,3,\delta} \sum_{j_1+j_2+j_3=k} \frac{1}{j_1!j_2!j_3!} \int_{-\pi/2}^{\pi/2} \int_{-\pi/2}^{\pi/2} \\
\left( \cos^2 \phi \cos^2 \psi \cos \phi \sin \phi \cos \phi \sin \phi \right) \times \cos \phi \cos \psi \sin \phi \cos \phi \sin \phi \sin^2 \phi \right) v(x). \tag{3.5} \]

In particular, we find with (2.9)
\[ (L_{2,\delta}^2 v)(x) = \frac{3K}{5} \left( 3v_{\theta(20)} v_1 + 2v_{\theta(11)} v_2 + v_{\theta(02)} v_3 \right) (x) = (Lv)(x) \]
as well as
\[ (L_{3,\delta}^2 v)(x) = \frac{3K}{5} \left( 3v_{\theta(20)} v_1 + 2v_{\theta(11)} v_2 + 2v_{\theta(02)} v_3 \right) \left( 3v_{\theta(02)} v_3 + \frac{1}{2} v_{\theta(01)} v_3 + \frac{1}{2} \phi_{\theta(01)} v_3 + \frac{1}{2} \phi_{\theta(02)} v_3 + \frac{1}{2} \phi_{\theta(01)} v_3 + \frac{1}{2} \phi_{\theta(02)} v_3 \right) (x) \]
\[ = (Lv)(x). \]

This, together with \( v \in C^m(V)^d \) and (2.14), proves the expansion asserted. Moreover, for nonnegative \( \lambda_{d,\delta} \), we observe that
\[ 0 \leq \ell_{k,d,\delta} \leq \delta^{k-2} \ell_{2,d,\delta}, \quad k = 2, 3, \ldots, m. \tag{3.6} \]

The uniform convergence (3.2) is a direct consequence of the preceding results with \( m = 2 \) since the second-order derivatives of \( v \in C^2(V)^d \) are uniformly continuous on \( \bigcup_{\delta \in \Lambda} \bigcup_{x \in \mathbb{R}^d \cap \overline{B(x;\delta)} \subset V}. \)
In view of (3.3), the expansion in the one-dimensional case reads for a smooth function \( v \) as

\[
L_{1,\delta}v = \frac{9K}{3} v'' + \frac{\ell_{4,1,\delta}}{12} v^{(4)} + \frac{\ell_{6,1,\delta}}{360} v^{(6)} + \ldots
\]

Some straightforward but tedious calculations of the integrals appearing lead for the two-dimensional case e.g. to

\[
L_{2,\delta}^{(4)} v = \frac{\ell_{4,2,\delta} \pi}{192} \left( 5\partial^{(40)} v_1 + 4\partial^{(31)} v_2 + 6\partial^{(22)} v_1 + 4\partial^{(13)} v_2 + \partial^{(04)} v_1 \right)
\]

and

\[
L_{2,\delta}^{(6)} v = \frac{\ell_{6,2,\delta} \pi}{9216} \left( 7\partial^{(60)} v_1 + 6\partial^{(51)} v_2 + 15\partial^{(42)} v_1 + 12\partial^{(33)} v_2 + 9\partial^{(24)} v_1 + 12\partial^{(33)} v_1 + \right.
\]

\[
+ 9\partial^{(24)} v_1 + 6\partial^{(15)} v_2 + \partial^{(06)} v_1 + 15\partial^{(24)} v_2 + 6\partial^{(15)} v_1 + 7\partial^{(06)} v_2 \right),
\]

and for the three-dimensional case e.g. to

\[
L_{3,\delta}^{(4)} v = \frac{\ell_{4,3,\delta} \pi}{210} \left( 5\partial^{(400)} v_1 + 4\partial^{(310)} v_2 + 4\partial^{(301)} v_3 + 6\partial^{(220)} v_1 + 4\partial^{(211)} v_3 + 6\partial^{(220)} v_2 + 4\partial^{(211)} v_3 + 
\]

\[
+ 6\partial^{(202)} v_1 + 4\partial^{(130)} v_2 + 4\partial^{(121)} v_3 + 4\partial^{(112)} v_2 + 4\partial^{(103)} v_3 + 2\partial^{(042)} v_1 + 4\partial^{(031)} v_3 + 6\partial^{(022)} v_2 + 4\partial^{(013)} v_3 + \partial^{(004)} v_1 + \partial^{(004)} v_2 + 
\]

\[
+ 5\partial^{(040)} v_3 + 4\partial^{(031)} v_2 + 6\partial^{(022)} v_3 + 4\partial^{(013)} v_2 + 5\partial^{(004)} v_3 \right).
\]

**Example 3.3.** The linearisation of the proportional micro-elastic material model (2.4) leads to \( \lambda_{d,\delta}(r) = c_{d,\delta} r^{-3} \) \((r < \delta)\) with \( c_{d,\delta} \) defined in (2.6). The one-dimensional case cannot be treated here as \( \ell_{1,\delta}' = \infty \). In the two- and three-dimensional case, the model yields a weakly singular integral kernel of convolution type with \( \ell_{d,\delta}' = O(\delta^{-2}) \). So, all the results of this and the preceding section apply for the two- and three-dimensional case.

The coefficients in the expansion of Theorem 3.2 are calculated from

\[
\ell_{k,d,\delta} = \frac{c_{d,\delta}}{k + d - 1} \delta^{k + d - 1}, \quad k = 2, 4, \ldots, \quad d \in \{2, 3\}.
\]

Unfortunately, in this model, the interaction jumps to zero if \( r = \delta \). This can be avoided by taking \( \lambda_{d,\delta}(r) = c_{d,\delta}' r^{-3} \exp(-\delta^2/(\delta^2 - r^2)) \) \((r < \delta)\). The new constant of proportionality \( c_{d,\delta}' \) is again calculated from (2.9).

It should be noted that Arndt & Griebel [4, Sect. 4] have obtained, in the one-dimensional case, the quite similar expansion (compare with (3.3), (3.6))

\[
\sum_{n=1}^{\infty} \frac{2}{(2n)!} \ell^{4(n-1)} \left( \phi^d \circ \psi \right) (2n) (x)
\]
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for the evolution equation of an atomistic system. Here, $\phi$ is some function describing the potential, e.g. $\phi(r) = (r-1)^2/2$ for a chain of linear springs, and $\varepsilon$ is a scaling parameter.

The very interesting question whether the sequence of solutions to the peridynamic equation of motion converges in some sense towards a certain solution to the Navier equation cannot be answered so far. In order to find an answer, it might be essential to describe the behaviour of the peridynamic solution near the boundary of the domain as one lacks a criterion for posing appropriate boundary conditions for the Navier equation. More precisely, let $u$ be a sufficiently smooth solution to the Navier equation subject to suitable initial and boundary conditions as well as right-hand side. Then $w_\delta := u_\delta - u$ with $u_\delta \in C^2([0,T];L^2(\mathcal{V}))$ being a solution to the peridynamic equation with the same initial values and right-hand side satisfies for $(x,t) \in \mathcal{V} \times (0,T)$ the equation

$$\rho(x)\partial_t^2 w_\delta(x,t) = (L_{d,\delta}w_\delta)(x,t) + (L_{d,\delta}u)(x,t) - (Lu)(x,t)$$

with initial conditions $w_\delta(\cdot,0) = \partial_tw_\delta(\cdot,0) = 0$. The uniform stability (2.17) furnishes

$$\|w_\delta\|_{C^1([0,T];L^2(\mathcal{V}))} \leq C \|L_{d,\delta}u - Lu\|_{L^2(0,T;L^2(\mathcal{V}))}$$

with $C$ being independent of $\delta$. With Theorem 3.2, we only have an estimate for $L_{d,\delta}u - Lu$ in the interior domain $\mathcal{V}_0$ at hand. What would be needed is, however, a characterisation of the difference between $L_{d,\delta}u$ and $Lu$ near the boundary $\partial \mathcal{V}$.
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