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Abstract.

The initial-value problem for a first-order evolution equation is discretised in time by
means of the two-step backward differentiation formula (BDF) on a variable time grid.
The evolution equation is governed by a monotone and coercive potential operator. On
a suitable sequence of time grids, the piecewise constant interpolation and a piecewise
linear prolongation of the time discrete solution are shown to converge towards the
weak solution if the ratios of adjacent step sizes are close to 1 and do not vary too
much.
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1 Introduction

In this paper, we are concerned with the time discretisation of the initial-value
problem for a nonlinear evolution equation,

(1.1) u′ + Au = f in (0, T ) , u(0) = u0 .

The operator A : V → V ∗, acting on a Gelfand triple V ⊆ H ⊆ V ∗, is supposed
to be a monotone and coercive potential operator that fulfills a growth condition.
A typical example is the p-Laplacian.

The time discretisation under consideration is the two-step backward differen-
tiation formula (BDF) on the variable time grid

I : 0 = t0 < t1 < · · · < tN = T (N ∈ N) with

τn := tn − tn−1 (n = 1, 2, . . . , N) , rn :=
τn

τn−1
(n = 2, 3, . . . , N) ,

τmax := max
n=1,2,...,N

τn , rmax := max
(

max
n=2,3,...,N

rn, 1
)

.

(1.2)

Sometimes, we emphasise the dependence on I by writing e.g. τmax(I). The tem-
poral semidiscretisation of (1.1) for the computation of a time discrete solution
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un ≈ u(tn) (n = 1, 2, . . . , N) with an initial implicit Euler step then reads as

Dun + Aun = fn , n = 1, 2, . . . , N, with Du1 :=
1
τ1

(
u1 − u0

)
,

Dun :=
1
τn

(
1 + 2rn

1 + rn
un − (1 + rn)un−1 +

r2
n

1 + rn
un−2

)
, n = 2, 3, . . . , N,

(1.3)

where {fn}N
n=1 is a given approximation of the right-hand side f and u0 ≈ u0 is

a given starting value. With rn := 0, the two-step BDF formally degenerates to
an implicit Euler step. The pure implicit Euler method is also covered by our
studies although the related results are already known from the analysis of the
Rothe method (see e.g. [58]).

Whereas nonlinear evolution problems, which appear in many applications,
are well-studied from the analytical point of view (see e.g. the monographs
[6, 10, 24, 46, 50, 58, 60, 64, 66] and the references cited therein), their in-
dispensable numerical solution still often lacks a mathematical substantiation
and necessitates further studies. This, in particular, applies to the time discreti-
sation on a variable time grid although standard in many implementations.

The time discretisation of linear evolution problems is rather well-understood,
and we may refer to the monograph [65] and the references cited therein. The
approximation of semilinear evolution equations by means of single- and mul-
tistep methods has been considered e.g. in [1, 2, 3, 16, 17, 40, 49, 61, 62], the
time discretisation of quasilinear evolution problems has been studied e.g. in
[5, 29, 39, 44, 47, 67]. Stability and error estimates for linearly implicit one-step
methods applied to nonlinear evolution equations posed in a Gelfand triple are
proven in [48] relying on a linearisation. Different time discretisation schemes
for fully nonlinear problems, which are governed by a densely defined nonlinear
mapping in a Banach space whose first Fréchet derivative is sectorial, have been
dealt with, again by linearisation, in [28, 55, 56]. Evolution equations governed
by maximal monotone operators and their time discretisation have been studied
in [36, 37, 38, 59]. A posteriori error estimates for nonlinear evolution prob-
lems governed by an angle-bounded or dissipative operator have been studied in
[51, 53, 54], see also [4] for the discretisation of a semilinear equation.

From the many time discetisation schemes available, BDF are somewhat fa-
vorable for the integration of stiff problems due to their stability properties.
For an analysis of the BDF applied to ordinary differential equations, we refer
to [34, 35, 63]. BDF with variable time steps are widely used in computational
codes (see e.g. [11, 15]). A variable step size/variable order BDF implementation
in combination with a (nonlinear) Galerkin method has been tested in [25, 26]
for the time integration of the Kuramoto-Sivashinsky and a reaction-diffusion
equation. An early reference for the analysis of BDF with variable step sizes
is [8] in which the stability of the corresponding companion matrices and the
stability when applying the methods to the scalar test equation x′ + λx = 0
with λ lying in a sector of the right complex half-plane have been analysed. In
particular, it turns out that the two-step BDF becomes stable in a sector with
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a half-angle of about arctan 8.65 ≈ 83.4◦ if the ratios of adjacent step sizes are
less than r = 1.2 or with a half-angle arctan 2

√
2 ≈ 70.5◦ if the ratios are less

than r = (1+
√

3)/2 ≈ 1.366. A0-stability of the variable step size BDF has also
been addressed in [14] assuming sufficiently small ratios of adjacent step sizes.
Stability and convergence of the variable k-step BDF has been studied exten-
sively in [12, 13, 30, 31, 32, 33], containing e.g. the nowadays classical results on
the zero-stability (with r = 1 +

√
2 ≈ 2.414 for k = 2).

Two classes of variable step size multistep methods (one of them includes
the BDF) applied to a linear evolution problem that is governed by a maximal
sectorial operator A in a Hilbert space have been considered in [45]. Stability
as well as optimal error estimates for sufficiently smooth solutions are shown
for both the methods if they are A- or strongly A(ϑ)-stable with 0 ≤ ϑ ≤ π/2
provided the variable time grid is such that cτ ≤ τn ≤ τ for some τ > 0 and
some c ∈ (0, 1), and such that the ratios of adjacent step sizes are not too large.
So, for the variable two-step BDF and a maximal positive operator A, the step
size ratios have to be such that for some C > 0

N∑
n=2

|rn − 1| ≤ C ;

the stability and error constant then is essentially given by exp(cCT ) with some
constant c > 0. For a sectorial operator and a strongly A(ϑ)-stable method with
ϑ > ϑ0 for some ϑ0 ∈ [0, π/2], similar results are obtained if

|rn − 1| ≤ C
τn

1 + | log τn|
, n = 2, 3, . . . , N .

Note that also the stability and error constants appearing in [56] when studying
nonlinear parabolic problems depend exponentially on

∑
n |rn − 1|.

For the variable two-step BDF, A(ϑ)-stability-type results with ϑ < π/3 have
been provided in [31] where the upper bound r varies monotonically with ϑ from
r = (1 +

√
3)/2 for ϑ = 0 to r = 1 for ϑ = π/3. From these results, smooth as

well as non-smooth data error estimates of optimal order could be derived for a
linear homogeneous evolution equation with an operator that is the infinitesimal
generator of a holomorphic semigroup. For the same bound r = (1+

√
3)/2, A0-

stability as well as optimal error estimates for a linear evolution problem with
a selfadjoint lower semibounded operator in a Hilbert space have been proven
in [32]. Note that the preceding results differ from the results in [45, 57] insofar
as the error constant is independent of the time grid and no further restrictions
apply to the sequence of time grids in order to have a reasonable stability and
error constant.

In [7], the bound r could be improved up to (2 +
√

13)/3 ≈ 1.868 and in [20]
(already for mildly semilinear problems) up to 1.91. However, the stability and
error constant then depends mildly on the sequence of step size ratios through
exp(cΓ0) with some c > 0 and

(1.4) Γ0 :=
N−2∑
n=2

[rn+2 − rn]− , [a]− := (|a| − a)/2 .
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A smooth data error estimate in a similar situation, but with more restrictive
assumptions on the partition of the time interval, has been obtained in [45].

The two-step BDF with constant time steps (the scheme then is G-stable) has
been dealt with for nonlinear problems as e.g. the incompressible Navier-Stokes
problem in [18, 19, 22, 27, 41, 42, 43, 44, 52]. For an analysis of the problem
under consideration here, in the case of an equidistant time grid, we refer to [21].

In this paper, we prove the convergence of the piecewise constant interpolation
and of a piecewise linear prolongation of the discrete numerical solution to (1.3)
towards the weak solution to (1.1) (see Theorem 4.1).

In the course of the proof, we make use of the stability of the scheme that
is exhibited in terms of algebraic relations and an upper bound on the ratios
of adjacent step sizes. Indeed, for a sequence {Ik}k∈N of time grids (1.2), we
assume

(1.5) sup
k∈N

rmax(Ik) < r =
1

3
√

4− 1
≈ 1.702

in order to derive a priori estimates for the discrete solution. The bound r here
is smaller than in [7, 20] due to the nonlinear character of the main part A. The
method of proof, however, is rather similar to the linear case and relies here on
the potential structure of A.

Unfortunately, there appear much more restrictive assumptions on the se-
quence of time grids in order to prove the coincidence of the weak limits of the
piecewise constant interpolants and the piecewise linear prolongations, and in
order to prove another auxiliary result that is indispensable in the course of the
proof of the main result. These assumptions are fulfilled if

rn(Ik) = 1 + o(τn(Ik)) , n = 2, 3, . . . , Nk ,

rn+1(Ik) = rn(Ik) + o(τn(Ik)2) , n = 2, 3, . . . , Nk − 1 ,
(1.6)

i.e. if we avoid occasional Euler steps and if the time grid is a perturbation of an
equidistant grid. The assumptions are also fulfilled if the sequence of time grids
is constructed from the relation τn+1 = τn + cτ2+ε

n or even τn+1 = τn exp(cτ1+ε
n )

(n = 1, 2, . . . , N , τ1 > 0, c ∈ R, ε > 0 given). Such time grids already deviate
remarkable from an equidistant time grid.

The proof of the main convergence result relies upon the theory of monotone
operators and compactness arguments. In particular, no linearisation and thus
no differentiability of the operator A is employed. Note, however, that our
assumptions imply global existence of solutions to the original problem which
is different from the approach in e.g. [28, 55, 56]. Although the assumptions on
the sequence of time grids seem to be rather restrictive (and it may remain for
future work to try to weaken these assumptions) this is, to the best knowledge of
the author, the first proof of convergence for a rather general class of nonlinear
problems avoiding any additional (and in general not known) regularity of the
exact solution. The error estimates in [7, 20, 45] for the linear case or in [56]
for the nonlinear case, which are valid for more general variable time grids, also
yield (pointwise) convergence but only if the exact solution is smooth enough
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and only if the appearing constants remain bounded. This requires at least
the boundedness of Γ0 and

∑
n |rn − 1|, respectively. To be precise, [56, Thm.

6] provides pointwise convergence in the nonlinear case in some (better) space
D ⊂ V if, in particular, A is twice continuously Fréchet differentiable on some
subset of D, if the first Fréchet derivative is sectorial in H, if the exact solution is
in Cp+1([0, T ];H) for some p > 1, and if

∑
n |rn−1| remains bounded. Already in

the linear case, the regularity assumptions would imply compatibility conditions
on the problem data; in the generic case of a general potential operator, [24,
VI §2] (see also [58, Thm. 8.16]) only provides u ∈ C1([0, T ];Hw) (where Hw

means H equipped with the weak topology) under some additional assumptions
on the initial data. On the other hand, it is clear that the approach in this paper
cannot deliver any order of convergence; in this respect, one has to consult [56].

We may also point out the significant difference between the analysis of a
linear and a nonlinear problem within the approach employed in this paper: In
the linear case, a priori estimates for the discrete solution also provide stability
and thus error estimates. In the nonlinear case, in contrast, a priori estimates
rely upon coercivity (and could here be derived already assuming that the ratios
of adjacent step sizes are bounded from above appropriately), whereas stability
and error estimates would rely upon (uniform) monotonicity of the underlying
operator. In the case of the two-step BDF with variable time steps, we need to
modify the usual energy technique already in the linear case (see [7]); this could
be adopted here for the nonlinear case by employing the potential structure.
Stability and error estimates for the nonlinear case, however, cannot be derived
in this way. The somewhat severe restrictions on the sequence of time grids
result from the proof of convergence and not from deriving a priori estimates.
Finally, we should remark that it would be favorable to have convergence for a
combination of Euler steps and the two-step BDF but this could not be shown
here. An explanation might be that, even in the equidistant case, the two-step
BDF is not just a perturbation of the one-step BDF, i.e. the Euler step, and
switching between the methods is somewhat a shock.

Results similar to those obtained here have recently been obtained, for a more
general class of operators A, in [21] for the two-step backward differentiation
formula on an equidistant time grid and in [23] for the ϑ-scheme on a variable
grid, see also [58, Ch. 8.2]) for the backward Euler method on an equidistant
grid. The results of this paper apply to e.g. the fluid flow of a porous medium
as described in [46, pp. 191 ff.] and [24, pp. 72 f.]).

The paper is organised as follows: The notation and the analytical framework
for studying (1.1) is described in Section 2. Existence, uniqueness, and a priori
estimates of the solution to the temporal semidiscretisation (1.3) are shown in
Section 3. The main convergence result is then proven in Section 4.

2 Notation and time continuous problem

Let V ⊆ H ⊆ V ∗ be a Gelfand triple with a reflexive, separable, real Ba-
nach space (V, ‖ · ‖) that is dense and continuously embedded in the Hilbert
space (H, (·, ·), | · |). The dual V ∗ of V is equipped with the norm ‖f‖∗ :=
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supv∈V \{0}〈f, v〉/‖v‖, where 〈·, ·〉 denotes the dual pairing (sometimes, we ex-
plicitly write 〈·, ·〉V ∗×V ).

For a Banach space X and the time interval [0, T ], let Lq(0, T ;X) (q ∈ [1,∞])
be the Banach space of Bochner integrable (for q = ∞ Bochner measurable and
essentially bounded) abstract functions with the standard norm ‖ · ‖Lq(0,T ;X).
In what follows, we always assume p ∈ (1,∞) and set p∗ := p/(p− 1). The dual
pairing between Lp(0, T ;V ) and Lp∗(0, T ;V ∗) = (Lp(0, T ;V ))∗ is given by

〈f, v〉Lp∗ (0,T ;V ∗)×Lp(0,T ;V ) =
∫ T

0

〈f(t), v(t)〉V ∗×V dt ,

similarly, we have
(
L1(0, T ;H)

)∗ = L∞(0, T ;H) with

〈f, v〉L∞(0,T ;H)×L1(0,T ;H) =
∫ T

0

(f(t), v(t))dt .

We shall seek solutions to (1.1) in the Banach space

W := {v ∈ X : v′ ∈ X ∗} , ‖v‖W := ‖v‖X + ‖v′‖X∗ ,

with v′ being the distributional time derivative, where

X := Lp(0, T ;V ) ∩ L2(0, T ;H) , ‖v‖X := ‖v‖Lp(0,T ;V ) + ‖v‖L2(0,T ;H) ,

is a reflexive, separable Banach space. Its dual X ∗ can be identified with the
sum Lp∗(0, T ;V ∗) + L2(0, T ;H), equipped with the norm

‖f‖X∗ := inf
f1∈Lp∗ (0,T ;V ∗), f2∈L2(0,T ;H)

f=f1+f2

max
(
‖f1‖Lp∗ (0,T ;V ∗), ‖f2‖L2(0,T ;H)

)
.

If f allows the representation f = f1 + f2 with f1 ∈ Lp∗(0, T ;V ∗), f2 ∈
L2(0, T ;H) then the dual pairing between f ∈ X ∗ and v ∈ X is given by

〈f, v〉X∗×X =
∫ T

0

(〈f1, v〉V ∗×V + (f2, v)) dt =
∫ T

0

〈f, v〉V ∗×V dt ,

see e.g. [24] for more details. After all, X ⊆ L2(0, T ;H) ⊆ X ∗ forms a Gelfand
triple. In the case p ≥ 2, we can work with X = Lp(0, T ;V ), X ∗ = Lp∗(0, T ;V ∗),
and the corresponding standard norms. Note that W is continuously embedded
in the space C([0, T ];H) of uniformly continuous abstract functions with values
in H.

The structural properties we always assume for the operator A read as follows:
Assumption A. The mapping A : V → V ∗ is a monotone and coercive

potential operator such that there is a convex potential Φ : V → R (w.l.o.g. let
Φ(0) = 0) and, for a suitable p ∈ (1,∞), there is a constant µ > 0 and for all
v ∈ V

(2.1) Φ(v) ≥ µ‖v‖p .
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For any R > 0 there exists α = α(R) > 0 such that for all v ∈ V with |v| ≤ R

(2.2) ‖Av‖∗ ≤ α(R)
(
1 + ‖v‖p−1

)
.

Note that a monotone potential operator is demicontinuous. Moreover, we
have for all v, w ∈ V

(2.3) 〈Av, v − w〉 ≥ Φ(v)− Φ(w) .

This relation will be essential when deriving a priori estimates for the time
discrete solution. It is, indeed, this relation which is needed for the analysis of
the two-step BDF on a variable time grid (but not on an equidistant grid, see
[21]). Finally, for all v ∈ V , the potential is given by

Φ(v) =
∫ 1

0

〈A(sv), v〉ds .

Hence, we have for all v ∈ V with |v| ≤ R that

Φ(v) ≤ α(R)
(

1 +
1
p
‖v‖p−1

)
‖v‖ .

We shall remark that it is sufficient to require monotonicity and coercivity
of A : V → V ∗ up to some shift κI with κ > 0 (see [23, Remark 1]). Under
Assumption A, the operator A : V → V ∗ extends to a mapping A : Lp(0, T ;V )∩
L∞(0, T ;H) ⊂ Lp(0, T ;V ) → (Lp(0, T ;V ))∗ = Lp∗(0, T ;V ∗) that is monotone,
coercive, hemicontinuous, and bounded. Problem (1.1) thus possesses for any
u0 ∈ H and f ∈ X ∗ a unique solution u ∈ W such that the evolution equation
holds in X ∗ (see [58, Thm. 8.28], [6, Thm. 4.2 on p. 167], [66, Thm. 30.A]).

Examples for operators possessing the above properties can be found e.g. in
[24, pp. 68 ff., 215 ff.], [46], [58, pp. 232 ff.], and [66, pp. 567 ff., 590 ff., 779
ff.]). A standard example is the p-Laplacian in a bounded domain supplemented
by homogeneous Dirichlet boundary conditions. Another example is the fluid
flow through a porous medium when working with the Sobolev space H−1 as
the pivot space H in the underlying Gelfand triple (see [46, pp. 191 ff.], [24,
pp. 72 f.]). Moreover, the diffusion term for some non-Newtonian fluids can be
modeled by an operator as above.

3 Time discrete problem and a priori estimates

In what follows, let c > 0 be a generic constant that is independent of the time
grid (1.2). Moreover, we set

∑n
j=n0

aj = 0 for any aj whatsoever if n0 > n, and
we set χn := 1 if rn > 0 and χn := 0 if rn = 0. Existence, uniqueness and the
crucial a priori estimates are provided by the following results.

Theorem 3.1. Let Assumption A be fulfilled. For any u0 ∈ H and {fn}N
n=1 ⊂

V ∗ there is a unique solution {un}N
n=1 ⊂ V to (1.3).
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Proof. The existence of un ∈ V (n = 1, 2, . . . , N) follows step-by-step from
the well-known Browder-Minty theorem (see e.g. [66, Thm. 26.A]). Its uniqueness
follows since the operator appearing in each step is strictly monotone due to the
term 1

τn

1+2rn

1+rn
un that results from the discretisation of the time derivative.

Theorem 3.2. Let Assumption A be fulfilled and suppose that rmax < r :=
1/( 3

√
4 − 1) and τmax < 1. For given u0 ∈ H and fn = fn

1 + fn
2 with fn

1 ∈ V ∗,
fn
2 ∈ H (n = 1, 2, . . . , N), the solution {un}N

n=1 ⊂ V to (1.3) satisfies the a
priori estimate

max
n=1,...,N

|un|2 +
N−1∑
n=2

(1− χn) |un − un−1|2

+
N∑

n=2

r2
n

(1 + rn)2
|un − 2un−1 + un−2|2 + µσ(rmax)

N∑
n=1

τn‖un‖p

≤ C

(
|u0|2 +

N∑
n=1

τn

(
σ(rmax)−

1
p−1 ‖fn

1 ‖p∗

∗ + |fn
2 |2
))

=: M,

where

σ(r) := 1 + 3r + 3r2 − 3r3 , C = c exp
(

T + cΓ0

1− τmax

)
with Γ0 given by (1.4). Moreover,

N∑
n=1

τn ‖Dun − fn
2 ‖

p∗

∗ +
N∑

n=1

τn‖Aun‖p∗

∗ ≤ M ′

with M ′ being a function in M and 1/σ(rmax) that is bounded on bounded sub-
sets.

Proof. For the initial Euler step, we find

|u1|2 + |u1 − u0|2 + τ1Φ(u1) ≤ |u0|2 + cτ1‖f1
1 ‖p∗

∗ + cτ1|f1
2 |2 + τ1|u1|2

from testing the equation by u1 and employing (2.3), (2.1), Young’s inequality,
and the relation

(a− b)a =
1
2
(
a2 − b2 + (a− b)2

)
, a, b ∈ R ,

which reflects the stability of the implicit Euler method. With 1/(1 − τ1) ≤
exp(τ1/(1− τmax)), we thus have

(3.1) |u1|2 + |u1− u0|2 + τ1Φ(u1) ≤ ceτ1/(1−τmax)
(
|u0|2 + τ1‖f1

1 ‖p∗

∗ + τ1|f1
2 |2
)

.

For the following time steps, the main idea due to [7] is to test the n-th
equation of (1.3) (n = 2, 3, . . . , N) by

un
δ := un + δ(un − un−1) = (1 + δ)un − δun−1 ,
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where δ ≥ 0 is a parameter that has to be chosen appropriately (see also [20]).
Here, we also take into account possible Euler steps by allowing rn = 0 (remem-
ber χn = 0 for rn = 0 and χn = 1 for rn > 0). For n = 2, 3, . . . , N , we multiply
(1.3) by 2τn/(1 + rn) and test by un

δ . A simple but tedious calculation shows

2τn

1 + rn
(Dun, un

δ ) =
τn

1 + rn
D|un|2 + (1 + 2δ)

1 + 2rn

(1 + rn)2
|un − un−1|2

− r2
n

(1 + rn)2
|un−1 − un−2|2 − 2(1 + δ)

r2
n

(1 + rn)2
(
un − un−1, un−1 − un−2

)
=

τn

1 + rn
D|un|2 + Aδ(rn) |un − un−1|2 −Bδ(rn) |un−1 − un−2|2

+ (1 + δ)
r2
n

(1 + rn)2
|un − 2un−1 + un−2|2 ,

where

Aδ(r) :=
1 + 2r − r2 + δ

(
2 + 4r − r2

)
(1 + r)2

, Bδ(r) := (2 + δ)
r2

(1 + r)2
.

Summing up gives for n = 2, 3, . . . , N

2
n∑

j=2

τj

1 + rj

(
Duj , uj

δ

)
=

n∑
j=2

τj

1 + rj
D|uj |2

+ (1 + δ)
n∑

j=2

r2
j

(1 + rj)2
|uj − 2uj−1 + uj−2|2 + Aδ(rn) |un − un−1|2

+
n−1∑
j=2

(Aδ(rj)−Bδ(rj+1)) |uj − uj−1|2 −Bδ(r2) |u1 − u0|2 .

Observing that Aδ(0) = 1 + 2δ, Bδ(0) = 0, r 7→ Aδ(r) is decreasing whereas
r 7→ Bδ(r) is increasing for r ≥ 0, and since Bδ(rmax) ≤ Bδ(r) = (2 + δ)/ 3

√
4
2

<
2(2 + δ)/5, we find

Aδ(rj)−Bδ(rj+1) ≥


1 + 2δ if rj = 0, rj+1 = 0,
1
5 + 8

5δ if rj = 0, rj+1 6= 0,
Aδ(rmax) if rj 6= 0, rj+1 = 0,
Aδ(rmax)−Bδ(rmax) if rj 6= 0, rj+1 6= 0.

In order to have

Aδ(rmax)−Bδ(rmax) =
1 + 2rmax − 3r2

max + 2δ(1 + 2rmax − r2
max)

(1 + rmax)2
≥ 0 ,

we take

(3.2) δ = δ̂ := −1
2

1 + 2rmax − 3r2
max

1 + 2rmax − r2
max

= −
3(rmax − 1)

(
rmax + 1

3

)
2(rmax − 1−

√
2)(rmax − 1 +

√
2)
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and remember 1 ≤ rmax < r < 1 +
√

2. So it follows for n = 2, 3, . . . , N

n−1∑
j=2

(Aδ(rj)−Bδ(rj+1)) |uj − uj−1|2 ≥ 1
5

n−1∑
j=2

(1− χj) |uj − uj−1|2 .

We also have

1
2
≤ Aδ̂(rmax) ≤ Aδ̂(rn) , Bδ̂(r2) ≤ Bδ̂(rmax) < 2 .

Moreover, we find

n∑
j=2

τj

1 + rj
D|uj |2 =

n∑
j=2

(
1 + 2rj

(1 + rj)2
|uj |2 − |uj−1|2 +

r2
j

(1 + rj)2
|uj−2|2

)

=
1 + 2rn

(1 + rn)2
|un|2 −

r2
n−1

(1 + rn−1)2
|un−1|2

+
n−2∑
j=2

(
1 + 2rj

(1 + rj)2
− 1 +

r2
j+2

(1 + rj+2)2

)
|uj |2 − 1 + 2r3

(1 + r3)2
|u1|2 +

r2
2

(1 + r2)2
|u0|2 ,

where

1 + 2rj

(1 + rj)2
− 1 +

r2
j+2

(1 + rj+2)2
=

r2
j+2

(1 + rj+2)2
−

r2
j

(1 + rj)2

=
∫ rj+2

rj

(
r2

(1 + r)2

)′
dr ≥ − 8

27
[rj+2 − rj ]− .

In the last step, we have employed the fact that the nonnegative function r 7→
d
dr

(
r2/(1 + r)2

)
(r ≥ 0) takes its maximum value 8/27 at r = 1/2.

Since r 7→ (1+2r)/(1+ r)2 is decreasing whereas r 7→ r2/(1+ r)2 is increasing
for r ≥ 0, we, finally, come up with

2
n∑

j=2

τj

1 + rj

(
Duj , uj

δ̂

)
≥ 1 + 2rmax

(1 + rmax)2
|un|2 − r2

max

(1 + rmax)2
|un−1|2

+
1
2
|un − un−1|2 +

1
5

n−1∑
j=2

(1− χj) |uj − uj−1|2

+
n∑

j=2

r2
j

(1 + rj)2
|uj − 2uj−1 + uj−2|2

−

|u1|2 + 2 |u1 − u0|2 +
8
27

n−2∑
j=2

[rj+2 − rj ]−|uj |2
 .

(3.3)

For the spatial part, (2.3) yields

〈Aun, un
δ̂
〉 = 〈Aun, un〉+ δ̂〈Aun, un − un−1〉 ≥ (1 + δ̂)Φ(un)− δ̂Φ(un−1)
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and thus

2
n∑

j=2

τj

1 + rj
〈Auj , uj

δ̂
〉 ≥ 2(1 + δ̂)

τn

1 + rn
Φ(un)

+ 2
n−1∑
j=2

τj

1 + rj

(
1 + δ̂ − δ̂

rj+1(1 + rj)
1 + rj+1

)
Φ(uj)− 2δ̂

τ2

1 + r2
Φ(u1) .

Since r 7→ r/(1 + r) is increasing, we require

σ̂(rmax) := 1 + δ̂ − δ̂ rmax > 0 ,

which is fulfilled if

rmax <
1 + δ̂

δ̂
=

(rmax + 1)2

3(rmax − 1)
(
rmax + 1

3

) .

This is, indeed, the case if rmax < r := 1/( 3
√

4 − 1), where r is the real root of
the cubic equation

(r + 1)2 − 3r(r − 1)
(

r +
1
3

)
= 1 + 3r + 3r2 − 3r3 = 0 .

With δ̂ ≤ 3/2 for rmax < r̄ and

0 = σ̂(r) < σ̂(rmax) ≤ σ̂(r) =
1 + 3r + 3r2 − 3r3

2(1 + 2r − r2)
≤ 1

for any 1 ≤ r ≤ rmax < r̄, we end up with

(3.4) 2
n∑

j=2

τj

1 + rj
〈Auj , uj

δ̂
〉 ≥ 2σ̂(rmax)

1 + rmax

n∑
j=2

τjΦ(uj)− 3τ2Φ(u1) ,

where the potential can, finally, be estimated by (2.1).
For the right-hand side, we easily obtain with δ̂ ≤ 3/2 for rmax < r̄ and

Young’s inequality

2
n∑

j=2

τj

1 + rj
〈f j , uj

δ̂
〉 ≤ c

n∑
j=2

τj

(
‖f j

1‖∗
(
‖uj‖+ ‖uj−1‖

)
+ |f j

2 |
(
|uj |+ |uj−1|

))
≤

n∑
j=2

τj

(
µσ̂(rmax)

(1 + rmax)2
(
‖uj‖p + ‖uj−1‖p

)
+

1 + 2rmax − r2
max

(1 + rmax)3
(
|uj |2 + |uj−1|2

))

+ c
n∑

j=2

τj

(
σ̂(rmax)−

1
p−1 ‖f j

1‖p∗

∗ + |f j
2 |2
)

,

where c depends on r but not on the time grid. Since

n∑
j=3

τjxj−1 =
n−1∑
j=2

τjrj+1xj ≤ rmax

n−1∑
j=2

τjxj , xj ∈
{
‖uj‖p, |uj |2

}
,
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we find

2
n∑

j=2

τj

1 + rj
〈f j , uj

δ̂
〉 ≤ µσ̂(rmax)

1 + rmax

n∑
j=2

τj‖uj‖p +
1 + 2rmax − r2

max

(1 + rmax)2

n∑
j=2

τj |uj |2

+ cτ2

(
|u1|2 + Φ(u1)

)
+ c

n∑
j=2

τj

(
σ̂(rmax)−

1
p−1 ‖f j

1‖p∗

∗ + |f j
2 |2
)

.

(3.5)

The estimates (3.3), (3.4), and (3.5) give

1 + 2rmax

(1 + rmax)2
|un|2 +

1
2
|un − un−1|2 +

1
5

n−1∑
j=2

(1− χj) |uj − uj−1|2

+
n∑

j=2

r2
j

(1 + rj)2
|uj − 2uj−1 + uj−2|2 +

µσ̂(rmax)
1 + rmax

n∑
j=2

τj‖uj‖p

≤ c
(
|u1|2 + |u1 − u0|2 + τ2Φ(u1)

)
+ c

n∑
j=2

τj

(
σ̂(rmax)−

1
p−1 ‖f j

1‖p∗

∗ + |f j
2 |2
)

+
8
27

n−2∑
j=2

[rj+2 − rj ]−|uj |2 +
1 + 2rmax − r2

max

(1 + rmax)2

n∑
j=2

τj |uj |2 +
r2
max

(1 + rmax)2
|un−1|2 .

Taking the maximum on both sides of the inequality, taking into account that

1 + 2rmax

(1 + rmax)2
− r2

max

(1 + rmax)2
≥ 1 + 2r − r2

(1 + r)2
> 0 ,

and applying a discrete Gronwall-type argument (which requires sufficiently
small time steps) yields, together with (3.1), the first assertion.

Regarding the second estimate asserted, we observe that

N∑
n=1

τn ‖Dun − fn
2 ‖

p∗

∗ =
N∑

n=1

τn‖fn
1 −Aun‖p∗

∗ ≤ c
N∑

n=1

τn‖fn
1 ‖p∗

∗ + c
N∑

n=1

τn‖Aun‖p∗

∗ .

The growth condition for A yields

N∑
n=1

τn‖Aun‖p∗

∗ ≤ cα(
√

M)p∗

(
T +

N∑
n=1

τn‖un‖p

)
.

This, together with the first estimate, proves the second assertion.
Note that σ = σ(r) is decreasing for r ∈ [1, r] such that σ(rmax) > σ(r) = 0.

4 Convergence

For a time discrete solution {un}N
n=0 to (1.3) corresponding to the partition I

of [0, T ], we construct piecewise polynomial prolongations defined on the entire
interval [0, T ]. We then show their convergence towards a weak solution to (1.1).
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Let uI be the piecewise constant interpolation with uI(t) := un for t ∈ (tn−1, tn]
and uI(0) := u1. Furthermore, let vI be the following piecewise linear function
which is continuous on [0, T ] and whose slope in (tn−1, tn) equals the finite
difference Dun (n = 1, 2, . . . , N) approximating the time derivative,

vI(t) = (t− tn)Dun + an , t ∈ [tn−1, tn] (n = 1, 2, . . . , N) ,

with

an = vI(tn) = lim
t→tn+0

vI(t) = −τn+1Dun+1 + an+1 , n = 1, 2, . . . , N − 1 .

Taking a1 = u1, i.e. vI(0) = −(u1 − u0) + a1 = u0, we, immediately, find

(4.1) an = u1 +
n∑

j=2

τjDuj , n = 1, 2, . . . , N .

Unfortunately, the definition of vI is not local and takes into account the whole
history of the time discrete solution. This is different from dealing with the one-
step Euler method or the two-step BDF on an equidistant time grid (see [21]).

For a time grid I, we need to define some further characteristic quantities,

Γ1 :=
N−1∑
n=2

|rn+1 − rn| , Γ2,n :=
n−2∑
j=2

∣∣∣∣∣1 + 2rj

1 + rj
− (1 + rj+1) +

r2
j+2

1 + rj+2

∣∣∣∣∣ ,

Γ2 := Γ2,N , Γ3 :=
N−1∑
n=2

τn+1

∣∣∣∣ r2
n+1

1 + rn+1
− rn

1 + rn

∣∣∣∣2 ,

Γ4 :=
N−1∑
n=2

∣∣∣∣1 + 2rn+1

1 + rn+1
− 1 + 2rn

1 + rn

∣∣∣∣ , Γ5 :=
N∑

n=3

χn|rn − 1| ,

Γ6 :=
1
4

N−1∑
n=2

[
1 + 2rn − r2

n

(1 + rn)2
−

1 + 2rn+1 − r2
n+1

(1 + rn+1)2

]
−

.

We now consider a sequence {Ik}k∈N of time grids (1.2) satisfying

(4.2) τmax(Ik) → 0 as k →∞ , sup
k∈N

τmax(Ik) < 1 , sup
k∈N

rmax(Ik) < r :=
1

3
√

4− 1

as well as

lim
k→∞

(
r3(Ik)2

1 + r3(Ik)
− r2(Ik)

1 + r2(Ik)

)
= 0 , sup

k∈N
Γ0(Ik) < ∞ ,

lim
k→∞

Nk∑
n=3

Γ2,n(Ik) = 0 , lim
k→∞

Γ`(Ik) = 0 for ` ∈ {3, 4, 5, 6} .

(4.3)

These restrictions on the sequence of time grids are sufficient for proving Lemma
4.3 (uniform boundedness of the corresponding piecewise constant and piecewise
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linear prolongations in appropriate function spaces and, more severely, the co-
incidence of their weak limits) and Lemma 4.4 (non-negativeness in the limit of
the dual pairing between v′Ik

and uIk
− vIk

) below.
For the corresponding sequence of time discretisations (1.3) to problem (1.1)

with initial value u0 ∈ H and right-hand side f = f1 + f2 ∈ Lp∗(0, T ;V ∗) +
L2(0, T ;H), we always assume
(4.4)

u0(Ik) ∈ H, u0(Ik) → u0 in H as k →∞, fn(Ik) = Rn
Ik

f (n = 1, 2, . . . , Nk),

for the starting values u0(Ik) and right-hand side {fn(Ik)}Nk
n=1, where RIk

de-
notes the natural restriction corresponding to the grid Ik given by (omitting the
subscript Ik for a moment)

R1f :=
1
τ1

∫ t1

0

f(t)dt ,

Rnf :=
1 + 2rn

(1 + rn)τn

∫ tn

tn−1

f(t)dt− rn

(1 + rn)τn−1

∫ tn−1

tn−2

f(t)dt ,

n = 2, 3, . . . , N .

(4.5)

From Hölder’s inequality, we immediately get

N∑
n=1

τn

(
‖Rnf1‖p∗

∗ + |Rnf2|2
)
≤ c

∫ T

0

(
‖f1(t)‖p∗

∗ + |f2(t)|2
)

dt .

The main result of the paper can now be formulated as follows.
Theorem 4.1. Let {Ik}k∈N be a sequence of time grids that fulfills (4.2), (4.3)

and let (4.4) as well as Assumption A be fulfilled. The corresponding sequence
{uIk

}k∈N of piecewise constant interpolants of the discrete solution to (1.3) then
converges weakly* in L∞(0, T ;H) and weakly in Lp(0, T ;V ) towards the exact
solution u ∈ W to (1.1). Moreover, the corresponding sequence {vIk

}k∈N of
piecewise linear prolongations converges weakly* in L∞(0, T ;H) towards u and
the sequence {v′Ik

}k∈N of time derivatives converges weakly in X ∗ towards u′.
Remark 4.1. The assumptions (4.3) on the sequence of time grids are fulfilled

if (1.6) holds true or if the time grids are constructed from e.g. τn+1 = τn(1 +
cτ1+ε

n ) (n = 1, 2, . . . , N , τ1 > 0, c ∈ R, ε > 0 given).
The foregoing remark can be seen as follows (omitting to write out the depen-

dence on Ik if possible): Obviously, we have Γ0 ≤ cΓ1 (see (1.4)). Since∣∣∣∣1 + 2rn

1 + rn
− (1 + rn+1) +

r2
n+2

1 + rn+2

∣∣∣∣
=

∣∣∣∣∣−
∫ rn+1

rn

(
1 + 2r

1 + r

)′
dr +

∫ rn+2

rn+1

(
r2

1 + r

)′
dr

∣∣∣∣∣
≤ |rn+1 − rn|+ c|rn+2 − rn+1| ,
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we also have Γ2 ≤ cΓ1. With∣∣∣∣1 + 2rn+1

1 + rn+1
− 1 + 2rn

1 + rn

∣∣∣∣
∣∣∣∣∣
∫ rn+1

rn

(
r

1 + r

)′
dr

∣∣∣∣∣ ≤ |rn+1 − rn| ,

we obtain Γ4 ≤ Γ1. Moreover, we have

1 + 2rn − r2
n

4(1 + rn)2
−

1 + 2rn+1 − r2
n+1

4(1 + rn+1)2
=
∫ rn+1

rn

r

(1 + r)3
dr ≥ − 8

28
|rn+1 − rn]−

since the function r 7→ r/(1 + r)3 (r ≥ 0) takes its maximum value 8/27 at
r = 1/2. Hence, we find Γ6 ≤ cΓ1. So, {Γ0(Ik)}k∈N is bounded and Γ`(Ik) → 0
as k → ∞ for ` ∈ {2, 4, 6} if Γ1(Ik) → 0 as k → ∞. This is indeed the case if
|rn+1(Ik)− rn(Ik)| = o(τn(Ik)). In order to have

∑Nk

n=3 Γ2,n(Ik) → 0 as k →∞,
we assume, however, |rn+1(Ik)− rn(Ik)| = o(τn(Ik)2). Finally, the conditions on
Γ3 and Γ5 as well as on r2, r3 are fulfilled if, in addition, either rn = 0 (Euler
step) or |rn(Ik)− 1| = o(τn(Ik)). For this, observe that for n = 2, 3, . . . , N − 1

r2
n+1

1 + rn+1
− rn

1 + rn
=

r2
n+1

1 + rn+1
− r2

n

1 + rn
+

rn(rn − 1)
1 + rn

and thus

Γ3 ≤ cτmaxΓ2
1 +

N∑
n=3

τn
r2
n(rn − 1)2

(1 + rn)2
.

The proof of Theorem 4.1 will be prepared by the following lemmata.
Lemma 4.2. Under the assumptions of Theorem 4.1 there is a subsequence,

denoted by k′, such that

u1(Ik′)− u0(Ik′) → 0 in H as k′ →∞ .

The proof is analogous to that of [22, Lemma 4.3] and shall be omitted here.
Lemma 4.3. Under the assumptions of Theorem 4.1 there is a subsequence,

denoted by k′, and an element u ∈ W such that

uIk′
∗
⇀ u in L∞(0, T ;H) , uIk′ ⇀ u in Lp(0, T ;V ) ,

vIk′
∗
⇀ u in L∞(0, T ;H) , v′Ik′

⇀ u′ in X ∗ as k′ →∞ .

Proof. From (4.2), (4.3) and (4.4), we infer that M and M ′ in Theorem 3.2
are bounded independently of k, in particular

σ (rmax(Ik)) ≥ σ

(
sup
k∈N

rmax(Ik)
)

> σ(r) = 0 .

For readability, we do not emphasise in what follows the dependence of N , τn,
un, and fn on Ik. From an elementary calculation, we obtain

‖uIk
‖L∞(0,T ;H) = max

n=1,2,...,N
|un| , ‖uIk

‖Lp(0,T ;V ) =

(
N∑

n=1

τn‖un‖p

)1/p

.
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Theorem 3.2 then shows the boundedness of {uIk
}k∈N in L∞(0, T ;H) as well as

in Lp(0, T ;V ), and we conclude by standard arguments (theorems of Eberlein-
Šmulyan and Banach-Alaoglu, see e.g. [9, Cor. III.26, Thm. III.27], together
with density arguments) with the weak* in L∞(0, T ;H) and weak in Lp(0, T ;V )
convergence of a subsequence towards u ∈ L∞(0, T ;H) ∩ Lp(0, T ;V ).

With respect to the piecewise linear prolongation, we observe that

‖vIk
‖L∞(0,T ;H) = max

n=0,1,...,N
|vIk

(tn)| ≤ max
(
|u0|, max

n=1,...,N
|an|

)
,

with an given by (4.1), i.e.

(4.6) a1 = u1 , a2 =
1 + 2r2

1 + r2
u2 − r2u

1 +
r2
2

1 + r2
u0 ,

and for n = 3, 4, . . . , N

an = a(1) + a(2)
n + a(3)

n with a(1) =
(

r2
3

1 + r3
− r2

)
u1 +

r2
2

1 + r2
u0 ,

a(2)
n =

n−2∑
j=2

(
1 + 2rj

1 + rj
− (1 + rj+1) +

r2
j+2

1 + rj+2

)
uj ,

a(3)
n =

1 + 2rn

1 + rn
un +

(
rn−1

1 + rn−1
− rn

)
un−1 .

(4.7)

It follows
‖vIk

‖L∞(0,T ;H) ≤ c(1 + Γ2) max
n=0,1,...,N

|un| ,

where c only depends on r, and, by the assumptions and Theorem 3.2, {vIk
} is

bounded in L∞(0, T ;H). Furthermore, we find

‖v′Ik
‖X∗ ≤ max

( N∑
n=1

τn ‖Dun − fn
2 ‖

p∗

∗

)1/p∗

,

(
N∑

n=1

τn|fn
2 |2
)1/2


and thus, again by Theorem 3.2 and by the properties of the natural restriction,
the asserted boundedness of the sequence of time derivatives in X ∗. We, there-
fore, have a subsequence {vIk′} that converges weakly* in L∞(0, T ;H) towards
a function v ∈ L∞(0, T ;H), and the time derivatives v′Ik′

converge weakly in X ∗

towards v′.
We now prove v = u from which we also obtain that the limit u is in W. From

the definition of uIk
and vIk

, we find (see also (4.6), (4.7))

(4.8) vIk
(t)−uIk

(t) = (t− tn)Dun +an−un , t ∈ (tn−1, tn] (n = 1, 2, . . . , N) .

Some straightforward calculations show for n = 3, 4, . . . , N that

a(3)
n − un =

rnτnDun

1 + 2rn − r2
n

−
r3
n

(
un − 2un−1 + un−2

)
(1 + 2rn − r2

n)(1 + rn)

−
(

r2
n

1 + rn
− rn−1

1 + rn−1

)
un−1 =:

rnτnDun

1 + 2rn − r2
n

+ a(4)
n + a(5)

n .
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This yields (with a1−u1 = 0) because of 0 ≤ rn/(1+2rn−r2
n) ≤ c for 0 ≤ rn < r

‖vIk
− uIk

‖X∗ ≤ cmax

( N∑
n=1

τ1+p∗

n ‖Dun − fn
2 ‖p∗

∗

)1/p∗

,

(
N∑

n=1

τ3
n|fn

2 |2
)1/2

+ τ
1/2
2

∣∣a2 − u2
∣∣+( N∑

n=3

τn|a(1) + a(2)
n + a(4)

n + a(5)
n |2

)1/2
 .

Due to the second estimate in Theorem 3.2, the properties of the natural restric-
tion, and since |a2 − u2| is bounded, the first three terms on the right-hand side
tend to zero as k →∞. For the last term, we observe that

N∑
n=3

τn|a(1)|2 ≤ T

∣∣∣∣ r2
3

1 + r3
− r2

∣∣∣∣ |u1 − u0|+ T

∣∣∣∣ r2
3

1 + r3
− r2

1 + r2

∣∣∣∣ |u0| ;

the first term on the right-hand side converges towards zero (at least for a sub-
sequence) because of Lemma 4.2 and the last term by assumption. Moreover,

N∑
n=3

τn|a(2)
n |2 +

N∑
n=3

τn|a(4)
n |2 ≤ Γ2

2 TM + cτmaxM ,

with M being the bound from the first estimate in Theorem 3.2, and again the
right-hand side tends to zero as k →∞. For the remaining term, we get

N∑
n=3

τn|a(5)
n |2 ≤ Γ3 M

which, by assumption, tends to zero as k →∞. After all, we have shown that

(4.9) vIk′ − uIk′ → 0 in X ∗ as k′ →∞ .

As X is dense in L1(0, T ;H), the weak* in L∞(0, T ;H) limits of an appropriate
common subsequence of {uIk

}k∈N and {vIk
}k∈N coincide.

Note that we do not have boundedness of {vIk
}k∈N and weak convergence of

a subsequence towards u in Lp(0, T ;V ) as this requires further assumptions on
the choice of the initial values u0(Ik).

Moreover, the difference an − un (n = 1, 2, . . . , N) that appears in (4.8) and
has to be estimated in order to show the coincidence of the weak limits is nothing
else than vIk

(tn)− uIk
(tn). We also have the representation

(4.10) an − un =
n∑

j=2

rj

1 + rj

(
uj − (1 + rj)uj−1 + rju

j−2
)
,

as a straightforward calculation shows. Assume for a moment that uj = u(tj)
with a smooth function u. Then we would come up with

an − un =
1
2

n∑
j=2

τ2
j u′′(tj) +O(τ3

max) ,
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and the term would tend to zero for any time grid. Unfortunately, we were
not able to make use of the representation (4.10) in the course of the proofs of
Lemma 4.3 and the following Lemma 4.4.

Lemma 4.4. Under the assumptions of Theorem 4.1 there holds for a subse-
quence, denoted by k′,

lim inf
k′→∞

〈v′Ik′
, uIk′ − vIk′ 〉 ≥ 0 .

Proof. We again omit the subscripts denoting the sequence of time grids if
possible. We observe with a1 = u1 and the definition of Du1 that

〈v′Ik′
, uIk′ − vIk′ 〉 =

N∑
n=1

∫ tn

tn−1

(Dun, un − (t− tn)Dun − an) dt

=
1
2
|u1 − u0|2 +

N∑
n=2

τn

(
Dun, un +

τn

2
Dun − an

)
,

(4.11)

where an is given by (4.1). From (4.1), we obtain for n = 2, 3, . . . , N

(4.12) dn := un +
τn

2
Dun − an = un +

τn

2
Dun −

n∑
j=2

τjDuj − u1 .

In particular, we find

d2 =
1

2(1 + r2)
(u2 − u1) +

r2
2

2(1 + r2)
(u1 − u0)

and thus with Young’s inequality

τ2(Du2, d2)

=
1

2(1 + r2)2
(
(1 + 2r2)(u2 − u1)− r2

2(u
1 − u0), u2 − u1 + r2

2(u
1 − u0)

)
≥ 1 + 2r2 − r2

2

4(1 + 2r2)2
|u2 − u1|2 − (1 + 2r2 + 3r2

2)r
4
2

2(1 + r2)4
|u1 − u0|2 .

(4.13)

With (4.7) and (4.12), we find for n = 3, 4, . . . , N

dn = −a(1) − a(2)
n + d′n with

d′n =
1

2(1 + rn)
un −

(
1 + 2rn−1

1 + rn−1
− 1 + rn

2

)
un−1 +

r2
n

2(1 + rn)
un−2 .

From (4.1), (4.6), (4.7), and Theorem 3.2, we obtain∣∣∣∣∣
N∑

n=3

τn(Dun, a(1))

∣∣∣∣∣ ≤
∣∣∣∣∣

N∑
n=3

τnDun

∣∣∣∣∣ |a(1)| = |aN − a2||a(1)|

≤ (c + Γ2)M1/2

(
c|u1 − u0|+

∣∣∣∣ r2
3

1 + r3
− r2

1 + r2

∣∣∣∣ |u0|
)

,

(4.14)
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where c only depends on r. Moreover, we have∣∣∣∣∣
N∑

n=3

τn(Dun, a(2)
n )

∣∣∣∣∣
≤ max

n=3,4,...,N

(
1 + 2rn

1 + rn
|un|+ (1 + rn)|un−1|+ r2

n

1 + rn
|un−2|

) N∑
n=3

|a(2)
n |

≤ 2(1 + r)M
N∑

n=3

Γ2,n .

(4.15)

It remains to estimate the terms with d′n. It is straightforward to show that

d′n = d(1)
n + d(2)

n + d(3)
n with d(1)

n =
(

1 + 2rn

1 + rn
− 1 + 2rn−1

1 + rn−1

)
un−1 ,

d(2)
n =

(rn − 1)2

2(1 + rn)
un−1 +

r2
n − 1

2(1 + rn)
un−2 , d(3)

n =
un − 2un−1 + un−2

2(1 + rn)
.

Similarly as before, we come up with∣∣∣∣∣
N∑

n=3

(
τnDun, d(1)

n

)∣∣∣∣∣ ≤ cMΓ4 .

If rn = 0 then d
(2)
n + d

(3)
n = (un − un−1)/2 and thus

τn(Dun, d(2)
n + d(3)

n ) =
1
2
|un − un−1|2 ≥ 1

4

(
|un − un−1|2 − |un−1 − un−2|2

)
.

If rn 6= 0, we find

τn

∣∣∣(Dun, d(2)
n )
∣∣∣ ≤ cM

(rn − 1)2 + |r2
n − 1|

2(1 + rn)
≤ cM |rn − 1|

and thus ∣∣∣∣∣
N∑

n=3

χnτn(Dun, d(2)
n )

∣∣∣∣∣ ≤ cMΓ5 .

For the remaining term with d
(3)
n , we employ the following algebraic relation

that is easily proved by Young’s inequality for any a, b, c ∈ R and r ≥ 0,(1 + 2r

1 + r
a− (1 + r)b +

r2

1 + r
c
)(

a− 2b + c
)

=
(1 + 2r

1 + r
(a− b)− r2

1 + r
(b− c)

)(
(a− b)− (b− c)

)
≥ 1 + 2r − r2

2(1 + r)

(
(a− b)2 − (b− c)2

)
.
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It thus follows

τn(Dun, d(3)
n ) ≥ 1 + 2rn − r2

n

4(1 + rn)2
(
|un − un−1|2 − |un−1 − un−2|2

)
.

Altogether, we end up with (note that (1+2rn− r2
n)/(1+ rn)2 = 1 for rn = 0)

N∑
n=3

τn(Dun, d′n) ≥ −

∣∣∣∣∣
N∑

n=3

τn(Dun, d(1)
n )

∣∣∣∣∣−
∣∣∣∣∣

N∑
n=3

χnτn(Dun, d(2)
n )

∣∣∣∣∣

(4.16)

+
N∑

n=3

(1− χn)τn(Dun, d(2)
n + d(3)

n ) +
N∑

n=3

χnτn(Dun, d(3)
n )

≥ −c(Γ4 + Γ5)M +
N∑

n=3

1 + 2rn − r2
n

4(1 + rn)2
(
|un − un−1|2 − |un−1 − un−2|2

)
= −c(Γ4 + Γ5)M +

1 + 2rN − r2
N

4(1 + rN )2
|uN − uN−1|2 − 1 + 2r2 − r2

2

4(1 + r2)2
|u2 − u1|2

+
1
4

N−1∑
n=2

(
1 + 2rn − r2

n

(1 + rn)2
−

1 + 2rn+1 − r2
n+1

(1 + rn+1)2

)
|un − un−1|2 .

≥ −c(Γ4 + Γ5 + Γ6)M − 1 + 2r2 − r2
2

4(1 + r2)2
|u2 − u1|2 .

From (4.13), (4.14), (4.15), and (4.16), we deduce that

N∑
n=2

τn(Dun, dn) ≥ −c

(
N∑

n=3

Γ2,n + Γ4 + Γ5 + Γ6

)

− c(1 + Γ2)
(
|u1 − u0|2 +

∣∣∣∣ r2
3

1 + r3
− r2

1 + r2

∣∣∣∣ |u0|
)(4.17)

with c depending on r and M . The assumptions on the sequence of time grids
and Lemma 4.2 ensure that the right-hand side in (4.17) converges towards zero,
at least for a subsequence. This, together with (4.11), proves the assertion.

We are now ready to prove the main result.
Proof. [Proof of Theorem 4.1] In what follows, if it is clear from the context,

we omit emphasising the dependence (of N , τn, un, etc.) on Ik.
As a first step, we rewrite the numerical scheme (1.3) corresponding to the

time grid Ik as the differential equation

(4.18) v′Ik
+ AuIk

= RIk
f ,

where (RIk
f)(t) := Rn

Ik
f for t ∈ (tn−1(Ik), tn(Ik)] (n = 1, 2, . . . , Nk).



VARIABLE TWO-STEP BDF FOR NONLINEAR EVOLUTION PROBLEMS 21

By standard arguments, we get the strong convergence

(4.19) RIk
f → f in X ∗ as k →∞ .

The second estimate in Theorem 3.2 yields the boundedness of {AuIk
}k∈N in

Lp∗(0, T ;V ∗). So there is a subsequence, denoted by k′, such that

(4.20) AuIk′ ⇀ a in Lp∗(0, T ;V ∗) as k′ →∞

for an element a ∈ Lp∗(0, T ;V ∗). The subsequence can be chosen such that also
the weak and weak* convergence from Lemma 4.3 take place.

Since v′Ik′
⇀ u′ in X ∗ as k′ →∞ (see Lemma 4.3), we find

0 = v′Ik′
+ AuIk′ − RIk′ f ⇀ u′ + a− f in X ∗ as k′ →∞

and thus

(4.21) u′ + a = f in X ∗ .

It remains to show that u ∈ W fulfills the initial condition and that a = Au.
In virtue of (4.4), we have

(4.22) vIk
(0) = u0(Ik) → u0 in H as k →∞ .

As was already shown in the proof of Lemma 4.3, {vIk
(T )}k∈N is bounded in H.

We thus can choose the subsequence such that

(4.23) vIk′ (T ) ⇀ ξ in H as k′ →∞

for some ξ ∈ H.
Since vIk

∈ W, we can employ integration by parts which yields for all v ∈ V
and φ ∈ C1([0, T ])

(u(T ), v)φ(T )− (u(0), v)φ(0) =
∫ T

0

(
〈u′(t), v〉φ(t) + 〈u(t), v〉φ′(t)

)
dt

=
∫ T

0

(
〈f(t)− a(t), v〉φ(t) + 〈u(t), v〉φ′(t)

)
dt

=
∫ T

0

(
〈f(t)− RIk′ f(t) + v′Ik′

(t) + AuIk′ (t)− a(t), v〉φ(t) + 〈u(t), v〉φ′(t)
)
dt

=
∫ T

0

(
〈f(t)− RIk′ f(t) + AuIk′ (t)− a(t), v〉φ(t) + 〈u(t)− vIk′ (t), v〉φ

′(t)
)
dt

+ (vIk′ (T ), v)φ(T )− (vIk′ (0), v)φ(0) .

Taking the limit on the right-hand side, we come up with

(u(T ), v)φ(T )− (u(0), v)φ(0) = (ξ, v)φ(T )− (u0, v)φ(0) .
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Choosing φ(T ) = 0 and φ(0) = 0, respectively, we find that

(4.24) u(0) = u0 , u(T ) = ξ

in H since V is dense in H. The limit u thus satisfies the initial condition in
(1.1).

Employing the monotonicity of A, we find (with 〈·, ·〉 denoting the dual pairing
between X ∗ and X ) for any w ∈ Lp(0, T ;V ) ∩ L∞(0, T ;H)

〈AuIk′ , uIk′ 〉 ≥ 〈AuIk′ , uIk′ 〉−〈AuIk′−Aw, uIk′−w〉 = 〈AuIk′ , w〉+〈Aw, uIk′−w〉 .

Testing (4.18) by uIk′ thus yields

0 = 〈v′Ik′
+ AuIk′ − RIk′ f, uIk′ 〉

= 〈v′Ik′
, vIk′ 〉+ 〈v′Ik′

, uIk′ − vIk′ 〉+ 〈AuIk′ , uIk′ 〉 − 〈RIk′ f, uIk′ 〉
≥ 〈v′Ik′

, vIk′ 〉+ 〈v′Ik′
, uIk′ − vIk′ 〉+ 〈AuIk′ , w〉+ 〈Aw, uIk′ − w〉 − 〈RIk′ f, uIk′ 〉 .

(4.25)

The problematic term in (4.25) is 〈v′Ik′
, uIk′ − vIk′ 〉; it has already been dealt

with in Lemma 4.4. Since u, vIk′ ∈ W, we find from integration by parts

〈v′Ik′
, vIk′ 〉 =

1
2
(
|vIk′ (T )|2 − |vIk′ (0)|2

)
, 〈u′, u〉 =

1
2
(
|u(T )|2 − |u(0)|2

)
.

Because of (4.22), (4.23), (4.24), we thus obtain

〈u′, u〉 ≤ lim inf
k′→∞

〈v′Ik′
, vIk′ 〉 .

Because of (4.20) and Lemma 4.3, we find

〈AuIk′ , w〉+ 〈Aw, uIk′ − w〉 → 〈a,w〉+ 〈Aw, u− w〉 .

With (4.19) and Lemma 4.3, we also have

〈RIk′ f, uIk′ 〉 → 〈f, u〉 .

Altogether, we obtain from (4.25) together with (4.21)

0 ≥ 〈u′, u〉+ 〈a,w〉+ 〈Aw, u− w〉 − 〈f, u〉 = −〈a, u〉+ 〈a,w〉+ 〈Aw, u− w〉

which yields
〈a, u− w〉 ≥ 〈Aw, u− w〉 .

With w = u±sv (v ∈ Lp(0, T ;V )∩L∞(0, T ;H)) and s → 0+, the demicontinuity
and thus hemicontinuity of the monotone potential operator A proves, by density,
a = Au in Lp∗(0, T ;V ∗). This completes the proof of u being a solution to (1.1).

By contradiction, we can show that the whole sequences {uIk
}k∈N and {vIk

}k∈N
converge towards u since a solution to (1.1) is unique in W.
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Basel, 2005.

59. J. Rulla, Error analysis for implicit approximations to solutions to Cauchy prob-
lems, SIAM J. Numer. Anal. 33 (1996) 1, pp. 68–87.

60. G. R. Sell and Y. You, Dynamics of evolutionary equations, Springer, New York,
2002.
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62. M. Slodička, Semigroup formulation of Rothe’s method: application to parabolic
problems, Comment. Math. Univ. Carolinae 33 (1992) 2, pp. 245–260.

63. A.M. Stuart and A.R. Humphries, Dynamical systems and numerical analysis,
Cambridge University Press, Cambridge, 1996.

64. R. Temam, Infinite-dimensional dynamical systems in mechanics and physics,
Springer, New York, 1997.

65. V. Thomée, Galerkin finite element methods for parabolic problems, Springer,
Berlin, 2006.



26 E. EMMRICH

66. E. Zeidler, Nonlinear functional analysis and its applications, II/A: Linear mono-
tone operators, II/B: Nonlinear monotone operators, Springer, New York, 1990.
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