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CHAPTER 1

Laplace operator and the heat equation in Rn

1.1. Denote by Sr (x) the sphere of radius r > 0 centered at the point x ∈ Rn, that is

Sr (x) = {y ∈ Rn : |x− y| = r} .

Let σ be the (n− 1)-volume on Sr (x), and note that σ (Sr (x)) = ωnr
n−1 where ωn is the

area of the unit (n− 1)-sphere in Rn. Prove that, for any f ∈ C2 (Rn) and for all x ∈ Rn,

1

ωnrn−1

(∫

Sr(x)
fdσ

)

− f (x) = ∆f (x)
r2

2n
+ ō

(
r2
)

as r → 0. (1.1)

1.2. Denote a round ball in Rn by

BR (x) = {y ∈ Rn : |x− y| < R}

and note that its volume is equal to cnR
n where cn is the volume of the unit ball in Rn.

Prove that, for any f ∈ C2 (Rn) and for all x ∈ Rn,

1

cnRn

(∫

BR(x)
f (y) dy

)

− f(x) = ∆f(x)
R2

2 (n+ 2)
+ ō

(
R2
)

as R→ 0. (1.2)

1.3. Prove the following properties of the heat kernel.

(a) For all t > 0 and ξ ∈ Rn,

p̂t(ξ) = e−t|ξ|
2
. (1.3)

(b)
∫
Rn pt (x) dx = 1.

(c) For all t, s > 0, pt ∗ ps = pt+s.

(c) ∂pt
∂t = ∆pt.

1.4. Fix a function f ∈ L2 (Rn) and set ut = pt ∗ f for any t > 0. Prove the following
properties of the function ut.

(a) ût (ξ) = e−t|ξ|
2
f̂ (ξ) .

(b) ut (x) is smooth and satisfies the heat equation in R+ × Rn.
(c) ‖ut‖L2 ≤ ‖f‖L2 for all t > 0.
(d) u (t, x)→ f (x) as t→ 0 in the norm of L2 (Rn).

(e) If f̂ ∈ L1 (Rn) then u (t, x)→ f (x) as t→ 0 uniformly in x ∈ Rn.

1.5. Prove the following properties of the heat kernel.

(a) For any ε > 0, pt (x)→ 0 as t→ 0 uniformly in {x : |x| > ε}.
(b) pt (x)→ 0 as x→∞ uniformly in t ∈ (0,+∞).
(c) For any ε > 0, pt (x) is continuous in {x : |x| > ε} uniformly in t ∈ (0,+∞).
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2 1. LAPLACE OPERATOR AND THE HEAT EQUATION IN Rn

1.6. (Elliptic maximum principle) Let Ω be a bounded open set in Rn, and consider the
following differential operator in Ω

L = ∆ +
n∑

j=1

bj (x)
∂

∂xj
,

where bj are smooth bounded functions in Ω.

(a) Show that there exists a function v ∈ C2 (Ω)∩C
(
Ω
)

such that Lv > 0 in Ω.

(b) Prove that if u ∈ C2 (Ω) ∩ C
(
Ω
)

and Lu ≥ 0 in Ω then

sup
Ω
u = sup

∂Ω
u.

1.7. Evaluate the bounded solution u (t, x) of the Cauchy problem with the initial function

f (x) = exp(− |x|2).



CHAPTER 2

Function spaces in Rn

2.1. Prove that Lqloc (Ω) ↪→ L
p
loc (Ω) for all 1 ≤ p < q ≤ +∞.

2.2. Let {fk} be a sequence of functions from Lp (Ω) that converges to a function f in Lp

norm, 1 ≤ p ≤ ∞. Prove that if fk ≥ 0 a.e. then also f ≥ 0 a.e..

2.3. Prove that if f ∈ L∞ (Rn) and g ∈ L1 (Rn) then f ∗ g ∈ L∞ (Rn) and

‖f ∗ g‖L∞ ≤ ‖f‖L∞‖g‖L1 .

2.4. Prove that if f, g ∈ L1 (Rn) then f ∗ g ∈ L1 (Rn) and

‖f ∗ g‖L1 ≤ ‖f‖L1‖g‖L1 .

2.5. Prove that if f, g, h ∈ L1 (Rn) then f ∗ g = g ∗ f and

(f ∗ g) ∗ h = f ∗ (g ∗ h) .

2.6. Prove that if Ck (Rn) and ϕ ∈ C∞0 (Rn) then, for any multiindex α with |α| ≤ k,

∂α (f ∗ ϕ) = (∂αf) ∗ ϕ.

2.7. Prove that if f ∈ Ck (Rn) and ϕ is a mollifier in Rn then f ∗ ϕε → f as ε→ 0 in the
topology of Ck (Rn).

2.8. Let f ∈ L1
loc (Ω). Prove that f ≥ 0 a.e. if and only if

∫

Ω
fψdµ ≥ 0,

for all non-negative function ψ ∈ C∞0 (Ω).

2.9. For a function f on R, denote by f ′dist its distributional derivative, reserving f ′ for
the classical derivative.

(a) Prove that if f ∈ C1 (R) then f ′dist = f ′.
(b) Prove that the same is true if f is continuous and piecewise continuously

differentiable.
(c) Evaluate f ′dist for f (x) = |x|.
(d) Let f = 1[0,+∞). Prove that f ′dist = δ, where δ is the Dirac delta-function at

0.

2.10. Let Ω ⊂ Rn be an open set. We say that two distributions u, v ∈ D′ (Ω) are equal
on an open subset U ⊂ Ω if (u, ϕ) = (v, ϕ) for all ϕ ∈ D (U).

(a) Let {Ωα} be a family of open subsets of Ω. Prove that if u and v are equal
on each of the sets Ωα then they are equal on their union ∪αΩα.

(b) Prove that for any u ∈ D′ (Ω) there exists the maximal open set U ⊂ Ω such
that u = 0 in U .
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4 2. FUNCTION SPACES IN Rn

Remark. The closed set Ω \ U is called the support of the distribution u and is denoted
by suppu.

2.11. For any function u (x), defined pointwise in Ω, set

S (u) = {x ∈ Ω : u (x) 6= 0},

where the bar means the closure in Ω.

(a) Prove that if u ∈ C (Ω) then its support supp u in the distributional sense
coincides with S (u).

(b) If u ∈ L1
loc (Ω) then its support supp u in the distributional sense can be

identified by

suppu =
⋂

v=u a.e.

S (v) ,

where the intersection is taken over all functions v in Ω, defined pointwise,
which are equal to u almost everywhere.

2.12. Prove the product rule: if u ∈ D′ (Ω) and f ∈ C∞ (Ω) then

∂α (fu) =
∑

β≤α

(
α

β

)

∂α−βf ∂βu, (2.1)

where (
α

β

)

:=

(
α1

β1

)

...

(
αn
βn

)

is the product of the binomial coefficients, and β ≤ α means that βi ≤ αi for all i = 1, ..., n.

2.13. Let {uk} be a sequence of distributions in Ω such that uk
D′(Ω)
−→ u.

(a) Prove that ∂αuk
D′
−→ ∂αu for any multiindex α.

(b) Prove that fuk
D′
−→ fu for any f ∈ C∞ (Ω).

2.14. Let X be a topological space. Prove that a sequence {xk} ⊂ X converges to x ∈ X
(in the topology of X) if and only if any subsequence of {xk} contains a sub-subsequence
that converges to x.

2.15. Prove that the convergence “almost everywhere” is not topological, that is, it is not
determined by any topology.

2.16. Prove that the convergence in the space D (Ω) is topological.

2.17. Prove that if u, v ∈ L2 (Rn) and ∂iu, ∂iv ∈ L2 (Rn) for some index i, then

(∂iu, v)L2 = − (v, ∂iv)L2 . (2.2)

2.18. Let 1 < p <∞, u ∈ Lp (Rn), and ϕ be a mollifier in Rn.

(a) Prove that u ∗ ϕ ∈ Lp and

‖u ∗ ϕ‖Lp ≤ ‖u‖Lp .

(b) Prove that

u ∗ ϕε
Lp
−→ u as ε→ 0.

2.19. Prove that if f ∈ Lp (Rn), 1 ≤ p ≤ ∞, and g ∈ L1 (Rn) then f ∗ g exists, belongs to
Lp (Rn), and

‖f ∗ g‖p ≤ ‖f‖p‖g‖1.
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2.20. (Lemma of Schur) Let (M,µ) be a measure space with a σ-finite measure µ. Let
q (x, y) be a non-negative measurable function M ×M such that, for a constant K,

∫

M

q (x, y) dµ (y) ≤ K for almost all x (2.3)

and ∫

M

q (x, y) dµ (x) ≤ K for almost all y. (2.4)

Prove that, for any f ∈ Lr (M,µ), 1 ≤ r ≤ ∞, the function

Qf (x) :=

∫

M

q (x, y) f (y) dµ (y)

belongs to Lr (M,µ) and

‖Qf‖Lr ≤ K‖f‖Lr . (2.5)

2.21. Under the condition of Exercise 2.20, assume in addition that, for some constant C,

q (x, y) ≤ C,

for almost all x, y ∈M . Prove that, for any f ∈ Lr (M,µ), 1 ≤ r ≤ +∞, the function Qf
belongs to Ls (M,µ) for any s ∈ (r,+∞] and

‖Qf‖Ls ≤ C
1/r−1/sK1/r′+1/s‖f‖Lr , (2.6)

where r′ is the Hölder conjugate to r.

2.22. A function f on a set S ⊂ Rn is called Lipschitz if, for some constant L, called the
Lipschitz constant, the following holds:

|f (x)− f (y)| ≤ L |x− y| for all x, y ∈ S.

Let U be an open subset of Rn and let f be a Lipschitz function in U with the Lipschitz
constant L. For any ε > 0, set

Uε =
{
x ∈ U : Bε (x) ⊂ U

}
.

Let ϕ be a mollifier in Rn.

(a) Show that Uε is an open set and

U =
∞⋃

k=1

U1/k. (2.7)

Extend f to Rn by setting f = 0 outside U . Prove that f ∗ ϕε is Lipschitz
in Uε with the same Lipschitz constant L.

(b) Prove that, for any δ > 0, f ∗ ϕε ⇒ f in Uδ as ε→ 0.

2.23. Prove that if f is a Lipschitz function in an open set U ⊂ Rn then all the distribu-
tional partial derivatives ∂jf belong to L∞ (U) and |∇f | ≤ L a.e. where

|∇f | :=




n∑

j=1

(∂jf)2





1/2

and L is the Lipschitz constant of f .
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2.24. Prove that if f and g are two bounded Lipschitz functions in an open set U ⊂ Rn

then fg is also Lipschitz. Prove the product rule for the distributional derivatives:

∂j (fg) = (∂jf) g + f (∂jg) .

2.25. Let f (x) be a Lipschitz function on an interval [a, b] ⊂ R. Prove that if f ′ is its
distributional derivative then

∫ b

a

f ′ (x) dx = f (b)− f (a) .

Prove that if g is another Lipschitz function on [a, b] then
∫ b

a

f ′gdx = [fg]ba −
∫ b

a

fg′dx. (2.8)

2.26. Let f ∈ Ck (Ω), where k is a non-negative integer.

(a) Prove that if

‖f‖Ck(Ω) <∞

then, for any u ∈W k (Ω), also fu ∈W k (Ω) and

‖fu‖Wk(Ω) ≤ C‖f‖Ck(Ω)‖u‖Wk(Ω), (2.9)

where the constant C depends only on k, n.
(b) Prove that if u ∈W k

loc (Ω) then fu ∈W k
loc (Ω).

2.27. Assume that fk → f in W k and ∂αf → g in W k, for some multiindex α such that
|α| ≤ k. Prove that g = ∂αf .

2.28. Prove that, for any open set Ω ⊂ Rn, the space W k (Ω) is complete.

2.29. Denote by W k
c (Ω) the subset of W k (Ω), which consists of functions with compact

support in Ω. Prove that D (Ω) is dense in W k
c (Ω).

2.30. Prove that D (Rn) is dense in W k (Rn), for any non-negative integer k. Warning:
for an arbitrary open set Ω ⊂ Rn, D (Ω) may not be dense in W k (Ω).

2.31. Denote by W 1
0 (Ω) the closure of D (Ω) in W 1 (Ω). Prove that, for any u ∈ W 1 (Ω)

and v ∈W 1
0 (Ω),

(∂iu, v)L2 = − (u, ∂iv)L2 . (2.10)

2.32. Let u ∈ L2 (Rn) and ∂αu ∈ L2 (Rn) for some multiindex α.

(a) Prove that

∂̂αu = (iξ)α û (ξ) , (2.11)

where û is the Fourier transform of u and ξα ≡ ξα1
1 ...ξαnn , iα ≡ i|α|.

(b) Prove the following identity

‖∂αu‖2L2 =
1

(2π)n

∫

Rn
|û (ξ)|2 |ξα|2 dξ. (2.12)

2.33. Let u ∈ L2 (Rn). Prove that if the right hand side of (2.12) is finite then ∂αu belongs
to L2 (Rn) and, hence, the identity (2.12) holds.
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2.34. Prove that the space W k (Rn) (where k is a positive integer) can be characterized
in terms of the Fourier transform as follows: a function u ∈ L2 (Rn) belongs to W k (Rn)
if and only if ∫

Rn
|û (ξ)|2

(
1 + |ξ|2

)k
dξ <∞.

Moreover, the following relation holds:

‖u‖2Wk '
∫

Rn
|û (ξ)|2

(
1 + |ξ|2

)k
dξ, (2.13)

where the sign ' means that the ratio of the both sides is bounded from above and below
by positive constants.

2.35. Let k be a positive integer. Prove that if u ∈ W−k (Rn) and ϕ is a mollifier in Rn

then
‖u ∗ ϕ‖W−k ≤ ‖u‖W−k . (2.14)

2.36. Prove that, for any positive integer k, the space W−k with the norm ‖ · ‖W−k is a
Hilbert space.

2.37. Evaluate function ϕ (t) from Lemma 2 for f (x) = exp
(
− |x|2

)
.

2.38. Show that Lemma 2 remains true for f ∈ C∞b (Rn).

2.39. Give an alternative proof of Lemma 2 using the Fourier transform and Exercises 1.4,
2.32.





CHAPTER 3

Laplace operator on a Riemannian manifold

3.1. Prove that, on any C-manifold M , there exists a countable sequence {Ωk} of relatively
compact open sets such that Ωk b Ωk+1 and the union of all Ωk is M . Prove also that if
M is connected then the sets Ωk can also be taken connected.

Remark. An increasing sequence {Ωk} of open subsets of M whose union is M , is called
an exhaustion sequence . If in addition Ωk b Ωk+1 (that is, Ωk is relatively compact and
Ωk ⊂ Ωk+1) then the sequence {Ωk} is called a compact exhaustion sequence .

3.2. Prove that, on any C-manifold M , there is a countable locally finite family of relatively
compact charts covering all M . (A family of sets is called locally finite if any compact set
intersects at most finitely many sets from this family).

3.3. Prove the product rule for d and ∇:

d (uv) = udv + vdu

and

∇ (uv) = u∇v + v∇u, (3.1)

where u and v are smooth function on M .

3.4. Prove the chain rule for d and ∇:

df (u) = f ′ (u) du

and

∇f (u) = f ′ (u)∇u

where u and f are smooth functions on M and R, respectively.

3.5. Let g, g̃ be two Riemannian metric tensors on a smooth manifold M and let g and g̃
be the matrices of g and g̃ respectively in some coordinate system. Prove that the ratio

det g̃

det g

does not depend on the choice of the coordinates (although separately det g and det g̃ do
depend on the coordinate system).

3.6. Let g, g̃ be two Riemannian metric tensors on a smooth manifold M such that

g̃

g
≤ C, (3.2)

that is, for all x ∈M and ξ ∈ TxM ,

g̃ (ξ, ξ) ≤ Cg (ξ, ξ) .

9



10 3. LAPLACE OPERATOR ON A RIEMANNIAN MANIFOLD

(a) Prove that if ν and ν̃ are the Riemannian volumes of g and g̃, respectively.
then

dν̃

dν
≤ Cn/2,

where n = dimM .
(b) Prove that, for any smooth function f on M ,

|∇f |2g ≤ C |∇f |
2
g̃ .

3.7. (Product rule for divergence) Prove that, for any smooth function u and any smooth
vector field ω,

divµ (uω) = 〈∇u, ω〉+ u divµ ω (3.3)

3.8. (Product rule for the Laplacian) Prove that, for any two smooth functions u and v,

∆µ (uv) = u∆µv + 2〈∇u,∇v〉g + (∆µu) v. (3.4)

3.9. (Chain rule for the Laplacian) Prove that

∆µf (u) = f ′′ (u) |∇u|2g + f ′ (u) ∆µu,

where u and f are smooth functions on M and R, respectively.

3.10. The Hermite polynomials hk (x) are defined by

hk (x) = (−1)k ex
2 dk

dxk
e−x

2
,

where k = 0, 1, 2, .... Show that the Hermite polynomials are the eigenfunctions of the
operator (??).

3.11. Let a (x), b (x) be smooth positive functions on a weighted manifold (M,g, µ), and
define new metric g̃ and measure µ̃ by

g̃ = ag and dµ̃ = bdµ.

Prove that the Laplace operator ∆̃µ̃ of the weighted manifold (M, g̃, µ̃) is given by

∆̃µ̃ =
1

b
divµ

(
b

a
∇

)

.

In particular, if a = b then

∆̃µ̃ =
1

a
∆µ.

3.12. Consider the following operator L on a weighted manifold (M,g, µ):

Lu =
1

b
divµ (A∇u) ,

where b = b (x) is a smooth positive function on M and A = A (x) is a smooth field of
positive definite symmetric operators on TxM . Prove that L coincides with the Laplace

operator ∆̃µ̃ of the weighted manifold (M, g̃, µ̃) where

g̃ = bgA−1 and dµ̃ = bdµ.

3.13. Consider the following operator L on a weighted manifold (M,g, µ):

Lu = ∆µu+ 〈∇v,∇u〉g,

where v is a smooth function on M . Prove that L = ∆µ̃ for some measure µ̃, and determine
this measure.
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3.14. Let M be a smooth manifold of dimension n and N be its submanifold of dimension
n − 1 given by the equation F (x) = 0 where F is a smooth function on M such that
dF 6= 0 on N . Prove that, for any x ∈ N , the tangent space TxN is determined as a
subspace of TxM by the equation

TxN = {ξ ∈ TxM : 〈dF, ξ〉 = 0} . (3.5)

In the case when M = Rn, show that the tangent space TxN can be naturally identified
with the hyperplane in Rn that goes through x and has the normal

∇F =

(
∂F

∂x1
, ...,

∂F

∂xn

)

.

In other words, the tangent space TxN is identified with the tangent hyperplane to the
hypersurface N at the point x.

3.15. Prove that the Riemannian measure ν of the metric (3) is given by

dν = ψm (x) dνXdνY , (3.6)

and the Laplace operator ∆ of this metric is given by

∆f = ∆Xf +m〈∇X logψ,∇Xf〉gX +
1

ψ2(x)
∆Y f, (3.7)

where ∇X is gradient on X.

3.16. Let q be the south pole of Sn. For any point x ∈ Sn\{q}, its stereographic projection
is the point y at the subspace

Rn =
{
z ∈ Rn+1 : zn+1 = 0

}
,

which belongs to the straight line through x and q. Show that the stereographic projection
is a bijection x↔ y between Sn \ {q} and Rn given by

y =
x′

xn+1 + 1
,

where x =
(
x1, ..., xn+1

)
and x′ =

(
x1, ..., xn

)
. Prove that, in the Cartesian coordinates

y1, ..., yn, the canonical spherical metric has the form

gSn =
4

(
1 + |y|2

)2 gRn ,

where |y|2 =
∑(

yi
)2

and gRn =
(
dy1
)2

+ ...+ (dyn)2 is the canonical Euclidean metric.

3.17. Prove that the canonical hyperbolic metric gHn is positive definite using directly the
definition of gHn as the restriction of the Minkowski metric to the hyperboloid.

3.18. Show that the equation

y =
x′

xn+1 + 1
(3.8)

determines a bijection of the hyperboloid Hn onto the unit ball Bn = {|y| < 1} in Rn.
Prove that, in the Cartesian coordinates y1, ..., yn in Bn, the canonical hyperbolic metric
has the form

gHn =
4

(
1− |y|2

)2 gRn , (3.9)
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where |y|2 =
∑(

yi
)2

and gRn =
(
dy1
)2

+ ...+ (dyn)2 is the canonical Euclidean metric.

Remark. The ball Bn with the metric (3.9) is called the Poincaré model of the hyperbolic
space. Representation of the metric gHn in this form gives yet another proof of its positive
definiteness.

3.19. Prove that the relation between the polar coordinates (r, θ) in Hn and the coordinates
y1, ..., yn in the Poincaré model of Exercise 3.18 are given by

cosh r =
1 + |y|2

1− |y|2
and θ =

y

|y|
.

3.20. Let ωn be defined by (??).

(a) Use (3) to obtain a recursive formula for ωn.
(b) Evaluate ωn for n = 3, 4 given ω2 = 2π. Evaluate the volume functions of

Rn, Sn, Hn for n = 2, 3, 4.

3.21. Prove that, for any n ≥ 1,

ωn = 2
πn/2

Γ (n/2)
, (3.10)

where Γ is the gamma function (cf. Section ??).

3.22. Using (??), obtain a full expansion of ∆Sn in the polar coordinates for n = 2, 3.
Hence, obtain a full expansion of ∆Rn and ∆Hn in the polar coordinates for n = 2, 3.

3.23. Consider in H3 a function u given in the polar coordinates by u = r
sinh r .

(a) Prove that, in the domain of the polar coordinates, this function satisfies the
equation

∆H3u+ u = 0. (3.11)

(b) Prove that function u extends to a smooth function in the whole space H3

and, hence, satisfies (3.11) in H3.

Hint. Write function u in the coordinates of the Poincaré model (cf. Exercises
3.18 and 3.19).

3.24. Let M be a weighted model of radius r0 and u = u (r) be a smooth function on
M \ {o} depending only on the polar radius. Let S (r) be its area function. Prove that u
is harmonic, that is, ∆µu = 0, if and only if

u (r) = C

∫ r

r1

dr

S (r)
+ C1,

where C,C1 arbitrary reals and r1 ∈ (0, r0). Hence or otherwise, find all radial harmonic
functions in Rn, S2, S3, H2, H3.

3.25. Let M be a weighted model of radius r0. Fix some 0 < a < b < r0 and consider the
annulus

A = {x ∈M : a < |x| < b} .

Prove the following Green formulas for any two function u, v of the class C2 (A)∩C1
(
A
)
:

∫

A

(∆µu) v dµ = −
∫

A

〈∇u,∇v〉dµ+

∫

Sb

urvdµSb −
∫

Sa

urvdµSa (3.12)
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and ∫

A

(∆µu) v dµ−
∫

A

(∆µv)u dµ =

∫

Sb

(urv − vru) dµSb

−
∫

Sa

(urv − vru) dµSa , (3.13)

where ur = ∂u
∂r .

3.26. Let S be a surface of revolution in Rn+1 given by the equation
∣
∣x′
∣
∣ = Φ

(
xn+1

)
,

where Φ is a smooth positive function defined on an open interval.

(a) Prove that S is a submanifold of Rn+1 of dimension n.
(b) Prove that the induced metric gS of S is given in the coordinates t = xn+1

and θ = x′

|x′| ∈ S
n−1 by

gS =
(

1 + Φ′ (t)2
)
dt2 + Φ2 (t) gSn−1 .

(c) Show that the change of the coordinate

ρ =

∫ √
1 + Φ′ (t)2dt

brings the metric gS to the model form

gS = dρ2 + Ψ2 (ρ) gSn−1 , (3.14)

where Ψ is a smooth positive function.

3.27. Represent in the model form (3.14) the induced metric of the cylinder

Cyl =
{
x ∈ Rn+1 :

∣
∣x′
∣
∣ = 1

}

and that of the cone
Cone =

{
x ∈ Rn+1 : xn+1 =

∣
∣x′
∣
∣ > 0

}
.

3.28. The pseudo-sphere PS is defined as follows

PS =





x ∈ Rn+1 : 0 <

∣
∣x′
∣
∣ < 1, xn+1 = −

√
1− |x′|2 + log

1 +
√

1− |x′|2

|x′|





.

Show that the model form (3.14) of the induced metric of PS is

gPS = dρ2 + e−2ρgSn−1 .

Hint. Use a variable s defined by |x′| = 1
cosh s .

3.29. For any two-dimensional Riemannian manifold (M,g), the Gauss curvature KM,g (x)
is defined in a certain way as a function on M . It is known that if the metric g has in
coordinates x1, x2 the form

g =

(
dx1
)2

+
(
dx2
)2

f2 (x)
, (3.15)

where f is a smooth positive function, then the Gauss curvature can be computed in this
chart as follows

KM,g = f2∆ log f, (3.16)
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where ∆ = ∂2

(∂x1)2 + ∂2

(∂x2)2 is the Laplace operator of the metric
(
dx1
)2

+
(
dx2
)2

.

(a) Using (3.16), evaluate the Gauss curvature of R2, S2, H2.
(b) Consider in the half-plane R2

+ :=
{(
x1, x2

)
∈ R2 : x2 > 0

}
the metric

g =

(
dx1
)2

+
(
dx2
)2

(x2)2 .

Evaluate the Gauss curvature of this metric.

3.30. Let g be the metric (3.15) on a two-dimensional manifold M . Consider the metric
g̃ = 1

h2 g where h is a smooth positive function on M . Prove that

KM,g̃ = (KM,g + ∆g log h)h2,

where ∆g is the Laplace operator of the metric g.

3.31. Let the metric g on a two-dimensional manifold M have in coordinates (r, θ) the
form

g = dr2 + ψ2 (r) dθ2. (3.17)

Prove that

KM,g = −
ψ′′ (r)

ψ (r)
. (3.18)

3.32. Using (3.18), evaluate the Gauss curvature of the two-dimensional manifolds R2, S2,
H2, Cyl, Cone, PS.

3.33. Find all metrics g of the form (3.17) with constant Gauss curvature.

3.34. Prove that the length ` (γ) does not depend on the parametrization of the path γ
as long as the change of the parameter is monotone.

3.35. Prove that the geodesic distance d (x, y) is finite if and only if the points x, y belong
to the same connected component of M .

3.36. Let (M,g) be a Riemannian model, and let x′, x′′ be two points on M with the polar
coordinates (r′, θ′) and (r′′, θ′′), respectively.

(a) Prove that, for any smooth path γ on M connecting the points x′ and x′′,

` (γ) ≥
∣
∣r′ − r′′

∣
∣ .

Consequently, d (x′, x′′) ≥ |r′ − r′′| .
(b) Show that if θ′ = θ′′ then there exists a path γ of length |r′ − r′′| connecting

the points x′ and x′′. Consequently, d (x′, x′′) = |r′ − r′′| .

3.37. Let (M,g) be a Riemannian model. Prove that, for any point x = (r, θ), we have
d (0, x) = r.

Hence or otherwise prove that in Rn the geodesic distance d (x, y) coincides with
|x− y|.

3.38. Let γ be a shortest geodesics between points x, y and let z be a point on the image
of γ. Prove that the part of γ connecting x and z is a shortest geodesics between x and z.

3.39. Fix a point p on a Riemannian manifold M and consider the function f (x) = d (x, p).
Prove that if f (x) is finite and smooth in a neighborhood of a point x then |∇f (x)| ≤ 1.
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3.40. Let (M,g) be a Riemannian model with infinite radius. Prove that, for any smooth
even function a on R, the function a ◦ r is smooth on M , where r is the polar radius on
(M,g).

3.41. Denote by S the class of all smooth, positive, even functions a on R, such that
∫ ∞

0
a (t) dt =∞. (3.19)

For any function a ∈ S, let Ca be the conformal transformation of the metric of a Rie-
mannian model (M,g) with infinite radius given by

Cag = a2 (r) g.

(a) Prove that (M,Cag) is also a Riemannian model with infinite radius and that
the polar radius r̃ on (M,Cag) is related to the polar radius r on (M,g) by
the identity

r̃ =

∫ r

0
a (s) ds.

(b) For any two functions a, b ∈ S, consider the operation a ? b defined by

(a ? b) (t) = a

(∫ t

0
b (s) ds

)

b (t) . (3.20)

Prove that (S, ?) is a group.
(c) Fix m ∈ N and set for any v ∈ Rm

log[v] r = (log r)v1 (log log r)v2 . . . (log . . . log
︸ ︷︷ ︸
m times

r)vm

assuming that r is a large enough positive number. Let a and b be functions
from S such that, for large enough r,

a (r) ' rα−1 log[u] r and b (r) ' rβ−1 log[v] r,

for some α, β ∈ R+ and u, v ∈ Rm. Prove that

a ? b ' rγ−1 log[w] r,

where
γ = αβ and w = u+ αv. (3.21)

Remark. The identity (3.21) leads to the operation

(u, α) ? (v, β) = (u+ αv, αβ) ,

that coincides with the group operation in the semi-direct product Rm o R+, where the
multiplicative group R+ acts on the additive group Rm by the scalar multiplication.

3.42. Let J : M → M be a Riemannian isometry and let S be a submanifold of M such
that J (S) = S. Prove that J |S is a Riemannian isometry of S with respect to the induced
metric of S.

3.43. Let (M,gM ) and (N,gN ) be Riemannian manifolds and J : M → N be a Riemannian
isometry. Prove the following identities:

(a) For any smooth path γ on M ,

`gM (γ) = `gN (J ◦ γ) .
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(b) For any two points x, y ∈M ,

dM (x, y) = dN (Jx, Jy) ,

where dM , dN are the geodesic distances on M and N , respectively.

3.44. Let (M,gM , µM ) and (N,gN , µN ) be two weighted manifolds and J : M → N be a
quasi-isometry. Prove the following relations.

(a) For all smooth paths γ on M ,

`gM (γ) ' `gN (J ◦ γ) .

(b) For all couples of points x, y ∈M ,

dM (x, y) ' dN (Jx, Jy) .

(c) For all non-negative measurable functions f on N ,
∫

M

(J∗f) dµM '
∫

N

f dµN . (3.22)

(d) For all smooth functions f on N ,
∫

M

|∇ (J∗f)|2gM dµM '
∫

N

|∇f |2gN dµN . (3.23)

3.45. For any real α, consider the mapping y = Jx of Rn+1 onto itself given by

y1 = x1

...
yn−1 = xn−1

yn = xn coshα+ xn+1 sinhα
yn+1 = xn sinhα+ xn+1 coshα,

(3.24)

which is called a hyperbolic rotation.

(a) Prove that J is an isometry of Rn+1 with respect to the Minkowski metric

gMink =
(
dx1
)2

+ ...+ (dxn)2 −
(
dxn+1

)2
.

(b) Prove that J |Hn is a Riemannian isometry of the hyperbolic space Hn (cf.
Section 3).

3.46. Prove that, for any four points p, q, p′, q′ ∈ Hn such that

d
(
p′, q′

)
= d (p, q) , (3.25)

there exists a Riemannian isometry J of Hn such that Jp′ = p and Jq′ = q.



CHAPTER 4

Laplace operator and heat equation in L2 (M)

4.1. Prove that if ϕk
D
→ ϕ then

(a) ϕk ⇒ ϕ on M ;

(b) ∆µϕk
D
−→ ∆µϕ;

(c) fϕk
D
−→ fϕk for any f ∈ C∞ (M).

4.2. For any function f ∈ C∞ (M) and a distribution u ∈ D′ (M), their product fu is
defined as a distribution by

(fu, ϕ) = (u, fϕ) for any ϕ ∈ D (M) . (4.1)

Prove the following assertions.

(a) If uk
D′
−→ u then fuk

D′
−→ fu.

(b) supp (fu) ⊂ supp f ∩ suppu.
(c) Product rule:

∇ (fu) = f∇u+ (∇f)u,

where the product f∇u of a smooth function by a distributional vector field
and the product (∇f)u of a smooth vector field by a distribution are defined
similarly to (4.1).

4.3. Prove that if f ∈ C∞ (M) is such that |f | and |∇f | are bounded, and u ∈ W 1 (M)
then fu ∈W 1 (M) and

‖fu‖W 1 ≤ C‖u‖W 1 ,

where C = 2 max (sup |f | , sup |∇f |).

4.4. Prove the extension of Theorem 2 to manifold: for any 1 ≤ p <∞ and for any weighted
manifold (M,g, µ), D (M) is dense in Lp (M), and the space Lp (M) is separable.

4.5. Prove that D (M) is dense in C0 (M), where C0 (M) is the space of continuous
functions with compact support, endowed with the sup-norm.

4.6. Let u ∈ D′ (M) and (u, ϕ) = 0 for all non-negative functions ϕ ∈ D (M). Prove that
u = 0.

4.7. Let u ∈ L1
loc (M).

(a) Prove that if (u, ϕ) ≥ 0 for all non-negative functions ϕ ∈ D (M), then u ≥ 0
a.e.

(b) Prove that if (u, ϕ) = 0 for all non-negative functions ϕ ∈ D (M), then u = 0
a.e.

4.8. Let {uk} be a sequence from L2 (M) such that uk
D′
−→ u, where u ∈ D′ (M).

17
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(a) Prove that if the sequence of norms ‖uk‖L2 is bounded then u ∈ L2 (M) and

‖u‖L2 ≤ lim inf
k→∞

‖uk‖L2 .

(b) Assume in addition that ∇uk ∈ ~L2 and that the sequence of norms ‖∇uk‖L2

is bounded. Prove that u ∈W 1 (M) and

‖∇u‖L2 ≤ lim inf
k→∞

‖∇uk‖L2 .

4.9. Prove that the space ~Lp (M,µ) is complete.

4.10. Define the divergence of a distributional vector field v ∈ ~D′ by

(divµ v, ϕ) = − (v,∇ϕ) for all ϕ ∈ D.

Prove that, for any distribution u ∈ D′,

∆µu = divµ (∇u) ,

where all operators ∆µ, ∇, and divµ are understood in the distributional sense.

4.11. Let (M,g, µ) be a weighted manifold and U be a chart on M with coordinates
x1, ..., xn. Let f ∈ L2

loc (U).

(a) Assume that all distributional partial derivatives ∂f
∂xj

are in L2
loc (U), consid-

ering U as a part of Rn. Prove that the distributional gradient ∇gf in U is
given by

(∇gf)i = gij
∂f

∂xj
,

and

|∇gf |
2
g = gij

∂f

∂xi
∂f

∂xj
. (4.2)

Conclude that ∇gf ∈ ~L2
loc (U).

(b) Assuming that ∇gf ∈ ~L2
loc (U), prove that distributional partial derivatives

∂f
∂xj

are given by

∂f

∂xj
= gij (∇gf)i

and that the identity (4.2) holds. Conclude that ∂f
∂xj
∈ L2

loc (U).

4.12. For an open set Ω ⊂ Rn, let W 1 (Ω) be the Sobolev space defined in Section ??, and
W 1 (Ω,g, λ) be the Sobolev space defined in Section 4, where g is the canonical Euclidean
metric and λ is the Lebesgue measure. Prove that these two Sobolev spaces are identical.

4.13. Denote by∇dist the distributional gradient in Rn (n ≥ 2) reserving∇ for the gradient
in the classical sense, and the same applies to the Laplace operators ∆dist and ∆.

(a) Let f ∈ C1 (Rn \ {o}) and assume that

f ∈ L2
loc (Rn) and ∇f ∈ ~L2

loc (Rn) .

Prove that ∇distf = ∇f .
(b) Let f ∈ C2 (Rn \ {o}) and assume that

f ∈ L2
loc (Rn) , ∇f ∈ ~L2

loc (Rn) , and ∆f ∈ L2
loc (Rn) .

Prove that ∆distf = ∆f .
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(c) Consider in R3 the function f (x) = |x|−1. Show that f ∈ L2
loc

(
R3
)

and

∆f = 0 in R3 \ {o}. Prove that ∆distf = −4πδ where δ is the Dirac delta-
function at the origin o.

4.14. Consider in Rn (n ≥ 2) the function f (x) = |x|α, where α is a real parameter.

(a) Prove that f ∈ L2
loc provided α > −n/2.

(b) Prove that f ∈ L2
loc and ∇f ∈ ~L2

loc provided α > 1− n/2. Show that in this
case ∇distf = ∇f .

(c) Prove that f ∈ L2
loc, ∇f ∈ ~L

2
loc , and ∆u ∈ L2

loc provided α > 2−n/2. Show
that in this case ∆distf = ∆f ..

4.15. Prove that if {uk} is a sequence of functions from W 1 that is bounded in the norm
of W 1 then there exists a subsequence {uki} that converges to a function u ∈W 1 weakly
in W 1 and weakly in L2.

4.16. Prove that if {uk} is a sequence of functions from W 1 that converges weakly in W 1

to a function u ∈W 1 then there is a subsequence {uki} such that

uki
L2

⇀ u and ∇uki
L2

⇀ ∇u,

where ⇀ stands for the weak convergence.

4.17. Let {uk} be a sequence of functions from W 1 that converges weakly in L2 to a
function u ∈ L2.

(a) Prove that if the sequence {uk} is bounded in the norm W 1 then u ∈ W 1

and uk
W 1

⇀ u.

(b) Prove that if in addition ‖uk‖W 1 → ‖u‖W 1 then uk
W 1

→ u.

4.18. Let {uk} be an increasing sequence of non-negative functions from W 1 that converges
almost everywhere to a function u ∈ L2. Prove that if

‖∇uk‖L2 ≤ c

for some constant c and all k, then u ∈W 1, uk
W 1

⇀ u, and ‖∇u‖L2 ≤ c.

4.19. Let M be the unit ball B in Rn. Prove that the Laplace operator ∆ with domain
{
f ∈ C2 (B) : ∆f ∈ L2 (B)

}

is not symmetric in L2 (B).

4.20. Let A be an operator in L2 (M) defined by Af = −∆µf with domA = C∞0 (M).
Prove that operator A is unbounded.

4.21. Prove that if f ∈ C∞0 (M) and u ∈W 1
0 then fu ∈W 1

0 (M) .

4.22. Prove that the spaces W 2
0 (M) and W 2 (M), endowed with the inner product

(u, v)W 2 = (u, v)W 1 + (∆µu,∆µv)L2 , (4.3)

are Hilbert spaces.

4.23. Prove that, for any u ∈W 2
0 (M),

‖u‖2W 1 ≤ c
(
‖u‖2L2 + ‖∆µu‖

2
L2

)
, (4.4)

where c = 1+
√

2
2 .
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4.24. Let {Eλ} be the spectral resolution of the Dirichlet Laplace operator L in L2 (M).
Prove that, for any f ∈W 2

0 (M),

‖∇f‖2L2 =

∫ ∞

0
λ‖dEλf‖

2
L2 . (4.5)

4.25. Prove that domL1/2 = W 1
0 (M) and that (4.5) holds for any f ∈W 1

0 (M).

Hint. Use Exercise 17.13.

4.26. Prove that domL1/2 = dom (L+ id)1/2 and, for any f ∈W 1
0 (M),

‖f‖W 1 = ‖ (L+ id)1/2 f‖L2 . (4.6)

4.27. Prove that, for all f ∈W 1
0 (M),

‖∇f‖2L2 ≥ λmin‖f‖
2
L2 , (4.7)

where

λmin := inf specL. (4.8)

4.28. Assuming that λmin > 0, prove that the weak Dirichlet problem on M
{
−∆µu = f,
u ∈W 1

0 (M) ,
(4.9)

has a unique solution u for any f ∈ L2 (M), and that for this solution

‖u‖L2 ≤ λ−1
min‖f‖L2 (4.10)

and

‖∇u‖L2 ≤ λ−1/2
min ‖f‖L2 . (4.11)

4.29. Consider the following version of the weak Dirichlet problem: given a real constant
α and functions f ∈ L2 (M), w ∈ W 1 (M), find a function u ∈ L2 (M) that satisfies the
conditions {

∆µu+ αu = f,
u = w modW 1

0 (M) ,
(4.12)

where the second condition means u − w ∈ W 1
0 (M). Prove that if α < λmin then the

problem (4.12) has exactly one solution.

4.30. Let A be a bounded self-adjoint operator in L2 such that, for a constant α > 0 and
for any function f ∈ L2(M),

α−1‖f‖22 ≤ (Af, f)L2 ≤ α‖f‖22.

(a) Prove that the bilinear form

{f, g} := (∇f,∇g) + (Af, g)

defines an inner product in W 1
0 , and that W 1

0 with this inner product is a
Hilbert space.

(b) Prove that, for any h ∈ L2, the equation

−∆µu+Au = h

has exactly one solution u ∈W 2
0 .
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4.31. Prove that, for any α > 0 and f ∈ L2 (M), the function u = Rαf is the only
minimizer of the functional

E (v) := ‖∇v‖22 + α ‖v − f‖22 ,

in the domain v ∈W 1
0 (M).

4.32. Prove that for any α > 0 the operators ∇ ◦ Rα : L2 (M) → ~L2 (M) and L ◦ Rα :
L2 (M)→ L2 (M) are bounded and

‖∇ ◦Rα‖ ≤ α
−1/2, (4.13)

‖L ◦Rα‖ ≤ 1. (4.14)

4.33. Prove that, for any f ∈ L2 (M),

αRaf
L2

−→ f as α→ +∞.

Prove that if f ∈ domL then

‖αRαf − f‖L2 ≤
1

α
‖Lf‖L2 .

4.34. Prove that, for all α, β > 0,

Rα −Rβ = (β − α)RαRβ . (4.15)

4.35. Fix a function f ∈ L2.

(a) Prove that the function ϕ (t) := (Ptf, f) on t ∈ [0,+∞) is non-negative,
decreasing, continuous, and log-convex.

(b) Prove that the function ψ (t) := ‖∇Ptf‖22 is decreasing on (0,+∞) and
∫ ∞

0
ψ (t) dt ≤

1

2
‖f‖2L2 .

4.36. Prove that, for any f ∈W 1
0 , such that ‖f‖L2 = 1,

‖Ptf‖L2 ≥ exp

(

−t
∫

M

|∇f |2 dµ

)

, (4.16)

for any t > 0.

Hint. Use Exercise 4.25 and 4.35.

4.37. Prove that, for all f ∈ L2 and all t > 0,

‖∆µ (Ptf) ‖L2 ≤
e

t
‖f‖L2 . (4.17)

and

‖∇ (Ptf) ‖L2 ≤

√
e

t
‖f‖L2 . (4.18)

4.38. For any t > 0, define a quadratic form Et (f) by

Et (f) =

(
f − Ptf

t
, f

)

L2

, (4.19)

for all f ∈ L2.

(a) Prove that Et (f) is increasing as t is decreasing.
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(b) Prove that limt→0 Et (f) is finite if and only if f ∈W 1
0 , and

lim
t→0
Et (f) =

∫

M

|∇f |2 dµ.

(c) Define a bilinear form Et (f, g) in L2 by

Et (f, g) =

(
f − Ptf

t
, g

)

L2

.

Prove that if f, g ∈W 1
0 then

Et (f, g)→
∫

M

〈∇f,∇g〉 dµ as t→ 0. (4.20)

4.39. Prove that if f ∈W 2
0 then, for all t > 0,

‖Ptf − f‖L2 ≤ t‖∆µf‖L2 , (4.21)

Remark. Recall that, by Theorem 4, if f ∈ L2 then Ptf
L2

→ f as t → 0. The estimate
(4.21) implies a linear decay of ‖Ptf − f‖L2 as t→ 0 provided f ∈W 2

0 .

4.40. Prove that if f ∈W 1
0 then

‖Ptf − f‖L2 ≤ t1/2‖∇f‖L2 . (4.22)

Hint. Use Exercise 4.25 or argue as in Lemma 2.

4.41. Prove that if f ∈W 2
0 then

Ptf − f
t

L2

→ ∆µf as t→ 0. (4.23)

4.42. Prove that, for any f ∈ L2,

Ptf − f
t

D′
−→ ∆µf as t→ 0,

where ∆µf is understood in the distributional sense.

4.43. Prove that if f ∈ L2 and, for some g ∈ L2,

Ptf − f
t

L2

→ g as t→ 0

then f ∈W 2
0 and g = ∆µf .

4.44. Let f ∈W 2
0 be such that ∆µf = 0 in an open set Ω ⊂M . Consider a path

u (t) =

{
Ptf, t > 0,
f, t ≤ 0.

Prove that u (t) satisfies in R×Ω the heat equation du
dt = ∆µu in the following sense: the

path t 7→ u (t) is strongly differentiable in L2 (Ω) for all t ∈ R and the derivative du
dt is

equal to ∆µu where ∆µ is understood in the distributional sense.

4.45. Prove that if f ∈W 1
0 then

Ptf
W 1

−→ f as t→ 0.

and if f ∈W 2
0 then

Ptf
W 2

−→ f as t→ 0.
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4.46. (Product rule for strong derivatives)

(a) Let H be a Hilbert space, I be an interval in R, and u (t) , v (t) : I → H be
strongly differentiable paths. Prove that

d

dt
(u, v) = (u,

dv

dt
) + (

du

dt
, v).

(b) Consider the mappings u : I → Lp (M) and v : I → Lq (M) where I is an
interval in R and p, q ∈ [1,+∞]. Prove that if u and v are continuous then
the function w (t) = u (t) v (t) is continuous as a mapping from I to Lr (M)
where r is defined by the equation

1

p
+

1

q
=

1

r
.

(c) Prove that if u and v as above are strongly differentiable then w is also
strongly differentiable and

dw

dt
= u

dv

dt
+
du

dt
v.

4.47. For any open set Ω ⊂M , denote by Cb (Ω) the linear space of all bounded continuous
functions on Ω with the sup-norm. Let u (t, x) be a continuous function on I ×M where
I is an open interval in R, and let the partial derivative ∂u

∂t be also continuous in I ×M .
Prove that, for any relatively compact open set Ω ⊂ M , the path u (t, ·) : I → Cb (Ω) is
strongly differentiable, and its strong derivative du

dt coincides with the partial derivative
∂u
∂t .

4.48. Let H be a Hilbert space.

(a) Let u (t) : [a, b] → H be a continuous path. Prove that, for any x ∈ H, the
functions t 7→ (u (t) , x) and t 7→ ‖u (t) ‖ are continuous in t ∈ [a, b], and

∣
∣
∣
∣

∫ b

a

(u (t) , x) dt

∣
∣
∣
∣ ≤

(∫ b

a

‖u (t) ‖dt

)

‖x‖.

Conclude that there exists a unique vector U ∈ H such that
∫ b

a

(u (t) , x) dt = (U, x) for all x ∈ H,

which allows to define
∫ b
a u (t) dt by
∫ b

a

u (t) dt := U.

Prove that ∥
∥
∥
∥

∫ b

a

u (t) dt

∥
∥
∥
∥ ≤

∫ b

a

‖u (t)‖ dt.

(b) (Fundamental theorem of calculus) Let u (t) : [a, b]→ H be a strongly differ-
entiable path. Prove that if the strong derivative u′ (t) is continuous in [a, b]
then ∫ b

a

u′ (t) dt = u (b)− u (a) .

4.49. Let u : [a, b] → L1 (M,µ) be a continuous paths in L1. Prove that there exists an
function w ∈ L1 (N, dν) where N = [a, b]×M and dν = dtdµ, such that w (t, ·) = u (t) for
any t ∈ [a, b].
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4.50. (Chain rule for strong derivatives) Let u (t) : (a, b) → L2 (M) be a strongly differ-
entiable path. Consider a function ψ ∈ C1 (R) such that

ψ (0) = 0 and sup
∣
∣ψ′
∣
∣ <∞. (4.24)

Prove that the path ψ (u (t)) is also strongly differentiable in t ∈ (a, b) and

dψ (u)

dt
= ψ′ (u)

du

dt
.

4.51. Let Φ (λ) be a continuous function on [0,+∞) of a subexponential growth; that is,
for any ε > 0,

Φ (λ) = o
(
eελ
)

as λ→ +∞. (4.25)

Let L be a non-negative definite self-adjoint operator in a Hilbert space H. Fix f ∈ H
and consider the path v : R+ → H defined by

v (t) :=

∫ ∞

0
Φ (λ) e−tλdEλf, (4.26)

where {Eλ} is the spectral resolution of L. Prove that, for any t > 0, v (t) ∈ domL, the
strong derivative dv

dt exists, and

dv

dt
= −

∫ ∞

0
λΦ (λ) e−tλdEλf = −Lv (t) . (4.27)

Conclude that the strong derivative dkv
dtk

of any order k ∈ N exists and

dkv

dtk
= (−L)k v (t) . (4.28)

4.52. Let L be a non-negative definite self-adjoint operator in a Hilbert space H. For any
t ∈ R, consider the wave operators

Ct = cos
(
tL1/2

)
and St = sin

(
tL1/2

)
.

(a) Prove that Ct and St are bounded self-adjoint operators.

(b) Prove that, for all f, g ∈ domL1/2, the function

u(t) = Ctf + Stg

is strongly differentiable in t and satisfies the initial data

u|t=0 = f and
du

dt

∣
∣
∣
∣
t=0

= L1/2g.

(c) Prove that, for any f ∈ domL, both functions Ctf and Stf are twice strongly
differentiable in t and satisfy the wave equation

d2u

dt2
= −Lu,

where d2

dt2
is the second strong derivative.

(d) (A transmutation formula) Prove the following relation between the heat
and wave operators:

e−tL =

∫ ∞

0

1
√
πt

exp

(

−
s2

4t

)

Csds, (4.29)

where the integral is understood in the sense of the weak operator topology
(cf. Lemma 5).
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4.53. Let ϕ (t) be a continuous real-valued function on an interval (a, b), a < b, and
assume that ϕ (t) is right differentiable at any point t ∈ (a, b). Prove that if ϕ′ (t) ≤ 0
for all t ∈ (a, b) (where ϕ′ stands for the right derivative) then function ϕ is monotone
decreasing on (a, b).

4.54. Consider the right Cauchy problem in a Hilbert space H: to find a path u :
(0,+∞)→ H so that the following conditions are satisfied:

(i) u (t) is continuous and strongly right differentiable for all t > 0;
(ii) For any t > 0, u (t) ∈ domL and

du

dt
= −Lu,

where du
dt is the strong right derivative of u.

(iii) u (t)→ f as t→ 0, where f is a given element of H.

Prove the uniqueness of the path u (t) for any given f .





CHAPTER 5

Weak maximum principle and related topics

5.1. Let ψ (t) and ϕ (t) be functions satisfying the conditions (5) and (??) of Theorem 5.
Prove that ψ′dist = ϕ.

5.2. Let ψ ∈ C1 (R) be such that

ψ (0) = 0 and sup
∣
∣ψ′
∣
∣ <∞.

Prove that the functions ψ and ϕ := ψ′ satisfy the conditions (5) and (??) of Theorem 5.

5.3. Prove that if u, v ∈W 1
0 (M) then also max (u, v) and min (u, v) belong to W 1

0 (M).

5.4. Prove that if M is a compact manifold then W 1 (M) = W 1
0 (M) .

5.5. Prove that if u ∈ W 1 (M) then, for any real constant c, ∇u = 0 a.e. on the set
{x ∈M : u (x) = c}.

5.6. Prove that, for any u ∈W 1 (M),

(u− c)+
W 1

−→ u+ as c→ 0 + .

5.7. Let f ∈ W 1 (M) and assume that f (x) → 0 as x → ∞ (the latter means that, for
any ε > 0, the set {|f | ≥ ε} is relatively compact). Prove that f ∈W 1

0 (M) .

5.8. Prove that if u ∈ W 1
loc (M) and ϕ, ψ are functions on R satisfying the conditions of

Theorem 5 then ψ (u) ∈W 1
loc (M) and ∇ψ (u) = ϕ (u)∇u.

5.9. Define the space W 2
loc (M) by

W 2
loc =

{
f ∈W 1

loc : ∆µf ∈ L
2
loc

}
.

Prove the Green formula (??) for any two functions u ∈W 1
c and v ∈W 2

loc.

5.10. Let Rα be the resolvent defined by (??).

(a) Prove that, for any f ∈ L2 and α > 0,

Ptf = lim
α→+∞

e−αt
∞∑

k=0

α2ktk

k!
Rkαf . (5.1)

(b) Using (5.1), give an alternative proof of the fact that f ≤ 1 implies Ptf ≤ 1.

5.11. For all α, k > 0, define Rkα as ϕ (Rα) where ϕ (λ) = λk.

(a) Prove that, for all α, k > 0,

Rkα =

∫ ∞

0

tk−1

Γ (k)
e−αtPtdt, (5.2)

where the integral is understood in the weak sense, as in Lemma 5, and Γ is
the gamma function (cf. Section ??).
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(b) Write for simplicity R1 = R. Prove that

RkRl = Rk+l for all k, l > 0.

Prove that if f ∈ L2 (M) then f ≥ 0 implies Rkf ≥ 0 and f ≤ 1 implies
Rkf ≤ 1, for all k ≥ 0.

(c) Prove that Rk = e−kL where L = log (id +L) and L is the Dirichlet Laplace
operator.

Remark. The semigroup
{
Rk
}
k≥0

is called the Bessel semigroup, and the operator

log (id +L) is its generator.

5.12. Prove that, for any non-negative function f ∈ L2 (M) and all t, α > 0,

PtRαf ≤ e
αtRαf.

5.13. Let L be the Dirichlet Laplace operator on R1.

(a) Prove that the resolvent Rλ = (L+ λ id)−1 is given for any λ > 0 by the
following formula:

Rλf =
1

2
√
λ

∫ +∞

−∞
e−
√
λ|x−y|f (y) dy, (5.3)

for any and f ∈ L2
(
R1
)
.

(b) Comparing (5.3) with

Rλ =

∫ ∞

0
e−λtPtdt

and using the explicit formula for the heat kernel in R1, establish the follow-
ing identity:

e−t
√
λ =

∫ ∞

0

t
√

4πs3
exp

(

−
t2

4s

)

e−sλds, (5.4)

for all t > 0 and λ ≥ 0.

Remark. The function s 7→ t√
4πs3

exp
(
− t2

4s

)
is the density of a probability distribution

on R+, which is called the Levy distribution .

5.14. Let L be the Dirichlet Laplace operator on an arbitrary weighted manifold, and
consider the family of operators Qt = exp

(
−tL1/2

)
, where t ≥ 0.

(a) Prove the identity

Qt =

∫ ∞

0

t
√

4πs3
exp

(

−
t2

4s

)

Psds. (5.5)

(b) Let f ∈ L2 (M). Prove that f ≥ 0 implies Qtf ≥ 0 and f ≤ 1 implies
Qtf ≤ 1.

(c) Prove that in the case M = Rn, Qt is given explicitly by

Qtf =

∫

Rn
qt (x− y) f (y) dy

where

qt (x) =
2

ωn+1

t
(
t2 + |x|2

)n+1
2

. (5.6)
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Remark. The semigroup {Qt}k≥0 is called the Cauchy semigroup, and the operator L1/2

is its generator.

5.15. Let Ψ be a C∞-function on R such that Ψ (0) = Ψ′ (0) = 0 and 0 ≤ Ψ′′ (s) ≤ 1 for
all s.

(a) Prove that, for any f ∈ L2 (M), the following function

F (t) :=

∫

M

Ψ (Ptf) dµ (5.7)

is continuous and decreasing in t ∈ [0,+∞).
(b) Using part (a), give yet another proof of the fact that f ≤ 1 implies Ptf ≤ 1,

without using the resolvent.

5.16. Give an example of a manifold M and a non-negative function u ∈ W 1
loc (M) such

that
u ≤ 0 modW 1

0 (M)

but u /∈W 1 (M).

5.17. Let the paths w : (0, T )→ W 1 (M) and v : (0, T )→ W 1
0 (M) satisfy the same heat

equation
du

dt
= ∆µu for all t ∈ (0, T ) ,

where du
dt is the strong derivative in L2 (M) and ∆µu is understood in the distributional

sense. Prove that if

w (t, ·)− v (t, ·)
L2(M)
−→ 0 as t→ 0,

and w ≥ 0 then w (t, ·) ≥ v (t, ·) for all t ∈ (0, T ).

5.18. Let vα (x) be a real valued function on a non-compact smooth manifold M depending
on a parameter α ∈ A, and let c ∈ R. Prove that the following conditions are equivalent
(all convergences are inform in α ∈ A):

(i) vα (x)⇒ c as x→∞.
(ii) For any sequence {xk}

∞
k=1 that eventually leaves any compact set K ⊂ M ,

vα (xk)⇒ c as k →∞.
(iii) For any sequence {xk} on M that eventually leaves any compact set K ⊂M ,

there is a subsequence {xki} such that vα (xki)⇒ c as i→∞.
(iv) For any ε > 0, the set

Vε =

{

x ∈M : sup
α∈A
|vα (x)− c| ≥ ε

}

(5.8)

is relatively compact.

Show that these conditions are also equivalent for c = ±∞ provided (5.8) is appropri-
ately adjusted.

5.19. Referring to Exercise 5.18, let M = Ω where Ω is an unbounded open subset of Rn.
Prove that the condition (i) is equivalent to

(v) vα (xk) ⇒ c for any sequence {xk} ⊂ Ω such that either xk → x ∈ ∂Ω or
|xk| → ∞.

5.20. Let a function v ∈ C2 (M) satisfy the conditions:
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(i) −∆µv + αv ≤ 0 on M , for some α > 0;
(ii) v+ (x)→ 0 as x→∞ in M .

Prove that v ≤ 0 in M .

5.21. Prove that the statement of Corollary 5 remains true if the condition u+ (t, ·)
L2
loc(M)
−→

0 as t→ 0 is replaced by

u+ (t, ·)
L1
loc(M)
−→ 0 as t→ 0.

5.22. Let u be a function from C (M) ∩W 1
0 (M). For any a > 0, set

Ua = {x ∈M : u (x) > a} .

Prove that (u− a)+ ∈W
1
0 (Ua).

5.23. Let Ω be an open subset of a weighted manifold M and K be a compact subset of
Ω. Let f be a non-negative function from L2 (M). Prove that, for all α > 0,

Rαf −R
Ω
αf ≤ esup

M\K
Rαf. (5.9)

5.24. Under the hypotheses of Exercise 5.23, prove that, for all t > 0,

Ptf − P
Ω
t f ≤ sup

s∈[0,t]
esup
M\K

PΩ
s f. (5.10)

5.25. Let {Ωi}
∞
i=1 be an increasing sequence of open subsets of M , Ω =

⋃∞
i=1 Ωi, and

f ∈ L2 (Ω1). Prove that the family of functions
{
PΩi
t f

}∞

i=1
considered as the paths in

L2 (Ω), is equicontinuous in t ∈ [0,+∞) with resect to the norm in L2 (Ω).

5.26. Let A be the multiplication operator by a bounded,non-negative measurable function
a on M .

(a) Prove that A is a bounded, non-negative definite, self-adjoint operator in L2

and, for any non-negative f ∈ L2 and t ≥ 0,

0 ≤ e−tAf ≤ f. (5.11)

(b) Prove that, for any non-negative f ∈ L2 and t ≥ 0,

0 ≤ e−t(L+A)f ≤ e−tLf. (5.12)

(c) Using part (b), give an alternative proof of the fact that PΩ
t f ≤ Ptf .

Hint. In part (b) use the Trotter product formula:

e−t(A+B)f = lim
n→∞

(
e−

t
n
Ae−

t
n
B
)n
f, (5.13)

that is true for any two non-negative definite self-adjoint operators A,B in L2.



CHAPTER 6

Regularity theory in Rn

6.1. Show that the delta function δ in Rn belongs to W−k for any k > n/2.

6.2. The purpose of this problem is to give an alternative proof of Theorem 6 by means
of the Fourier transform. Let Ω be a bounded open set in Rn. Recall that W 1

0 (Ω) can be
considered as a subspace of W 1 (Rn) by extending functions by 0 outside Ω.

(a) Prove that, for all f ∈W 1
0 (Ω) and g ∈ C∞ (Rn),

∫

Ω
(∂jf) g dx = −

∫

Ω
f ∂jg dx. (6.1)

(b) Prove that, for any f ∈W 1
0 (Ω) and for any ξ ∈ Rn,

(
f, eiξx

)

W 1(Ω)
=
(

1 + |ξ|2
)
f̂ (ξ) , (6.2)

where f̂ (ξ) is the Fourier transform of f .
(c) Let {fk} be a sequence from W 1

0 (Ω) such that fk converges weakly in

W 1 (Rn) to a function f ∈ W 1 (Rn). Prove that f̂k (ξ) → f̂ (ξ), for any

ξ ∈ Rn. Prove that also f̂k → f̂ in L2
loc (Rn).

(d) Finally, prove that if {fk} is a bounded sequence in W 1
0 (Ω) then {fk} con-

tains a subsequence that converges in L2 (Ω).

Hint. Use Exercises 2.28 and 2.34.

6.3. Prove that, for any open set Ω′ b Ω, for any m ≥ −1, and for any u ∈ D (Ω′),

‖u‖Wm+2 ≤ C‖Lu‖Wm , (6.3)

where a constant C depends on Ω′, L,m.

Hint. Use Lemma 6 for the inductive basis and prove the inductive step as in Lemma 6.

6.4. Consider a more general operator

L = ∂i
(
aij (x) ∂j

)
+ bj (x) ∂j + c (x) , (6.4)

where aij is as before, and bj and c are smooth functions in Ω. Prove that if u ∈ D′ (Ω)
and Lu ∈ Wm

loc (Ω) for some m ∈ Z then u ∈ Wm+2
loc (Ω). Conclude that Lu ∈ C∞ implies

u ∈ C∞.

6.5. Let Ω′ b Ω be open sets and m ≥ −1 be an integer.

(a) Prove that, for any u ∈ D (Ω′),

‖u‖Vm+2(Ω) ≤ C‖Pu‖Vm(Ω), (6.5)

where a constant C depends on Ω′,P,m.
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(b) Using part (a), prove that, for any u ∈ C∞ (Ω),

‖u‖Vm+2(Ω′) ≤ C
(
‖u‖L2(Ω) + ‖Pu‖Vm(Ω)

)
. (6.6)

Remark. The estimate (6.6) was proved in Theorem 6. In the case u ∈ C∞, it is easier
to deduce it from (6.5).

6.6. Consider a more general parabolic operator

P = ρ∂t − ∂i
(
aij (x) ∂j

)
− bj (x) ∂j − c (x) ,

where aij and ρ are as before, and bj and c are smooth functions in Ω. Prove that if
u ∈ D′ (Ω) and Pu ∈ V m

loc (Ω) for some m ∈ Z then u ∈ V m+2
loc (Ω). Conclude that

Pu ∈ C∞ (Ω) implies u ∈ C∞ (Ω).



CHAPTER 7

The heat kernel on a manifold

7.1. Prove that Ws
0 is a Hilbert space.

7.2. Prove that W1
0 = W 1

0 and W2
0 = W 2

0 including the equivalence (but not necessarily
the identity) of the norms.

7.3. Prove that if k is a positive integer then f ∈ W2k
0 if and only if

f, Lf, ..., Lk−1f ∈W 1
0 (M) and Lkf ∈ L2 (M) . (7.1)

7.4. Prove that W2k
0 ⊂ W

2k and that the norms in W2k
0 and W2k are equivalent.

7.5. Prove that if f ∈ W2k
0 then, for all integer 0 ≤ l ≤ k,

‖Llf‖L2 ≤ ‖f‖(k−l)/k
L2 ‖Lkf‖l/k

L2 . (7.2)

7.6. Let M be a connected weighted manifold. Prove that if f ∈ L2
loc (M) and ∇f = 0 on

M then f = const on M .

7.7. Let M be a connected manifold and Ω be an open subset of M such that and M \Ω
is non-empty. Prove that 1Ω /∈W 1 (M) and 1Ω /∈W 1

0 (Ω) .

Remark. If in addition µ (Ω) < ∞ then clearly 1Ω ∈ L2 (Ω) and ∇1Ω = 0 in Ω whence
1Ω ∈ W 1 (Ω). In this case we obtain an example of a function that is in W 1 (Ω) but not
in W 1

0 (Ω).

7.8. (The exterior maximum principle)Let M be a connected weighted manifold and Ω be
a non-empty open subset of M such that M \ Ω is non-empty. Let u be a function from
C (M) ∩W 1

0 (M) such that ∆µu = 0 in Ω. Prove that

sup
Ω
u = sup

∂Ω
u.

Prove that if in addition Ω is the exterior of a compact set, then the hypothesis u ∈
C (M) ∩W 1

0 (M) can be relaxed to u ∈ C
(
Ω
)
∩W 1

0 (M) .

7.9. Assume that u ∈ L2
loc (M) and ∆µu ∈ L2

loc (M). Prove that u ∈ W 1
loc (M) and,

moreover, for any couple of open sets Ω′ b Ω′′ bM ,

‖u‖W 1(Ω′) ≤ C
(
‖u‖L2(Ω′′) + ‖∆µu‖L2(Ω′′)

)
, (7.3)

where the constant C depends on Ω′,Ω′′,g, µ, n. The space W 1
loc (M) is defined in Exercise

5.8 by (??).

7.10. Prove that if u ∈ D′ (M) and ∆µu ∈ C∞ (M) then u ∈ C∞ (M) .

7.11. A function u on a weighted manifold M is called harmonic if u ∈ C∞ (M) and
∆µu = 0. Prove that if {uk}

∞
k=1 is a sequence of harmonic functions such that

uk
L2
loc−→ u ∈ L2

loc (M)

then (a version of) u is also harmonic. Moreover, prove that, in fact, uk
C∞
−→ u.
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7.12. Let {uk} be a sequence of functions from L2
loc (M) such that

−∆µuk + αkuk = fk, (7.4)

for some αk ∈ R and fk ∈ W2m
loc (M), with a fixed non-negative integer m. Assume further

that, as k →∞,

αk → α, fk
W2m
loc−→ f and uk

L2
loc−→ u.

Prove that function u satisfies the equation

−∆µu+ αu = f, (7.5)

and that

uk
W2m+2
loc−→ u. (7.6)

Prove that if in addition fk ∈ C∞ (M) and fk
C∞
−→ f then (versions of) uk and u belong

to C∞ (M) and uk
C∞
−→ u.

7.13. Let {uk} be a sequence of non-negative functions from C∞ (M), which satisfy (7.4)
with αk ∈ R and fk ∈ C∞ (M). Assume further that, as k →∞,

αk → α, fk
C∞
−→ f and uk (x) ↑ u (x) for any x ∈M,

where u (x) is a function from L2
loc that is defined pointwise. Prove that u ∈ C∞ (M) and

uk
C∞
−→ u.

7.14. Prove that, for any relatively compact open set Ω ⊂M , for any set K b Ω, and for
any α ∈ R, there exists a constant C = C (K,Ω, α) such that, for any smooth solution to
the equation −∆µu+ αu = 0 on M ,

sup
K
|u| ≤ C‖u‖L2(Ω).

7.15. Let Rα be the resolvent operator defined in Section 4, that is, Rα = (L+ α id)−1,
where α > 0. Prove that if f ∈ L2 ∩ C∞ (M) then also Rαf ∈ L2 ∩ C∞ (M) .

7.16. Let {Ωi} be an exhaustion sequence in M . Prove that, for any non-negative function
f ∈ L2 ∩ C∞ (M) and any α > 0,

RΩi
α f

C∞
−→ Rαf as i→∞.

Hint. Use that RΩi
α f

L2

−→ Rαf (cf. Theorem 5).

7.17. Prove that, for any compact set K ⊂M , for any f ∈ L2 (M,µ), and for any positive
integer m,

sup
K

∣
∣∆m

µ (Ptf)
∣
∣ ≤ Ct−m

(
1 + t−σ

)
‖f‖2, (7.7)

where σ is the smallest integer larger than n/4.

7.18. Let f be a non-negative function from L2 (M) and {Ωi} be an exhaustion sequence
in M . Prove that

PΩi
t f

C∞(R+×M)
−→ Ptf as i→∞.

Hint. Use the fact that, for any t > 0,

PΩi
t f

a.e.
−→ Ptf as i→∞

(cf. Theorem 5).
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7.19. Prove that if f ∈ C∞0 (M) then

Ptf
C∞(M)
−→ f as t→ 0.

7.20. Consider the cos-wave operator

Ct = cos
(
tL1/2

)

(cf. Exercise 4.52). Prove that, for any f ∈ C∞0 (M) , the function

u (t, x) = Ctf (x)

belongs to C∞ (R×M) and solves in R×M the wave equation

∂2u

∂t2
= ∆µu

with the initial conditions

u (0, x) = f (x) and
∂u

∂t
(0, x) = 0.

7.21. Prove that, for all x, y ∈M and t > 0,

pt (x, y) ≤
√
pt (x, x) pt (y, y). (7.8)

7.22. Prove that, for all x ∈M , the functions pt (x, x) and ‖pt,x‖2 are non-increasing in t.

7.23. Let K ⊂M be a compact set.

(a) Prove that the function

S (t) := sup
x,y∈K

pt (x, y)

is non-increasing in t > 0.
(b) Prove that, for all t > 0,

S (t) ≤ C
(
1 + t−α

)
,

for some constants α,C > 0, where C depends on K.

7.24. Let J be an isometry of a weighted manifold M (see Section 3). Prove that

pt (Jx, Jy) ≡ pt (x, y) .

7.25. Prove that, for any two non-negative measurable functions f and g on M ,

(Pt (fg))2 ≤ Pt
(
f2
)
Pt
(
g2
)
.

Prove that
(Ptf)2 ≤ Pt

(
f2
)
.

7.26. Prove that the following dichotomy takes place: either supPt1 = 1 for all t > 0 or
there is c > 0 such that

supPt1 ≤ exp (−ct)

for all large enough t.

7.27. Prove that, for any fixed t > 0 and x ∈ M , the heat kernel pt (x, y) is a bounded
function of y ∈M .

7.28. Let F be a set of functions on M such that f ∈ F implies |f | ∈ F and Ptf ∈ F .
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(a) Prove that the semigroup identity

PtPs = Pt+s

holds in F .
(b) Assume in addition that F is a normed linear space such that, for any f ∈ F ,

‖Ptf‖F ≤ ‖f‖F

and
‖Ptf − f‖F → 0 as t→ 0.

Prove that, for any s > 0,

‖Ptf − Psf‖F → 0 as t→ s.

7.29. Let f ∈W 1
loc (M) be a non-negative function such that ∆µf ≤ 0 in the distributional

sense. Prove that Ptf ≤ f for all t > 0.

7.30. Let f ∈ L1
loc (M) be a non-negative function such that Ptf ≤ f for all t > 0.

(a) Prove that Ptf (x) is decreasing in t for any x ∈M .
(b) Prove that Ptf is a smooth solution to the heat equation in R+ ×M .

(c) Prove that Ptf
L1
loc−→ f as t→ 0.

(d) Prove that ∆µf ≤ 0 in the distributional sense.

7.31. Under the conditions of Exercise 7.30, assume in addition that ∆µf = 0 in an open
set U ⊂M . Prove that the function

u (t, x) =

{
Ptf (x) , t > 0,
f (x) , t ≤ 0,

is C∞ smooth in R× U and solves the heat equation in R× U .

Remark. The assumption Ptf ≤ f simplifies the proof but is not essential – cf. Exercise
9.8(c).

7.32. Let f ∈ L1
loc (M) be a non-negative function such that Ptf ∈ L1

loc (M) for all
t ∈ (0, T ) (where T > 0) and Ptf ≥ f for all t ∈ (0, T ).

(a) Prove that Ptf (x) is increasing in t for any x ∈M .
(b) Prove that Ptf is a smooth solution to the heat equation in (0, T )×M .

(c) Prove that Ptf
L1
loc−→ f as t→ 0.

(d) Prove that ∆µf ≥ 0 in the distributional sense.

(e) Show that the function f (x) = exp
(
|x|2

4T

)
in Rn satisfies the above condi-

tions.

7.33. Let f ∈ L∞ (M). Prove that Ptf ∈ L∞ (M) for any t > 0,

‖Ptf‖L∞ ≤ ‖f‖L∞ ,

and the function u (t, x) = Ptf (x) is C∞ smooth in R+×M and satisfies the heat equation.

7.34. Let Ω ⊂M be an open set, and consider the function

f (x) = 1Ω (x) :=

{
1, x ∈ Ω
0, x ∈M \ Ω.

Prove that
lim
t→0

Ptf (x) = f (x) for all x ∈M \ ∂Ω, (7.9)
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and the convergence is locally uniform in x.

7.35. Prove that if a function f ∈ L∞ (M) is continuous at a point x ∈M then

Ptf (x)→ f (x) as t→ 0. (7.10)

7.36. Let 1 ≤ r ≤ ∞ and f ∈ Lr (M).

(a) Prove that Ptf ∈ Lr (M) for any t > 0, and

‖Ptf‖Lr ≤ ‖f‖Lr . (7.11)

(b) Prove that Ptf (x) is a smooth function of (t, x) ∈ R+ ×M and satisfies the
heat equation.

7.37. Prove that if 1 < r <∞ and f ∈ Lr (M) then Ptf
Lr
−→ f as t→ 0.

7.38. Assume that
F (t) := sup

x∈M
pt (x, x) <∞.

Prove that, for all 1 ≤ r < s ≤ +∞, f ∈ Lr (M) implies Ptf ∈ Ls (M) and

‖Ptf‖Ls ≤ F (t)1/r−1/s ‖f‖Lr . (7.12)

7.39. Let f : M → [−∞,+∞] be a measurable function on M .

(a) Prove that, if f ≥ 0 then the function

Ptf (x) :=

∫

M

pt (x, y) f (y) dµ (y) (7.13)

is measurable on M for any t > 0.
(b) Prove that if f is signed and the integral (7.13) converges for almost all x

then Ptf (x) is measurable on M .
(c) Prove the identity

Pt+sf = Pt (Psf)

for any non-negative measurable function f .

7.40. For any open set Ω ⊂M , denote by pΩ
t (x, y) the heat kernel of the manifold (Ω,g, µ).

(a) Prove that pΩ
t (x, y) ≤ pt (x, y) for all x, y ∈ Ω and t > 0.

(b) Let {Ωi} be an exhaustion sequence in M . Prove that

pΩi
t (x, y)

C∞(R+×M×M)
−→ pt (x, y) as i→∞.

(c) Prove that, for any non-negative measurable function f (x),

PΩi
t f (x)→ Ptf (x) as i→∞,

for any fixed t > 0 and x ∈M .
(d) Prove that if f ∈ Cb (M) then

PΩi
t f (x)

C∞(R+×M)
−→ Ptf (x) as i→∞.

7.41. Let (X,gX , µX) and (Y,gY , µY ) be two weighted manifold and (M,g, µ) be their
direct product (see Section 3). Denote by pXt and pYt the heat kernels on X and Y ,
respectively. Prove that the heat kernel pt on M satisfies the identity

pt
(
(x, y) ,

(
x′, y′

))
= pXt

(
x, x′

)
pYt
(
y, y′

)
, (7.14)

for all t > 0, x, x′ ∈ X, y, y′ ∈ Y (note that (x, y) and (x′, y′) are points on M).
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7.42. For any t > 0, consider the quadratic form in L2 (M), defined by

Et (f) =

(
f − Ptf

t
, f

)

L2

(cf. Exercise 4.38). Prove that if the heat kernel is stochastically complete, that is, for all
x ∈M and t > 0, ∫

M

pt (x, y) dµ (y) = 1, (7.15)

then the following identity holds:

Et (f) =
1

2t

∫

M

∫

M

(f(x)− f(y))2pt(x, y)dµ(y)dµ(x), (7.16)

for all t > 0 and f ∈ L2 (M).

7.43. Prove that, for any real k > 0 and for any f ∈ L2 (M),

(L+ id)−k f (x) =

∫ ∞

0

tk−1

Γ (k)
e−tPtf (x) dt, (7.17)

for almost all x ∈M , where Γ is the gamma function.

Hint. Use Exercise 5.11.

7.44. Assume that the heat kernel satisfies the following condition

pt (x, x) ≤ ct−γ for all x ∈M and 0 < t < 1. (7.18)

where γ, c > 0. Fix a real number k > γ/2.

(a) Prove that, for any f ∈ L2 (M), the function (L+ id)−k f is continuous and

sup
M

∣
∣
∣(L+ id)−k f

∣
∣
∣ ≤ C‖f‖L2 , (7.19)

where C = C (c, γ, k).
(b) Prove that, for any u ∈ domLk, we have u ∈ C (M) and

sup
M
|u| ≤ C

(
‖u‖L2 + ‖Lku‖L2

)
. (7.20)

7.45. Prove that if (7.20) holds for all u ∈ domLk with some k > 0 then the heat kernel
satisfies the estimate (7.18) with γ = 2k.

7.46. The purpose of this question is to give an alternative proof of Theorem 6 (Sobolev
embedding theorem).

(a) Prove that if u ∈ W k (Rn) where k is a positive integer then u ∈ domLk/2,
where L is the Dirichlet Laplace operator in Rn. Prove also that, for any
u ∈W k (Rn),

‖ (L+ id)k/2 u‖L2 ≤ C‖u‖Wk ,

where C is a constant depending only on n and k.
(b) Prove that if u ∈ W k (Rn) where k is an integer such that k > n/2 then

u ∈ C (Rn) and

sup
Rn
|u| ≤ C‖u‖Wk .
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(c) Prove that if k > m + n/2 where m is a positive integer then u ∈ W k (Rn)
implies u ∈ Cm (Rn) and

‖u‖Cm(Rn) ≤ C‖u‖Wk(Rn).

(d) Prove that if Ω is an open subset of Rn and k and m are non-negative integers
such that k > m+n/2 then u ∈W k

loc (Ω) implies u ∈ Cm (Ω). Moreover, for
any open sets Ω′ b Ω′′ b Ω,

‖u‖Cm(Ω′) ≤ C‖u‖Wk(Ω′′),

with a constant C depending on Ω′,Ω′′, k,m, n.

Hint. Use Exercise 4.25 for part (a) and Exercise 7.44 for part (b)

7.47. (Compact embedding theorems)

(a) Assume that µ (M) <∞ and

sup
x∈M

pt (x, x) <∞ for all t > 0. (7.21)

Prove that the identical embedding W 1
0 (M) ↪→L2 (M) is a compact operator.

(b) Prove that, on any weighted manifold M and for any non-empty relatively
open compact set Ω ⊂ M , the identical embedding W 1

0 (Ω) ↪→ L2 (Ω) is a
compact operator (cf. Theorem 6 and Corollary 10).

Hint. Use for part (a) the weak compactness of bounded sets in L2 and Exercises
7.36, 4.40.

7.48. Let I be an open interval in R and H be a Hilbert space. Prove that if a mapping
h : I → H is weakly differentiable then h is strongly continuous.





CHAPTER 8

Positive solutions

8.1. Prove that if h is a non-negative function satisfying on M the equation

−∆µh+ αh = 0,

where α is a real constant, then Pth ≤ eαth for all t > 0.

8.2. If u ∈ L2
loc (M) is a non-negative solution to the equation

−∆µu+ αu = f

where α > 0 and f ∈ L2
loc (M), f ≥ 0. Prove that if

u (x)→ 0 as x→∞,

then u = Rαf .

8.3. Let u ∈ L2 (M) satisfy in M the equation

∆µu+ λu = 0,

where λ ∈ R, and

u (x)→ 0 as x→∞.

Prove that u ∈W 1
0 (M).

Remark. Since by the equation ∆µu ∈ L2 (M), it follows that u ∈ dom (L) and, hence, u
satisfies the equation Lu = −λu. Assuming that u 6= 0 we obtain that u is an eigenfunction
of the Dirichlet Laplace operator.

8.4. Let M be a connected weighted manifold and E,F be two compact subsets of M .
Prove that, for any real α there is a constant C = C (α,E, F ) such that, for any non-
negative α-superharmonic function u on M ,

inf
E
u ≤ C inf

F
u.

8.5. (A version of the elliptic minimum principle) Let M be a non-compact connected
weighted manifold and let u (t, x) ∈ C2 (M) be a superharmonic function. Prove that if

lim sup
k→∞

u (xk) ≥ 0 (8.1)

for any sequence {xk} such that xk →∞ in M , then u (x) ≥ 0 for all x ∈M .

8.6. (A version of the parabolic minimum principle) Fix T ∈ (0,+∞] and consider the
manifold N = (0, T ) ×M . We say that a sequence {(tk, xk)}

∞
k=1 of points in N escapes

from N if one of the following two alternatives takes place as k →∞:

1. xk →∞ in M and tk → t ∈ [0, T ];
2. xk → x ∈M and tk → 0.

41
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Let u (t, x) ∈ C2 (N) be a supersolution to the heat equation in N . Prove that if

lim sup
k→∞

u (tk, xk) ≥ 0 (8.2)

for any sequence {(tk, xk)} that escapes from N , then u (t, x) ≥ 0 for all (t, x) ∈ N .

8.7. Prove that any compact weighted manifold is stochastically complete.

8.8. Prove that Rn is stochastically complete (cf. Exercise 8.11).

8.9. Prove that if Pt1 (x) = 1 for some t > 0, x ∈M then Pt1 (x) = 1 for all t > 0, x ∈M .

8.10. Fix α > 0. Prove that M is stochastically complete if and only if Rα1 ≡ α−1.

8.11. Prove the following claims.

(a) Rn is stochastically complete for all n ≥ 1. (cf. Exercise 8.8).
(b) Rn \{0} is stochastically complete if n ≥ 2, whereas R1 \{0} is stochastically

incomplete.
(c) Any open set Ω ⊂ Rn such that Ω 6= Rn, is stochastically incomplete.

8.12. Let Ω be an open subset of Rn and h be a positive smooth function in Ω such that





∆h = 0 in Ω,
h (x)→ 0 as x→ ∂Ω,

h (x) = eO(|x|) as |x| → ∞

Prove that PΩ
t h = h for all t > 0.

8.13. Let f be a non-negative superharmonic function on M .

(a) Prove that the function

v (x) := lim
t→∞

Ptf (x) (8.3)

satisfies the identity Ptv = v for all t > 0 and, hence, is harmonic on M
(the limit in (8.3) exists and is finite because by Exercise 7.29 the function
Ptf (x) is finite and decreases in t).

(b) Assume in addition that manifold M is stochastically complete and f is
bounded. Prove that, for any non-negative harmonic function h on M , the
condition h ≤ f implies h ≤ v.

Remark. The maximal non-negative harmonic function that is bounded by f is
called the largest harmonic minorant of f . Hence, the function v is the largest
harmonic minorant of f .

8.14. Set v (x) = limt→∞ Pt1 (x). Prove that either v ≡ 0 or sup v = 1. Prove also that
either v ≡ 1 or inf v = 0.

8.15. Let Ω be the exterior of the unit ball in Rn, n ≥ 2. Evaluate limt→∞ P
Ω
t 1 (x).

8.16. (A model with two ends) Set M = R × Sn−1 (where n ≥ 1) so that every point
x ∈ M can be represented as a couple (r, θ) where r ∈ R and θ ∈ Sn−1. Fix smooth
positive functions ψ (r) and Υ (r) on R, and consider the Riemannian metric on M

g = dr2 + ψ2 (r) gSn−1 ,
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and measure µ on (M,g) with the density function Υ. Define the area function S (r) by

S (r) = ωnΥ (r)ψn−1 (r)

and volume function V (R) by

V (R) =

∫

[0,R]
S (r) dr,

so that V (R) ≥ 0.

(a) Show that the expression (??) for ∆µ remains true in this setting.
(b) Prove that if function V (r) is even then the following are equivalent:

(i) (M,g, µ) is stochastically complete.
(ii) There is a non-constant non-negative harmonic function u ∈ L1 (M,µ).

(iii)
∫∞ V (r)

S(r) dr =∞.
(c) Let S (r) satisfy the following relations for some α > 2:

S (r) =

{
exp (rα) , r > 1,
exp (− |r|α) , r < −1.

Prove that (M,g, µ) is stochastically incomplete. Prove that any non-negative
harmonic function u ∈ L1 (M,µ) is identical zero.





CHAPTER 9

Heat kernel as a fundamental solution

9.1. Let µ be a measure in Rn defined by

dµ = exp (2c · x) dx

where dx is the Lebesgue measure and c is a constant vector from Rn. Prove that the heat
kernel of (Rn,gRn , µ) is given by

pt (x, y) =
1

(4πt)n/2
exp

(

−c · (x+ y)− |c|2 t−
|x− y|2

4t

)

. (9.1)

9.2. (Heat kernel in half-space) Let

M =
{(
x1, . . . , xn

)
∈ Rn : xn > 0

}
.

Prove that the heat kernel of M with the canonical Euclidean metric and the Lebesgue
measure is given by

pt (x, y) =
1

(4πt)n/2

(

exp

(

−
|x− y|2

4t

)

− exp

(

−
|x− y|2

4t

))

(9.2)

where y is the reflection of y at the hyperplane xn = 0, that is,

y =
(
y1, . . . , yn−1,−yn

)
.

9.3. (Heat kernel in Weyl’s chamber) Let

M =
{(
x1, . . . , xn

)
∈ Rn : x1 < x2 < · · · < xn

}
.

Prove that the heat kernel of M with the canonical Euclidean metric and the Lebesgue
measure is given by

pt (x, y) = det
(
pR

1

t

(
xi, yj

))n

i,j=1
, (9.3)

where pR
1

t is the heat kernel in R1.

9.4. Let (M,g, µ) be a weighted manifold, and let h be a smooth positive function on M
satisfying the equation

−∆µh+ Φh = 0, (9.4)

where Φ is a smooth function on M . Define measure µ̃ on M by dµ̃ = h2dµ.

(a) Prove that, for any f ∈ C∞ (M),

∆µf − Φf = h∆µ̃

(
h−1f

)
. (9.5)

(b) Prove that, for any f ∈ D (M),
∫

M

(
|∇f |2 + Φf2

)
dµ ≥ 0. (9.6)
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9.5. Applying (9.6) in Rn\{0} with suitable functions h and Φ, prove the Hardy inequality :
for any f ∈ D (Rn \ {0}) ,

∫

Rn
|∇f |2 dx ≥

(n− 2)2

4

∫

Rn

f2

|x|2
dx. (9.7)

9.6. Prove that if u and v are two regular fundamental solutions at point y ∈M then the
difference u−v is a C∞-smooth function on R×M satisfying in R×M the heat equation.

9.7. Let Ω ⊂M be an open set. Prove that the function ut (x, y) := pt (x, y)− pΩ
t (x, y) is

C∞ smooth jointly in t ∈ R and x, y ∈ Ω.

9.8. Let a smooth function u (t, x) on R+ ×M satisfy the following conditions
{

∂u
∂t = ∆µu in R+ ×M,

u (t, ·)
L1
loc−→ f as t→ 0,

(9.8)

where f ∈ L1
loc (M). Extend u (t, x) to t ≤ 0 by setting u (t, x) ≡ 0.

(a) Prove that the function u (t, x) satisfies in R×M the equation

∂u

∂t
−∆µu = F, (9.9)

where F is a distribution on R×M defined by

(F,ϕ) =

∫

M

ϕ (0, x) f (x) dµ (x) ,

for any ϕ ∈ D (R×M).
(b) Prove that if in (9.8) f ≡ 0 in M then u ∈ C∞ (R×M).
(c) Prove that if f ∈ C∞ (M) then

u (t, ·)
C∞(M)
−→ f as t→ 0 + .

Consequently, the function

ũ (t, x) =

{
u (t, x) , t > 0,
f (x) , t ≤ 0,

belongs to C∞ (R×M).

Hint. Use Exercise 7.19.

9.9. Prove that, on any weighted manifold M , for any open set Ω, any compact set K ⊂ Ω,
and any N > 0,

sup
x∈K

∫

Ωc
pt (x, y) dµ (y) = o

(
tN
)

as t→ 0. (9.10)

9.10. Define the resolvent kernel rα (x, y) by

rα (x, y) =

∫ ∞

0
e−αtpt (x, y) dt. (9.11)

Prove that, for any α > 0, rα (x, y) is a non-negative smooth function on M ×M \ diag.
Furthermore, for any y ∈M , rα (·, y) satisfies the equation

−∆µrα + αrα = δy. (9.12)



CHAPTER 10

Spectral properties

10.1. Let (X, d) be a separable metric space and S ⊂ X be a subset of X. Prove that if
all points of S are isolated then S is at most countable.

10.2. Prove that, for any Borel set U ,

m (U) = traceEU .

10.3. Prove that if A is a non-negative definite self-adjoint operator with a finite trace
then A is a compact operator.

10.4. For any non-negative definite operator A with domA = H, define its trace by

traceA =
∑

k

(Avk, vk) ,

where {vk} is any orthonormal basis of H. Prove that the trace does not depend on the
choice of the basis {vk}.

10.5. Prove that, for any f ∈ L2 (M),

(Ptf, f) ≤ exp (−λmin (M) t) ‖f‖2L2 .

10.6. Prove the following properties of λmin for subsets of a weighted manifold M .

(a) If Ω1 ⊂ Ω2 are two open sets then

λmin (Ω1) ≥ λmin (Ω2) .

(b) If {Ωk} is a finite or countable sequence of disjoint open sets and Ω =
⋃
k Ωk

then
λmin (Ω) = inf

k
λmin (Ωk) .

(c) If {Ωk}
∞
k=1 is an increasing sequence of open sets and Ω =

⋃
k Ωk then

λmin (Ω) = lim
k→∞

λmin (Ωk) .

10.7. Let (M,g, µ) and (M, g̃, µ̃) be two weighted manifolds based on the same smooth
manifold M of dimension n. Assume that they are quasi-isometric, that is, for some
positive constant A and B,

A−1 ≤
g̃

g
≤ A and B−1 ≤

Υ̃

Υ
≤ B, (10.1)

where Υ and Υ̃ are the density functions of measures µ and µ̃ respectively. Prove that

C−1λmin (M) ≤ λ̃min (M) ≤ Cλmin (M) (10.2)

where C = C (A,B, n) is a positive constant, λmin (M) is the bottom of the spectrum of

the Dirichlet Laplacian on (M,g, µ), and λ̃min (M) is the bottom of the spectrum of the
Dirichlet Laplacian on (M, g̃, µ̃).
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10.8. (Cheeger’s inequality) The Cheeger constant of a manifold is defined by

h (M) := inf
f∈C∞0 (M)\{0}

∫
M |∇f | dµ∫
M |f | dµ

. (10.3)

Prove that

λmin (M) ≥
1

4
h2 (M) . (10.4)

10.9. In the setting of Lemma 10, prove that the integral operator Q is compact without
using the trace.

10.10. Let M be a compact weighted manifold, which has a finite number m of connected
components.

(a) Prove that λ1 (M) = ... = λm (M) = 0 and λm+1 (M) > 0.
(b) Show that the estimate (10) holds for all k ≥ m + 1 and does not hold for

k ≤ m.

10.11. Let M be a compact connected weighted manifold. Prove that

pt (x, y)⇒
1

µ (M)
as t→∞,

where the convergence is uniform for all x, y ∈M .

10.12. Let Ω be a non-empty relatively compact connected open subset of a weighted
manifold M . Using the notation of Theorem 10, prove that, for all x, y ∈ Ω,

pΩ
t (x, y) ∼ e−λ1tϕ1 (x)ϕ1 (y) as t→∞.

10.13. Prove that, under the conditions of Theorem 10,

sup
x∈Ω
|ϕk (x)| ≤ C (1 + λσk) , for all k ≥ 1, (10.5)

where σ is the exponent from (??) and C is a constant that does not depend on k.

10.14. Let (M,g, µ) be a weighted manifold with the discrete spectrum. Let {ϕk} be an
orthonormal basis in L2 (M) that consists of the eigenfunctions of M , and let λk be the
eigenvalue of ϕk.

(a) Prove that, for any f ∈ L2 (M), if f =
∑

k akϕk is the expansion of f in the
basis {ϕk} in L2 (M) then

Ptf =
∑

k

e−λktakϕk, (10.6)

where the series converges in L2 (M) for any t > 0. Show also that the series
converges in C∞ (R+ ×M) .

(b) Assume in addition that

tracePt =
∑

k

e−λkt <∞

for all t > 0. Prove that

pt (x, y) =
∑

k

e−λktϕk (x)ϕk (y) , (10.7)

where the series converges in C∞ (R+ ×M ×M) .
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10.15. On an arbitrary weighted manifold, consider the resolvent R = (id +L)−1 and its
powers Rs = (id +L)−s, where L is the Dirichlet Laplace operator and s > 0.

(a) Prove that

traceRs =

∫ ∞

0

ts−1

Γ (s)
e−t tracePtdt. (10.8)

(b) Assuming in addition that µ (M) <∞ and

pt (x, x) ≤ Ct−ν for all 0 < t < 1, x ∈M,

where C and ν are positive constants, prove that traceRs is finite for all
s > ν.

10.16. Let Ω be a relatively compact open subset of a weighted manifold M of dimension
n. Let {ϕk} be an orthonormal basis in L2 (Ω) that consists of the eigenfunctions of M ,
and let {λk} be the sequence of the corresponding eigenvalues.

(a) Prove that if s > s0 = s0 (n) then

∞∑

k:λk>0

λ−sk <∞. (10.9)

(b) Prove that if f ∈ C∞0 (Ω) then the Fourier series

f =
∑

k

ckϕk

of function f converges to f absolutely and uniformly in Ω.

10.17. Let (M,g, µ) be a compact weighted manifold and {ϕk} be an orthonormal basis
in L2 (M) that consists of the eigenfunctions of M . Prove that the set of all finite linear
combinations of functions ϕk is dense in C (M).

Remark. This can be considered as a generalization of the classical Stone-Weierstrass
theorem that any continuous 2π-periodic function on R can be uniformly approximated
by trigonometric polynomials.

10.18. In this problem, the circle S1 is identified with R/2πZ.

(i) Prove that the heat kernel pt (x, y) of S1 is given by

pt (x, y) =
1

2π
+

1

π

∞∑

k=1

e−k
2t cos k (x− y) . (10.10)

(ii) Show that the heat kernel pt (x, y) of S1 can be obtained from the heat kernel
p̃t (x, y) of R1 by

pt (x, y) =
∑

n∈Z

p̃t (x+ 2πn, y) . (10.11)

(iii) Prove the Poisson summation formula

∑

k∈Z

e−k
2t =

√
π

t

∑

n∈Z

exp

(

−
π2n2

t

)

. (10.12)
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10.19. Let P (x) be a homogeneous of degree k harmonic polynomial on Rn+1. Prove
that the function f = P |Sn is an eigenfunction of the Laplacian of Sn with the eigenvalue
α = k (k + n− 1) .

Remark. It is possible to prove that such eigenfunctions exhaust all eigenfunctions on
Sn.

10.20. Consider the weighted manifold (R,gR, µ) where dµ = e−x
2
dx. Prove that the

spectrum of this manifold is discrete, its eigenvalues are λk = 2k, k = 0, 1, ..., and the
eigenfunctions are hk (x) – the Hermite polynomials (see Exercise 3.10). Hence, show that
the heat kernel of this manifold satisfies the identity

pt (x, y) =
∞∑

k=0

e−2kthk (x)hk (y)
√
π2kk!

. (10.13)

Remark. The same heat kernel is given by the formula

pt (x, y) =
1

(2π sinh 2t)1/2
exp

(
2xye−2t −

(
x2 + y2

)
e−4t

1− e−4t
+ t

)

,

cf. Example 9.

10.21. Let (M,g, µ) be a weighted manifold with discrete spectrum, and let {ϕk} be an
orthonormal basis in L2 (M) of the eigenfunctions of M with eigenvalues {λk}.

(a) Prove that {ϕk} is an orthogonal basis also in W 1
0 (M).

(b) Let f ∈ L2 (M) and assume that f =
∑

k akϕk is its expansion in the basis
{ϕk} in L2 (M). Prove that if, in addition, f ∈W 1

0 (M) then

∇f =
∑

k

ak∇ϕk in ~L2 (M) (10.14)

and ∫

M

|∇f |2 dµ =
∑

k

λka
2
k. (10.15)

(c) Prove that if f ∈W 2
0 (M) then

−∆µf =
∑

k

λkakϕk in L2 (M) (10.16)

and ∫

M

(∆µf)2 dµ =
∑

k

λ2
ka

2
k. (10.17)

10.22. Let manifold M admit k non-zero functions f1, ..., fk ∈ W 1
0 (M) with disjoint

supports such that R (fi) ≤ a for all i = 1, ..., k and some number a. Assuming that the
spectrum of L is discrete, prove that λk (M) ≤ a.

10.23. Prove that if the spectrum of a weighted manifold (M,g, µ) is discrete then also
the spectrum of any non-empty open subset Ω ⊂M is discrete.

10.24. Let (M ′,g′, µ′) and (M ′′,g′′, µ′′) be two weighted manifold with discrete spectra,
whose eigenvalues are given by the sequences {αi} and {βj}, respectively (each eigenvalue
is counted with multiplicity). Prove that the spectrum of the direct product (M,g, µ) is
also discrete, and the eigenvalues are given by the double sequence {αi + βj}.
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10.25. (Compactness of the embedding W 1
loc ↪→ L2

loc) Let {uk} be a sequence of functions
from W 1

loc (M) such that {uk} is bounded in W 1 (Ω) for any relatively compact open set
Ω ⊂M . Prove that there exists a subsequence {uki} that converges in L2

loc (M).

10.26. Let f ∈ C2 (M) be a non-negative function on a connected weighted manifold M
that satisfies the inequality

∆µf + αf ≤ 0

with a real constant α. Prove that either f ≡ 0 or α ≤ λmin (M).

Remark. The converse is also true, that is, for any α ≥ λmin (M) there exists a positive
solution to the equation ∆µf + αf = 0. This will be proved later in Chapter ?? (cf.
Theorem 13). Exercise 10.27 contains a partial result in this direction.

10.27. Let α be a real number.

(a) Prove that if α < λmin (M) then the operator L − α id has the inverse in
L2 (M) and

(L − α id)−1 =

∫ ∞

0
eαtPtdt. (10.18)

(b) Prove that if µ (M) <∞ and α < λmin (M) then the weak Dirichlet problem
{

∆µu+ αu = 0
u ∈ 1 modW 1

0 (M)

has a unique solution that is given by the formula

u = 1 + α

∫ ∞

0
eαt (Pt1) dt (10.19)

Deduce that u > 0.

10.28. (Maximum principle) Let Ω be a non-empty relatively compact open set in a
connected weighted manifold M such that M \Ω is non-empty. Prove that if u ∈ C

(
Ω
)
∩

C2 (Ω) is a subharmonic function in Ω then

sup
Ω

u = sup
∂Ω

u. (10.20)

Remark. Of course, this statement follows from Corollary 8. Find another proof using
Theorem 10 and Exercise 4.28.

10.29. Prove that, for all x, y ∈M and t ≥ s > 0,

pt (x, y) ≤
√
ps (x, x) ps (y, y) exp (−λmin (M) (t− s)) .





CHAPTER 11

Distance function and completeness

11.1. Let g be a metric in Rn, which is given in the polar coordinates (r, θ) by

g = dr2 + ψ2 (r) gSn−1 , (11.1)

where ψ (r) is a smooth positive function (cf. Sections 3 and ??). Prove that the Rie-
mannian model (Rn,g) is complete.

11.2. Prove the implication (c)⇒ (a) of Hopf-Rinow Theorem, that is, if all geodesic balls
are relatively compact then (M,d) is a complete metric space.

11.3. Prove that a function f ∈ C1 (M) is Lipschitz if and only if |∇f | is bounded, and

‖f‖Lip = sup
M
|∇f | .

11.4. Prove the following properties of Lipschitz functions.

(a) Let f1, ..., fm ∈ Lip (M) and let Ik = fk (M) be the range of fk. Let ϕ be
a Lipschitz function on the set I1 × ... × Im ⊂ Rm. Then the composite
function

Φ (x) := ϕ (f1 (x) , ..., fm (x))

is Lipschitz on M and

‖Φ‖Lip ≤ ‖ϕ‖Lip

(
m∑

k=1

‖fk‖
2
Lip

)1/2

. (11.2)

(b) If f ∈ Lip0 (M) and ϕ ∈ Lip (R) is such that ϕ (0) = 0 then ϕ◦f ∈ Lip0 (M).

11.5. Prove that f, g ∈ Lip (M) then also the functions f + g, max (f, g), min (f, g) are
Lipschitz; moreover, fg is also Lipschitz provided one of the functions f, g is bounded on
the support of the other.

Hence show, that if f, g ∈ Lip0 (M) then also the functions f + g, fg, max (f, g),
min (f, g) belong to Lip0 (M).

11.6. Prove that for any open set Ω ⊂M and any compact set K ⊂ Ω there is a function
f ∈ Lip0 (Ω) such that 0 ≤ f ≤ 1 in Ω, f |K ≡ 1, and ‖f‖Lip ≤ 2

d(K,Ωc) .

Remark. A function f with the above properties is called a Lipschitz cutoff function of
K in Ω.

11.7. Let f be a real valued function on a Riemannian manifold M .

(a) Prove that if {Uα} is a countable family of open sets covering the manifold
M such that

C := sup
α
‖f‖Lip(Uα) <∞,

then f ∈ Lip (M) and ‖f‖Lip(M) ≤ C.
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(b) Prove that if E1, E2 are two closed sets in M such that E1 ∪E2 = M and f
is Lipschitz in each set E1, E2 with the Lipschitz constant C, then f is also
Lipschitz in M with the Lipschitz constant C.

11.8. Prove that
C1 (M) ⊂ Liploc (M) ⊂W 1

loc (M) .

11.9. Prove that the set of functions from Liploc (M) with compact support is identical to
Lip0 (M).

11.10. Prove that if f1, ..., fm ∈ Liploc (M) and ϕ ∈ Liploc (Rm) then the composite
function Φ (x) := ϕ (f1 (x) , ..., fm (x)) is locally Lipschitz on M .

11.11. Prove that if f, g ∈ Liploc (M) then the functions f + g, fg, max (f, g), min (f, g)
are also in Liploc (M) .

11.12. Prove that if f ∈ Liploc (M) then the distributional gradient ∇f belongs to
~L∞loc (M).

11.13. (Product rule for Lipschitz functions)

(a) Prove that, for all f, g ∈ Liploc (M),

∇ (fg) = f∇g + g∇f. (11.3)

(b) Prove that if f ∈ Lip (M) ∩ L∞ (M) and g ∈ W 1
0 (M) then fg ∈ W 1

0 (M)
and (11.3) holds.

(c) Prove that if f ∈ Lip0 (M) and g ∈W 1
loc (M) then fg ∈W 1

0 (M) and (11.3)
holds.

11.14. (Chain rule for Lipschitz functions) Prove that if f ∈ Liploc (M) and ψ ∈ C1 (R),
then ψ (f) ∈ Liploc (M) and

∇ψ (f) = ψ′ (f)∇f.

11.15. Prove that if (M,g, µ) is a complete weighted manifold then W 1
0 (M) = W 1 (M).

11.16. Let (M,g, µ) be a complete weighted manifold.

(a) Let {uk}
∞
k=1 be a sequence from W 1 (M) such that, for all ϕ ∈ C∞0 (M),

(uk, ϕ)W 1 → (u, ϕ)W 1 (11.4)

for some u ∈W 1, and

(uk, ϕ)L2 → (v, ϕ)L2 , (11.5)

for some v ∈ L2 (M). Prove that u = v.
(b) Show that without the hypothesis of completeness, the claim of (a) is not

true in general.

11.17. Let (M,g, µ) be a complete weighted manifold, and let h be a smooth positive
function on M satisfying (9.4). Set dµ̃ = h2dµ.

(a) Let L̃ = −∆µ̃

∣
∣
W 2

0
be the Dirichlet Laplace operator of (M,g, µ̃). Prove

that the operator −∆µ + Φ|D is essentially self-adjoint in L2 (M,µ), and its

unique self-adjoint extension, denoted by LΦ, is given by

LΦ = JL̃J−1, (11.6)

where J is a bijection L2 (M, µ̃)→ L2 (M,µ) defined by Jf = hf.
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(b) Prove that the heat semigroup e−tL
Φ

of the operator LΦ in L2 (M,µ) has
the integral kernel pΦ

t (x, y), given by

pΦ
t (x, y) = h (x)h (y) p̃t (x, y) . (11.7)

11.18. Consider in R the function Φ (x) = x2 − 1. Verify that the function h (x) = e−
1
2
x2

satisfies (9.4) with this function. Hence, prove that

pΦ
t (x, y) =

et

(2π sinh 2t)1/2
exp

(

−
(x− y)2

2 sinh 2t
−
x2 + y2

2
tanh t

)

. (11.8)

Remark. The function (11.8) is called the Mehler kernel .

Hint. Use Example 9.

11.19. Let f (r) be a positive increasing function on (0,+∞) and assume that there exists
a sequence {rk} → ∞ such that

f (rk) ≤ Cr
2
k for all k.

Prove that ∫ ∞ rdr

f (r)
=∞.

11.20. Let M be a connected manifold with bounded geometry as in Example 11.

(a) Prove that there is a constant N such that for any x ∈ M , the ball B (x, ε)
can be covered by at most N balls of radius ε/2.

(b) Prove that for any x ∈ M and integer k > 1, the ball B (x, kε/2) can be
covered by at most Nk−1 balls of radii ε/2.

(c) Prove that any geodesic ball on M is relatively compact.
(d) Prove that, V (x, r) ≤ exp (Cr) for all x ∈ M and r ≥ 1. Conclude that M

is stochastically complete.

11.21. Let (M,µ) be a complete connected weighted manifold with µ (M) < ∞. Prove
that, for all x, y ∈M ,

pt (x, y)→
1

µ (M)
as t→∞. (11.9)

11.22. Let (M,µ) be a complete connected weighted manifold and let h be a positive
harmonic function on M such that, for some x0 ∈M , the function

v (r) :=

∫

B(x0,r)
h2dµ

satisfies the condition ∫ ∞ rdr

log v (r)
=∞. (11.10)

Prove that Pth = h.

11.23. Let f (r) be a C1-function on (0,+∞) such that f ′ (r) > 0. Prove that
∫ ∞ rdr

f (r)
=∞ =⇒

∫ ∞ dr

f ′ (r)
=∞.

11.24. Prove that any parabolic manifold is stochastically complete.
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11.25. Prove that, for any bounded open set Ω ⊂ Rn,

λmin (Ω) ≥
1

n (diam Ω)2 . (11.11)

Hence or otherwise show that there exists a constant cn > 0 such that, for any ball
Br ⊂ Rn,

λmin (Br) = cnr
−2.

11.26. Let (M,g, µ) be a weighted manifold of dimension n ≥ 2, and o be a point in M .

(a) Prove that, for any open neighborhood U of o and for any ε > 0, there exists
a cutoff function ψ of {o} in U such that

∫

U

|∇ψ|2 dµ < ε.

(b) Prove that
λmin (M \ {o}) = λmin (M) . (11.12)

(c) Show that (11.12) fails if n = 1.

11.27. Let (M,g, µ) be a complete weighted manifold. Fix a point x0 ∈M and set

α = lim sup
r→∞

1

r
log µ (B (x0, r)) . (11.13)

Prove that

λmin (M) ≤
α2

4
.

11.28. Let (M,g, µ) be a weighted model based on Rn as in Sections 3 and ??, and let
S (r) be the area function of this model. Set

α′ = inf
r>0

S′ (r)

S (r)
and α = lim sup

r→∞

S′ (r)

S (r)
. (11.14)

Prove that
(α′)2

4
≤ λmin (M) ≤

α2

4
.



CHAPTER 12

Gaussian estimates in the integrated form

12.1. Let Φ be a C2-function in I := [0,+∞) such that Φ,Φ′,Φ′′ ≥ 0 and

Φ′′Φ ≥ δ
(
Φ′
)2
, (12.1)

for some δ > 0. Let ξ(t, x) be a continuous function on I ×M and assume that ξ (t, x) is

locally Lipschitz in x ∈ M for any t ∈ I, ∂ξ
∂t exists and is continuous on I ×M , and the

following inequality holds on I ×M :

∂ξ

∂t
+

1

4δ
|∇ξ|2 ≤ 0.

Prove that the quantity

J (t) :=

∫

M

Φ (Ptf) eξ(t,·)dµ

is non-increasing in t ∈ I for any non-negative f ∈ L2 (M).

12.2. Give an alternative proof of (??) applying Theorem 12 with the function

ξ(t, x) := αd(x,A)−
α2

2
t,

where α is an arbitrary real parameter.

12.3. The purpose of this question is to prove the following enhanced version of (??): if f
and g are two functions from L2 (M) such that

d (supp f, supp g) ≥ r,

where r ≥ 0, then, for all t > 0,

|(Ptf, g)| ≤ ‖f‖2 ‖g‖2

∫ ∞

r

1
√
πt

exp

(

−
s2

4t

)

ds. (12.2)

(a) (Finite propagation speed for the wave equation) Let u (t, x) be a C∞ function
on R×M that solves in R×M the wave equation

∂2u

∂t2
= ∆µu.

SetKt = suppu (t, ·) . Prove thatKt is contained in the closed |t|-neighborhood
of K0.

(b) Prove (12.2) using part (a) and the transmutation formula of Exercise 4.52.

Remark. See Exercise 13.25 concerning the additional factor e−λt in (12.2).
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12.4. Using Corollary 12, prove that if the weighted manifold M is geodesically complete
and, for some point x ∈M , a constant C > 0, and a sequence {rk} → ∞,

µ (B (x, rk)) ≤ exp
(
Cr2

k

)
(12.3)

then M is stochastically complete.

Remark. Of course, this follows from Theorem 11 but the purpose of this Exercise is to
give an alternative proof.

12.5. Let A and B be sets as in Theorem 12.

(a) Prove that, for any function f ∈ L∞ (Bc),
∫

A

(Ptf)2 dµ ≤ µ (B) ‖f‖2L∞ max(
R2

2t
, 1)e−

R2

2t
+1. (12.4)

(b) Prove that
∫

A

∫

Bc

pt(x, y)dµ(y)dµ(x) ≤ C
√
µ(A)µ(B) max(

R
√
t
, 1)e−

R2

4t , (12.5)

where C =
√
e/2.



CHAPTER 13

Green function and Green operator

13.1. Prove that if M is a compact manifold then

(a) g (x, y) ≡ ∞;
(b) there is no fundamental solution of the Laplace operator on M .

13.2. Let M be a weighted model (cf. Section 3) and S (r) be the area function of M .

(a) Prove that, for any positive real R that is smaller than the radius of M , the
following function

h (x) =

∫ R

|x|

dr

S (r)

is a fundamental solution in BR of the Laplace operator at the pole o.
(b) Using (a), evaluate the fundamental solutions on Rn and Hn.

13.3. Prove that if the manifold M is connected then g (x, y) > 0 for all x, y ∈M .

13.4. Prove that if the Green function g is finite then the following identity takes place
for all t > 0 and x0 ∈M :

Ptg (x0, ·) = Gpt (x0, ·) .

13.5. Prove that if λmin (M) > 0 then the Green function g (x, y) is C∞ smooth jointly in
x, y in M ×M \ diag.

13.6. Prove that if λmin (M) > 0 then

‖G‖L2→L2 ≤
1

λmin (M)
. (13.1)

13.7. Prove that if λmin (M) > 0 and µ (M) <∞ then g (x, y) ∈ L1 (M ×M).

13.8. Prove that if {Ωk} is any exhaustion sequence in M then, for all x, y ∈M ,

gΩk (x, y) ↑ g (x, y) as k →∞.

13.9. Let Ω be an open subset of a weighted manifold M . Prove that, for any compact
set K ⊂ Ω and for any non-negative function f ∈ L2 (M),

Gf ≤ GΩf + esup
M\K

Gf. (13.2)

13.10. Let Ω be a non-empty relatively compact open subset of a connected manifold M
such that M \ Ω is non-empty. Fix a point x0 ∈ Ω.

(a) Let ϕ be a cutoff function of {x0} in Ω. Prove that

(1− ϕ) gΩ (x0, ·) ∈W
1
0 (Ω) .

(b) Prove that for any open set U ⊂ Ω, containing x0,

gΩ (x0, ·)− g
U (x0, ·) ∈W

1
0 (Ω) .
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13.11. Assume that λmin (M) > 0 and µ (M) <∞. Prove that, for all 0 ≤ a < b and any
x0 ∈M , the function

v (x) =






g (x0, x) if g (x0, x) ∈ [a, b] ,
a, if g (x0, x) < a,
b, if g (x0, x) > b,

belongs to W 1 (M) and

‖∇v‖2L2 ≤ b− a.

13.12. Prove that, for any weighted manifold M and for all c > 0, x0 ∈ M , the function
u = min (g (x0, ·) , c) belongs to W 1

loc (M) and

‖∇u‖2L2 ≤ c.

13.13. Let Ω be a non-empty relatively compact connected open subset of a weighted
manifold M . Prove that

sup
x∈Ω

∫

Ω
gΩ (x, y) dµ (y) ≥

1

λmin (Ω)
. (13.3)

13.14. Let M be a connected weighted manifold and Ω be a relatively compact open subset
of M such that M \ Ω is non-empty. Let {ϕk}

∞
k=1 be an orthonormal basis in L2 (Ω) of

eigenfunctions of Ω and {λk} be the corresponding sequence of eigenfunctions. Prove the
identity

gΩ (x, y) =
∞∑

k=1

1

λk
ϕk (x)ϕk (y) ,

where the series converges in D′ (Ω× Ω).

13.15. Prove the following properties of superaveraging functions.

(a) If {fk}
∞
k=1 is an increasing sequence of superaveraging functions and fk →

f ∈ L1
loc then f is also superaveraging.

(a) If {fi}i∈I is a family of superaveraging functions depending on a parameter
i then the function

f = inf
i∈I

fi

is also superaveraging.

13.16. Let M be a connected, stochastically complete weighted manifold, and let f be a
non-negative continuous superaveraging function on M .

(a) Prove that the inequality Ptf ≤ f is satisfied pointwise and that Ptf → f
as t→ 0 pointwise.

(b) (Strong minimum principle) Prove that if f (x) = inf f at some point x ∈M
then f ≡ const on M .

(b) (Minimum principle) Let Ω be a relatively compact open subset of M with
non-empty boundary. Prove that

inf
Ω
f = inf

∂Ω
f.

13.17. Prove that if the Green function is finite then it is superaveraging with respect to
each of its arguments.
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13.18. Let Ω be a relatively compact open subset of M such that λmin (Ω) > 0. Let u be
a solution of the following weak Dirichlet problem in Ω

{
∆µu = 0,
u = f modW 1

0 (Ω) ,
(13.4)

where f ∈W 1 (M), and set

f̃ =

{
f in Ωc,
u in Ω,

(see Fig. 13.1).

f

= uf
~

f
~

= f

Figure 13.1. Function f̃ in Exercise 13.18

(a) Prove that if f ∈W 1
0 (M) then also f̃ ∈W 1

0 (M).

(b) Prove that if f is superaveraging then also f̃ is superaveraging and 0 ≤ f̃ ≤ f .

13.19. Let f and h be two superaveraging functions from W 1
0 (M). Then, for any t > 0,

(−∆µPtf, h) ≤ (∇f,∇h) . (13.5)

13.20. Let f ∈ W 1
0 (M) and {Ωk} be a compact exhaustion sequence in M . Let uk ∈

W 1 (Ωk) solve in Ωk the weak Dirichlet problem problem
{

∆µuk = 0,
uk = f modW 1

0 (Ωk) .

Then
‖∇uk‖L2 → 0 as k →∞.

13.21. Let f and h be two superaveraging functions from W 1
0 (M). If {Ωk}

∞
k=1 is a compact

exhaustion sequence such that λmin (Ωk) > 0 for any k, then

sup
t>0

∫

M\Ωk

(−∆µPtf)h dµ→ 0 as k →∞.

13.22. Prove the classical Harnack inequality: if f (x) is a positive harmonic function in
a ball B (x, r) in Rn then

sup
B(x,r/2)

f ≤ Cn inf
B(x,r/2)

f , (13.6)

where the constant Cn depends only on n.
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13.23. (The Liouville theorem) Prove that any positive harmonic function in Rn is identical
constant.

13.24. Let M be a connected weighted manifold. Prove that if g (x, y) < ∞ for some
couple x, y ∈M then g (x, y) is finite, that is, g (x, y) <∞ for all distinct points x, y ∈M .

Remark. Hence, the following dichotomy takes places: either g (x, y) ≡ ∞ for all x, y ∈M
or g (x, y) <∞ for all distinct x, y ∈M .

13.25. Prove the following improved version of (12.2): if f and g are two functions from
L2 (M) such that

d (supp f, supp g) ≥ r,
where r ≥ 0, then, for all t > 0,

|(Ptf, g)| ≤ ‖f‖2 ‖g‖2 e
−λmin(M)t

∫ ∞

r

1
√
πt

exp

(

−
s2

4t

)

ds. (13.7)

13.26. Let M be a connected non-compact manifold and Ω be a relatively compact open
subset of M .

(a) Prove that, for any p ∈ [1,+∞], GΩ is a bounded operator from Lp (Ω) to
Lp (Ω).

(b) Prove that the function u = GΩf satisfies the equation −∆µu = f for any
f ∈ Lp (Ω).

13.27. Let M be a connected weighted manifold and let f ∈ L1
loc (M) and f ≥ 0. Prove

that if Gf (x) is finite then Gf belongs to L1
loc and −∆µ (Gf) = f .

13.28. Let M be a connected weighted manifold with a finite Green function g (x, y). Fix
a point x0 ∈M and a compact set K ⊂M . Prove that if u is a harmonic function on M
and

u (x) ≤ g (x, x0) for all x ∈M \K,
then u (x) ≤ 0 for all x ∈M .

13.29. Let M be a connected weighted manifold. Prove that if h (x) is a fundamental
solution of the Laplace operator at a point x0 ∈ M such that h (x) → 0 as x → ∞, then
h (x) = g (x, x0).

13.30. Prove that, on an arbitrary connected weighted manifold M , the following condi-
tions are equivalent:

(i) the Green function is finite;
(ii) there exists a positive non-constant superharmonic function (that is, M is

non-parabolic);
(iii) there exists a positive non-constant superaveraging function.

13.31. Let M be a connected weighted manifold and Ω be a non-empty relatively compact
open subset of M such that M \ Ω is non-empty. Prove that, for all x ∈M , y ∈ Ω,

g (x, y) ≤ gΩ (x, y) + sup
z∈∂Ω

g (z, y) . (13.8)

Here we set gΩ (x, y) = 0 if x /∈ Ω or y /∈ Ω.

13.32. Prove that a fundamental solution of the Laplace operator exists on any non-
compact connected weighted manifold.
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13.33. Prove that if, for some x ∈M and a compact set K ⊂M ,
∫

M\K
g (x, y) dµ (y) <∞ (13.9)

then M is stochastically incomplete.

13.34. Let M be a weighted model of dimension n ≥ 2, and S (r) be its boundary area
function (cf. Section 3). Prove that the Green function of the central ball BR satisfies the
identity

gBR (x, o) =

∫ R

r

ds

S (s)
, (13.10)

where r = |x|. Deduce that the Green function of M satisfies the identity

g (x, o) =

∫ ∞

r

ds

S (s)
. (13.11)

Hence or otherwise give an example of a complete manifold M where the Green function
belongs to L1 (M).

13.35. Prove that the Green function of the ball B = BR (0) in Rn is given by the following
formulas, for all x, y ∈ B:

(a) If n > 2 then

gB (x, y) =
1

ωn (n− 2)

(
1

|x− y|n−2 −

(
R

|y|

)n−2 1

|x− y∗|n−2

)

, (13.12)

where y∗ is the inversion of y with respect to the ball B, that is

y∗ =
y

|y|2
R2.

(b) If n = 2 then

gB (x, y) =
1

2π
log
|x− y∗| |y|
|x− y|R

.

(c) If n = 1 then

gB (x, y) =
1

2
|x− y| −

1

2R
xy +

R

2
.

13.36. Let F (t) be a positive monotone increasing function on R+ and assume that

pt (x, y) ≤
1

F
(√
t
) exp

(

−c
r2

t

)

for some x, y ∈M and all t > 0, where r = d (x, y) and c > 0. Prove that if F satisfies the
doubling property

F (2s) ≤ AF (s) for all s > 0, (13.13)

then

g (x, y) ≤ C
∫ ∞

r

sds

F (s)
, (13.14)

where C = C (A, c).
If in addition F satisfies the condition

F (s)

F (s′)
≥ a

( s
s′

)α
, for all s > s′ > 0, (13.15)
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where a > 0 and α > 2 then

g (x, y) ≤ C
r2

F (r)
, (13.16)

where C = C (A, a, α, c).



CHAPTER 14

Ultracontractive estimates and eigenvalues

14.1. Prove that if the heat semigroup {Pt} is Lp → L2 ultracontractive with the rate
function θ(t) where 1 ≤ p < 2 then {Pt} is also Lp → Lp

∗
ultracontractive with the rate

function θ2(t/2).

14.2. Prove that if (??) holds for all relatively compact open sets Ω then it holds also for
all open sets Ω with µ (Ω) <∞.

14.3. Assume that the following Nash inequality holds:
∫

M

|∇u|2 dµ ≥ ‖u‖22Λ

(
‖u‖21
‖u‖22

)

,

for any non-zero function u ∈ C∞0 (M), where Λ is a decreasing function on [0,+∞). Prove
the Faber-Krahn inequality

λmin (Ω) ≥ Λ (µ (Ω)) ,

for any open set Ω ⊂M with finite measure.

14.4. Give an example of a manifold where the Faber-Krahn inequality can holds only
with function Λ (v) ≡ 0.

14.5. Prove that the Faber-Krahn inequality with function

Λ (v) = av−2/ν (14.1)

where a and ν are positive constants, implies that, for any relatively compact ball B (x, r),

µ (B (x, r)) ≥ caν/2rν , (14.2)

where c = c (ν) > 0.

Hint. First prove that

µ (B (x, r)) ≥ c
(
ar2
) ν
ν+2 µ (B (x, r/2))

ν
ν+2

and then iterate this inequality.

14.6. Prove that the Faber-Krahn inequality with function (14.1) with ν > 2 is equivalent
to the Sobolev inequality:

∫

M

|∇u|2 dµ ≥ c

(∫

M

|u|
2ν
ν−2 dµ

) ν−2
ν

(14.3)

for any u ∈W 1
0 (M), where c = c (a, ν) > 0.
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14.7. Prove that the Sobolev inequality (14.3) implies the following inequality, for any
u ∈ C∞0 (M):

∫

M

|∇u|2 dµ ≥ c

(∫

M

|u|α dµ

)−a(∫

M

|u|β dµ

)b
(14.4)

for any set of positive reals α, β, a, b that satisfy the following conditions:

α < β <
2ν

ν − 2
(14.5)

and {
b− a = 1− 2

ν ,
βb− αa = 2.

(14.6)

Remark. Under the conditions (14.5), the numbers a, b solving (14.6) always exist and
are positive. For example, if α = 1 and β = 2 then a = 4/ν and b = 1 + 2/ν, so that
(14.4) coincides with the Nash inequality (??). If α = 2 and β = 2 + 4/ν then a = 2/ν
and b = 1, and we obtain the Moser inequality

∫

M

|∇u|2 dµ ≥ c

(∫

M

|u|2 dµ

)−2/ν (∫

M

|u|2+4/ν dµ

)

.

14.8. Prove that if Λ1, Λ2 are two functions of class L then also Λ1 + Λ1 and max (Λ1,Λ2)
belong to L.

14.9. Let Λ be a function of class L such that

Λ (v) =

{
c1v
−α1 , v ≤ v1,

c2v
−α2 , v ≥ v2,

where α1, c1, v1 > 0, α2, c2 ≥ 0, and v2 > v1. Prove that Λ ∈ Lδ for some δ > 0.

14.10. For any function γ ∈ Γ, denote by Λγ the L-transform of γ, and for any function
Λ ∈ L, denote by γΛ the Γ-transform of Λ. Let a, b be positive constants.

(a) Set Λ̃ (v) = aΛ (bv). Prove that

γ
Λ̃

(t) = b−1γΛ (at) .

(b) Set γ̃ (t) = aγ (bt). Prove that

Λγ̃ (v) = bΛγ
(
a−1v

)
.

(c) Prove that if Λ1 and Λ2 are two functions from L and Λ1 ≤ Λ2 then γΛ1 ≤
γΛ2 .

14.11. Prove that the product of two functions from Γ̃δ belongs to Γ̃δ, and the product of
two functions from Γδ belongs to Γδ/2.

14.12. Show that there is a function γ ∈ Γ that does not belong to any class Γδ.

14.13. Let F (s) be a positive function of class C2 on [0,+∞) such that F ′ (s) does not
vanish for large s. Assume that ∫ ∞

0

ds

F (s)
=∞

and

c := lim
s→∞

F ′′F

(F ′)2 (s) 6= 0.
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Prove that ∫ t

0

ds

F (s)
∼ −

c−1

F ′ (t)
as t→∞.

14.14. Let Λ be a function of class L such that

Λ (v) = exp
(
−vβ

)
for v ≥ 1,

where β > 0. Evaluate the asymptotic of its Γ-transform γ (t) as t→∞.

14.15. Prove that the claim of Theorem 14 remains true for any f ∈ L1 (M).





CHAPTER 15

Pointwise Gaussian estimates I

15.1. Fix x0 ∈ M , R > r > 0 and let the ball B (x0, R) be relatively compact. Assume
also that, for some a, n > 0, the Faber-Krahn inequality

λmin(U) ≥ aµ (U)−2/n , (15.1)

holds for any open set U ⊂ B(x0, r). Let u (t, x) be a non-negative bounded C2-function
(0, T )×B (x0, R), where T > 0, such that

(i) ∂u
∂t −∆µu ≤ 0,

(ii) u (t, ·)→ 0 as t→ 0 in L2 (B (x0, R)) .
Prove that, for all x ∈ B (x0, r/2) and t ∈ (0, T ),

u (t, x) ≤ C‖u‖L∞
µ (B (x0, R))

1
2

(at)n/4
max

(

1,

√
t

r

)n
2

+1

max

(

1,
δ
√
t

)

e−
δ2

4t (15.2)

where δ = R− r and C = C (n).

15.2. Prove that the Faber-Krahn inequality holds on a weighted n-dimensional manifold
M with function

Λ (v) =

{
cv−2/n, v < v0,
0, v ≥ v0,

where c, v0 are some positive constants, provided M belongs to one of the following classes:

(a) M is compact;
(b) M has bounded geometry (see Example 11).

Remark. If M is non-compact and has bounded geometry then the Faber-Krahn function
Λ can be improved by setting Λ (v) = cv−2 for v ≥ v0 – see [?].

15.3. Prove that, on any weighted manifold M there is a positive continuous function
F (x, s) on M × R+, which is monotone increasing in s and such that the heat kernel on
M satisfies the following estimate

pt(x, y) ≤
C
(

1 + ρ2

t

)n/2

F
(
x,
√
t
)1/2

F
(
y,
√
t
)1/2 exp

(

−
ρ2

4t

)

, (15.3)

for all x, y ∈M and t > 0, where n = dimM and C = C (n) (cf. Exercise 16.3).

15.4. Prove that if M has bounded geometry then, for some constant C,

pt(x, y) ≤
C
(

1 + ρ2

t

)n/2

min (1, t)n/2
exp

(

−
ρ2

4t

)

, (15.4)

for all x, y ∈M and t > 0.
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15.5. Under the hypotheses of Corollary 15, assume in addition that n > 2 and

µ (B (x, r)) ≤ Crn

for all r > 0. Prove that each of the conditions (a) − (c) is equivalent to the following
estimate of the Green function:

g (x, y) ≤ Cd (x, y)2−n ,

for all distinct x, y ∈M .

Remark. Note for comparison that the Faber-Krahn inequality of Corollary 15 implies
µ (B (x, r)) ≥ const rn – see Exercise 14.5.

15.6. Under conditions of Corollary 15, let n ≥ 2 and λ := λmin (M) > 0. Prove that, for
any ε ∈ (0, 1), the Green function of M satisfies the estimate

g (x, y) ≤ Ce−(1−ε)
√
λρ

{
ρ2−n, n > 2,(

1 + log+
1
ρ

)
, n = 2,

(15.5)

for all x 6= y, where C = C (n, ε, λ, c).

15.7. Let M be an arbitrary weighted manifold of dimension n ≥ 2. Prove that if the
Green function of M is finite then, for any x ∈M and for all y close enough to x,

g (x, y) ≤ C

{
ρ2−n, n > 2,
log 1

ρ , n = 2,
(15.6)

where C = C (n).

15.8. Let M be a complete manifold satisfying the relative Faber-Krahn inequality. Prove
that the Green function g (x, y) is finite if and only if, for all x ∈M ,

∫ ∞ rdr

V (x, r)
<∞.

Prove also the estimate for all x, y ∈M :

g (x, y) ≤ C
∫ ∞

d(x,y)

rdr

V (x, r)
.

15.9. Under conditions of Theorem 15, prove that the relative Faber-Krahn inequality
(??) implies the following enhanced version of (??):

pt (x, y) ≤
C
(

1 + ρ2

t

) ν−1
2

V
(
x,
√
t
)1/2

V
(
y,
√
t
)1/2 exp

(

−
ρ2

4t

)

. (15.7)

Hint. Use the mean-value inequality of Theorem 15 and (12.2).
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Pointwise Gaussian estimates II

16.1. Let for some x ∈M and all t ∈ (0, T )

pt(x, x) ≤
1

γ(t)
, (16.1)

where T ∈ (0,+∞] and γ is a monotone increasing function on (0, T ) satisfying the
doubling property

γ(2t) ≤ Aγ(t), (16.2)

for some A ≥ 1 and all t < T/2. Prove that, for all D > 2 and t > 0,

ED(t, x) ≤
C

γ (t ∧ T )
, (16.3)

where C = C(A).

16.2. Using Exercise 16.1, give an alternative proof of Corollary 15: on any weighted
manifold M ,

ED(t, x) <∞
for all D > 2, x ∈M , t > 0.

16.3. Using Lemma 15, prove that on any weighted manifold M , for any D > 2 there exists
a function Φ(t, x) that is decreasing in t and such that the following inequality holds

pt(x, y) ≤ Φ(t, x)Φ(t, y) exp

(

−
d2(x, y)

2Dt
− λmin (M) t

)

, (16.4)

for all x, y ∈M and t > 0 (cf. Exercise 15.3).

16.4. Assume that a weighted manifold M admits the Faber-Krahn inequality with a
function Λ ∈ L and let γ be its L-transform. Assume that γ is regular in the sense of
Definition 16. Prove that, for any D > 2 and for all t > 0 and x, y ∈M ,

pt (x, y) ≤
C

γ (ct)
exp

(

−
d2 (x, y)

2Dt

)

,

where C depends on D and on the regularity constants of γ.

16.5. Assume that the volume function V (x, r) = µ (B (x, r)) of a weighted manifold M
is doubling and that the heat kernel of M admits the estimate

pt (x, x) ≤
C

V
(
x,
√
t
) ,

for all x ∈M and t ∈ (0, T ), where T ∈ (0,+∞] and C is a constant. Prove that

pt (x, y) ≤
C

V
(
x,
√
t
) exp

(

−
d2 (x, y)

2Dt

)

,

for all D > 2, x, y ∈M , t ∈ (0, T ) and some constant C.
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Remark. If T = +∞ and the manifold M is complete and non-compact, then this follows
from Theorem 15.



CHAPTER 17

Reference material

17.1. Prove that if {xk} and {yk} are two sequences in H such that xk → x and yk → y
then

(xk, yk)→ (x, y) .

17.2. Prove that if xk ⇀ x then

‖x‖ ≤ lim inf
k→∞

‖xk‖.

17.3. Let {xk} be a sequence of vectors in a Hilbert space H and x ∈ H.

(a) Prove that xk → x if and only of

xk ⇀ x and ‖xk‖ → ‖x‖.

That is, the strong convergence is equivalent to the weak convergence and
the convergence of the norms.

(b) Prove that xk ⇀ x if and only if the numerical sequence {‖xk‖} is bounded
and, for a dense subset D of H,

(xk, y)→ (x, y) for any y ∈ D.

That is, the weak convergence is equivalent to the convergence “in distribu-
tion” and the boundedness of the norms.

17.4. Let {vk}
∞
k=1 be an orthonormal sequence in H.

(a) Prove that vk ⇀ 0 as k →∞.
(b) Prove that, for any sequence of reals ck, the series

∞∑

k=1

ckvk

converges weakly if and only if it converges strongly.

17.5. A subset S of a Hilbert space H if called weakly closed if it contains all weak limits
of all sequences from S. Prove that any closed subspace of H is also weakly closed.

17.6. Let {fk} be a sequence of functions from L2 (M,µ) such that fk
L2

⇀ f . Prove that

esup f ≤ lim inf
k→∞

(esup fk) (17.1)

and
einf f ≥ lim sup

k→∞
(einf fk) . (17.2)

17.7. Prove that if fk
L2

→ f then f2
k
L1

→ f2.Hence or otherwise show that, for any function
g ∈ L∞, ∫

M

f2
kg dµ→

∫

M

f2g dµ.
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17.8. If an operator A in H is injective and surjective then one defines the inverse operator
A−1 such that, for any x ∈ H, A−1x is the unique vector y ∈ domA such that Ay = x.

(a) Prove that if A−1 exists then AA−1 = id and A−1A ⊂ id.
(b) Prove that if A and B are two operators such that

AB = id and BA ⊂ id

then A−1 exists and A−1 = B.

17.9. Prove that, for any operator A in a Hilbert space,

‖A‖ = sup
x∈domA,‖x‖≤1,‖y‖≤1

(Ax, y) . (17.3)

17.10. Prove that, for any bounded operator A, the adjoint operator A∗ is also bounded
and

‖A‖ = ‖A∗‖ and ‖A∗A‖ = ‖A‖2.

17.11. Let A be a densely defined symmetric non-negative definite operator.

(a) Prove that, for all x, y ∈ domA,

(Ax, y)2 ≤ (Ax, x) (Ay, y) . (17.4)

(b) Prove that
‖A‖ = sup

x∈domA,‖x‖≤1
(Ax, x) .

17.12. Let A be a densely defined self-adjoint operator.

(a) Prove that (ranA)⊥ = kerA and (kerA)⊥ = ranA.
(b) Prove that A is invertible and the inverse A−1 is bounded if and only if there

exists c > 0 such that

‖Ax‖ ≥ c‖x‖ for all x ∈ domA. (17.5)

17.13. A densely defined operator A in a Hilbert space H is called closed if, for any
sequence {xk} ⊂ domA, the conditions xk → x and Axk → y imply x ∈ domA and
Ax = y.

(a) Prove that any self-adjoint operator is closed.
(b) Prove that if A is a non-negative definite self-adjoint operator then domA

is a Hilbert space with respect to the following inner product:

(x, y) + (Ax,Ay) .

17.14. Let F be a function satisfying (??), and let FU be the associated Lebesgue-Stieltjes
measure on R. Set F (a+) := limλ→a+ F (λ) and prove that, for all a < b,

F(a,b) = F (b)− F (a+) ,

F[a,b] = F (b+)− F (a) ,

F{a} = F (a+)− F (a) ,

F(a,b] = F (b+)− F (a+) .

17.15. Let {sk}
∞
k=−∞ be a double sequence of reals and let {tk}

∞
k=−∞ be a double sequence

of positive reals such that
∑

k tk <∞. Define function F by

F (λ) =
∑

{k:sk<λ}

tk. (17.6)
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(a) Prove that F satisfies the conditions (??).
(b) Prove that, for any Borel set U ,

FU =
∑

{k:sk∈U}

tk. (17.7)

(c) Prove that, for any non-negative Borel function ϕ on R,
∫ +∞

−∞
ϕ (λ) dF (λ) =

∑

k∈Z

tkϕ (sk) . (17.8)

(d) Prove that a Borel function ϕ on R is integrable against F if and only if
∑

k∈Z

tk |ϕ (sk)| <∞,

and its integral against F is given by (17.8).

17.16. Prove that if function F satisfies (??) and F is continuously differentiable then
∫ +∞

−∞
ϕ (λ) dF (λ) =

∫ +∞

−∞
ϕ (λ)F ′ (λ) dλ, (17.9)

for any non-negative Borel function ϕ.

17.17. For any function F on R, defined its total variation on R by

varF := sup
{λk}

∑

k∈Z

|F (λk+1)− F (λk)| (17.10)

where the supremum is taken over all increasing double sequences {λk}k∈Z such that
λk → −∞ as k → −∞ and λk → +∞ as k → +∞.

(a) Show that F is the difference of two bounded monotone increasing functions
if and only if varF <∞.

(b) Show that F is the difference of two functions satisfying (??) if and only if
F is left-continuous and varF <∞.

(c) Let F be a left-continuous function on R such that varF <∞. Prove that

varF = sup
|ϕ|≤1

∫ +∞

−∞
ϕ (λ) dF (λ) ,

where the supremum is taken over all continuous functions ϕ on R such that
|ϕ (λ)| ≤ 1 for all λ.

(d) Show that if F ∈ C1 (R) then

varF =

∫ +∞

−∞

∣
∣F ′ (λ)

∣
∣ dλ.

17.18. Let F be any function on R. We say that a Borel function ϕ is integrable against
F if there are two functions F (1) and F (2) satisfying (??) such that F = F (1) − F (2) and

ϕ is integrable against F (1) and F (2). In this case, set
∫ +∞

−∞
ϕ (λ) dF (λ) :=

∫ +∞

−∞
ϕ (λ) dF (1) (λ)−

∫ +∞

−∞
ϕ (λ) dF (2) (λ) . (17.11)

Prove that the value of the right hand side of (17.11) does not depend on the choice of

F (1) and F (2).
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17.19. Prove the following properties of projectors in a Hilbert space.

(a) Any projector P is a linear bounded self-adjoint operator and P 2 = P .
(b) For any bounded self-adjoint operator A such that A2 = A, its range ranA

is a closed subspace and A is the projector onto ranA.
(c) Any projector P is non-negative definite, and ‖P‖ = 1 unless P = 0.

17.20. Let P be a projector and let {vk} be an orthonormal basis in H. Prove that
∑

k

‖Pvk‖
2 = dim ranP.

17.21. Let {Eλ}λ∈R be a spectral resolution in a Hilbert space H.

(a) Prove that if a ≤ b then

EaEb = EbEa = Ea. (17.12)

(b) Prove that Eb − Ea is a projector for all a ≤ b. Hence or otherwise prove
that the function λ 7→ ‖Eλx‖ is monotone increasing, for any x ∈ H.

(c) For a Borel set U ⊂ R, define the operator

EU :=

∫

U

dEλ.

Prove that, for all −∞ < a < b < +∞,

E[a,b) = Eb − Ea. (17.13)

(d) Prove that if the intervals [a1, b1) and [a2, b2) are disjoint then the subspaces
ranE[a1,b1) and ranE[a2,b2) are orthogonal.

17.22. Let P1, ..., Pk be projectors in H such that ranPi⊥ ranPj for i 6= j. Consider the
operator

A =
k∑

i=1

λiPi,

where λi are reals. Let ϕ (λ) = α0 + α1λ+ ...αnλ
n be a polynomial with real coefficients,

and define the operator

ϕ (A) := α0 id +α1A+ ...+ αnA
n.

Prove that

ϕ (A) =
k∑

i=1

ϕ (λi)Pi (17.14)

and, for any x ∈ H,

‖ϕ (A)x‖2 =
k∑

i=1

ϕ (λi)
2 ‖Pix‖

2.

Prove also that if ϕ and ψ are two polynomials then

ϕ (A) + ψ (A) = (ϕ+ ψ) (A) (17.15)

and

ϕ (A)ψ (A) = (ϕψ) (A) . (17.16)

17.23. Let A be self-adjoint operator, and ϕ and ψ be Borel functions on specA.
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(a) Prove that
ϕ (A) + ψ (A) = (ϕ+ ψ) (A) ,

provided either both functions ϕ,ψ are non-negative or one of them is
bounded.

(b) Prove that
ϕ (A)ψ (A) = (ϕψ) (A) ,

provided ψ is bounded.

17.24. Let A be a densely defined self-adjoint operator.

(a) Prove that if the inverse A−1 exists and is a bounded operator then A−1 = 1
A .

Here the operator 1
A is defined by 1

A := ψ (A) where ψ (λ) = 1
λ on specA.

(b) Prove that if specA ⊂ [0,+∞) then there exists a non-negative definite
self-adjoint operator X such that X2 = A.

(c) Prove that if specA ⊂ [0,+∞) then ran e−A ⊂ domA.

17.25. Let A be a compact self-adjoint operator, and let {vk} be an orthonormal basis in

(kerA)⊥ of the eigenvectors of A with the eigenvalues {λk}, which is guaranteed by the
Hilbert-Schmidt theorem. Prove that specA consists of the sequence {λk} and, possibly,
0.

17.26. Let A be a densely defined self-adjoint operator.

(a) Prove that A is non-negative definite if and only if specA ⊂ [0,+∞).
(b) Set

a = inf
x∈domA
‖x‖=1

(Ax, x) and b = sup
x∈domA
‖x‖=1

(Ax, x) .

Prove that

inf specA = a and sup specA = b.

17.27. Let {Eλ} be a spectral resolution of a self-adjoint operator A. For any Borel set
U ⊂ R, define the operator EU by

EU := 1U (A) =

∫

U

dEλ.

The mapping U 7→ EU is called a spectral measure.

(a) Prove that EU is a projector. Show that if U = [a, b) where a < b then
EU = Eb − Ea. In particular, E(−∞,b) = Eb.

(b) Prove that if U1 ⊂ U2 then ranEU1 ⊂ ranEU2 .
(c) Prove that if U1 and U2 are disjoint then ranEU1⊥ ranEU2 .
(d) Prove that if {Ui}

∞
i=1 is an increasing sequence of Borel sets in R and U =⋃∞

i=1 Ui then EUi → EU in the strong topology. Prove that the same is true
if the sequence {Ui} is decreasing and U =

⋂∞
i=1 Ui.

17.28. Let A be a densely defined self-adjoint operator and {Eλ} be its spectral resolution.

(a) Prove that if a is an eigenvalue of A then E{a} := 1{a} (A) is the projector
onto the eigenspace of a.

(b) Prove that if a is an eigenvalue of A with an eigenvector x then, for any
Borel function ϕ on specA, x ∈ domϕ (A) and

ϕ (A)x = ϕ (α)x.
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17.29. Let A be a self-adjoint operator whose spectrum consists of a finite sequence
λ1, ..., λk. Let Pi be the projector onto the eigenspace of λi, that is, ranPi = ker (A− λi id) .

Prove that A =
∑k

i=1 λiPi.

17.30. Let A be a densely defined non-negative definite self-adjoint operator in H and
{Eλ} be its spectral resolution. Let {ϕn}

∞
n=1 be a sequence of Borel functions on [0,+∞)

such that, for all n and λ ∈ [0,+∞),

|ϕn (λ)| ≤ Φ (λ) ,

where Φ is a non-negative Borel function on [0,+∞) such that
∫ ∞

0
Φ2 (λ) d‖Eλx‖

2 <∞, (17.17)

for some x ∈ H. Prove that if ϕn (λ) → ϕ (λ) for any λ ∈ [0,+∞) then x ∈ domϕ (A) ∩
domϕn (A) and

ϕn (A)x→ ϕ (A)x.
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