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Abstract

We give upper estimates on the long time behavior of the heat kernel on non-
compact Riemannian manifolds and infinite graphs, which only depend on a lower
bound of the volume growth. We also show that these estimates are sharp.
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1 Introduction

Let M be a non-compact geodesically complete connected Riemannian manifold. Let
pt(x, y) be the heat kernel on M , that is the smallest positive fundamental solution to the
heat equation

∂u

∂t
= ∆u

on R+×M . A lot of work has recently been devoted to connecting the large time behavior
of the heat kernel with the geometry at infinity of M ; see the surveys [31], [18], [32]. One
may summarize a large part of these results by saying that the behavior of sup

x∈M
pt(x, x) as

a function of t→ +∞ is governed from above and below by the L2 isoperimetric profile of
M (see [17] for a precise definition).

However, this leaves open the question of the direct relationship between the volume
growth of the manifold and the rate of decay of its heat kernel. Denote by B(x, r) the
geodesic ball of radius r centered at x ∈ M , and by V (x, r) its Riemannian volume.
Intuitively, one may expect that, the faster V (x, r) grows to +∞ as r → +∞, the faster
pt(x, x) should decay to 0 as t→ +∞.

Indeed, let M be a non-compact manifold with bounded geometry (the latter means
that M has a positive injectivity radius, and its Ricci curvature is bounded from below).
Then the volume growth on M is at least linear, and this reflects in the upper bound of
the heat kernel, since one knows ([38], [7], [30]) that, for all such manifolds,

sup
x∈M

pt(x, x) ≤ Ct−1/2, ∀t ≥ 1. (1.1)

This estimate is obviously sharp for M = R
1 and for cylinders M = R

1 ×K where K is a
compact manifold.

On the other hand, a lower bound of the volume function gives fairly poor information
as far as the heat kernel decay is concerned. Indeed, even the maximal rate of volume
growth for a manifold with bounded geometry, namely the exponential one

V (x, r) ≥ cecr, ∀x ∈M, r ≥ 1,

does not prevent the manifold from being recurrent (see [39, p.271], [26]). Since the recur-
rence of M means that ∫ +∞

pt(x, x) dt = +∞,

no estimate like
pt(x, x) ≤ Ct−1−ε, ∀t ≥ 1 (1.2)

(where ε > 0) can hold on such a manifold. However, there is still a gap between t−1 and
t−1/2 that deserves to be explored.

So far, the emphasis in the study of the large time behavior of the heat kernel has been
rather put on “nice” geometric situations (e.g. Lie groups, manifolds with non-negative
curvature, covering manifolds) and on fast decays of the heat kernel. Here we would like
to address the following question:

Given the volume growth, how slow can the heat kernel decay be?
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Our first main result shows that, as soon as the volume growth is uniformly faster than
linear, one can improve (1.1). In the following statement, we assume that M has bounded
geometry. In fact, it is enough to assume that M has weak bounded geometry as will be
explained in Section 3.

Theorem 1.1 Let M be a geodesically complete non-compact Riemannian manifold with
bounded geometry, and r0 > 0 be its injectivity radius. Suppose that, for all points x ∈ M
and all r ≥ r0,

V (x, r) ≥ v(r) (1.3)

where v is a continuous positive strictly increasing function on [r0,+∞). Then, for all
t ≥ t0 := r2

0,

sup
x∈M

pt(x, x) ≤ C

γ(ct)
, (1.4)

where γ is defined by

t− t0 =

∫ γ(t)

v0

v−1(s)ds. (1.5)

Here v0 = v(r0), v
−1 is the inverse function, and C, c are positive constants.

For example if, for all x ∈ M and r large enough,

V (x, r) ≥ crD, (1.6)

then, taking v(r) = crD, we obtain from (1.5) γ(t) � t
D

D+1 and

sup
x∈M

pt(x, x) ≤ Ct−
D

D+1 , (1.7)

for t large enough, which is better than (1.1) as soon as D > 1 (the sign � means that
the ratio of the left-hand side and of the right-hand side remains bounded between two
positive constants as the argument tends to ∞).

If v(r) = exp (crα), 0 < α ≤ 1, then γ(t) � t
(log t)1/α and

sup
x∈M

pt(x, x) ≤ C
(log t)1/α

t
, (1.8)

for t large enough, which is not very far from the transience threshold. Recall that the
case α = 1 corresponds to the maximal rate of volume growth for manifolds with bounded
geometry.

These examples are summarized in the table below (neglecting constant multiples)

V (x, r) ≥ exp(r) exp(rα) rD r

pt(x, x) ≤ log t
t

(log t)1/α

t
t−

D
D+1 t−1/2

which shows how the upper bound of the heat kernel evolves between t−1 and t−1/2 de-
pending on the lower bound of the volume growth function. Note that, for t < t0, the heat
kernel on manifolds with bounded geometry satisfies

pt(x, x) � t−d/2
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where d = dimM (see [11], [10], [9], [28], [36]).
A natural question is whether the upper bound (1.4) is sharp under the condition (1.3).

The second main result of this paper is a positive answer to this question. For a sequence
of numbers D going to +∞ , we construct a manifold with bounded geometry having a
uniform volume growth

V (x, r) � rD (1.9)

and such that
pt(x, x) � t−

D
D+1 (1.10)

(Theorems 4.1 and 6.3). The construction is rather non-trivial and is motivated by recent
developments in analysis on fractals (see [2], [3]). We first construct a graph with the
required properties (Section 4) and then obtain a manifold by thickening the edges of the
graph (Section 6).

For a more general function v(r), we can still construct a manifold with bounded
geometry satisfying V (x, r) ≥ v(r) and for which the upper bound of the heat kernel (1.4)
is sharp up to at most a logarithmic factor. However, the volume growth function V (x, r)
does not satisfy in these examples a matching upper bound (see Theorems 5.1, 5.2 in
Section 5 and Theorems 6.4, 6.5 in Section 6).

Let us give some historical comments on the exponent D/(D + 1) in (1.7). Denote
by βD the exponent corresponding to the slowest possible decay of the heat kernel of a
manifold of bounded geometry having polynomial volume growth of exponent D, that is,
satisfying (1.9). The above discussion shows that βD = D

D+1
. However, a priori it was

not clear even whether βD > 0. The first result in this direction was the estimate (1.1)
proved in [38], which showed that βD ≥ 1/2. It was later proved in [24, Théorème 8] that
βD ≥ D

D+1
. Note that D ≥ 1 and, hence, D

D+1
≥ 1/2.

Upper estimates of βD require construction of manifolds satisfying (1.9) but having slow
heat kernel decay. The examples of recurrent manifolds with large volume growth ([39],
[26]) suggested that βD ≤ 1 although none of those examples satisfied (1.9). The fact that
βD < 1 followed from the construction in [3], where a manifold was built satisfying (1.9),
with 1 < D < 2, and

pt(x, x) � t−α,

with some α such that D
D+1

< α < D
2

(see also [4], [33] for the graph case).
Finally, in the present paper, we have a complete description of the range of possible

heat kernel behavior for manifolds with polynomial volume growth (see Fig. 1).

Corollary 1.2 Assume that the Riemannian manifold M has bounded geometry and that,
for all x ∈M and r ≥ 1,

crD ≤ V (x, r) ≤ CrD. (1.11)

Then, for all t ≥ 1,

c′t−
D
2 ≤ sup

x∈M
pt(x, x) ≤ C ′ t−

D
D+1 . (1.12)

Moreover, both upper and lower bounds in (1.12) are sharp.

t -1 t -D/(D+1) t -1/2t -D/2

sup pt(x,x)
x
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Figure 1 The possible range of the heat kernel decay under the volume growth
V (x, r) � rD.

The upper bound in (1.12) and its optimality have been discussed above. The proof of
the lower bound is contained in [20, Theorem 2.7.]. The optimality of the lower bound is
clear from the example of R

D.
Let us also observe that the difference between the two exponents D/2 and D/(D+ 1)

in (1.12) vanishes if D = 1 (which is the minimal possible value of D) and increases as D
increases, thus allowing a wider range for heat kernel long time decay. On the other hand,
βD = D/(D+1) converges to 1 as D → +∞, which means that the slowest possible decay
of the heat kernel approaches t−1. Therefore, all the range between t−1/2 and t−1 is really
attained within the polynomial scale. Recall that up to a logarithmic factor, the function
t−1 is also the slowest possible heat kernel decay in the case of the exponential volume
growth (see (1.8)).

The proof of Theorem 1.1 consists of two ingredients. The crucial observation is that
the volume growth hypothesis (1.3) implies a certain Faber-Krahn inequality :

λ1(Ω) ≥ Λ(|Ω|) (1.13)

where Ω is a large enough open precompact subset of M , with volume |Ω|, and λ1(Ω) is
the first Dirichlet eigenvalue of the Laplace operator in Ω. The function Λ is determined
by the volume growth function v(r) (see Proposition 2.5). In particular, if V (x, r) ≥ crD

then we obtain (1.13) with

Λ(v) = cv−
D+1

D . (1.14)

Let us note for comparison that in R
D we have V (x, r) = crD whereas the stronger classical

Faber-Krahn inequality holds with the function

Λ(v) = cv−2/D.

The second ingredient of the proof is the general equivalence between the Faber-Krahn
inequality (1.13) and heat kernel upper estimate (1.4) where the function γ is determined
by Λ (see [29], [30] as well as Proposition 2.3 below).

In fact, the actual proof is more complicated since it involves an additional step of
discretization: we first obtain a discrete version of (1.13) on a graph which is an ε-net of
M , and then transfer it to M by using the discretization techniques from [34], [13], [25],
[16] (see Section 3).

As we have already mentioned, the estimate (1.7) was obtained in [24, Théorème 8]
under the much stronger assumption (1.9) (see also [37, Theorem 3.5] for a slightly different
version). More generally, an estimate similar to (1.4) was obtained in [16, Corollary VI.2],
but again assuming two-sided estimates of the volume growth function. The point of view
adopted in these three papers was to use the upper and the lower bound of the volume to
obtain so-called relaxed pseudo-Poincaré inequalities (see also [17] for more explanations).
These inequalities, together with the volume lower bound, yield a Nash inequality which
is equivalent to the Faber-Krahn inequality (1.13). In contrast to that, in the present
paper we obtain the Faber-Krahn inequality in an entirely different way, directly from the
uniform lower bound on the volume (see Lemma 2.4 and Proposition 2.5).

5



To prove the heat kernel lower bounds in the examples of Sections 4 and 5, we use
the technique of anti-Faber-Krahn inequalities developed in [20]. An anti-Faber-Krahn
inequality is nothing but the optimality at all scales of a Faber-Krahn inequality. In
particular, we will prove that, on a certain manifold satisfying (1.11), the Faber-Krahn
inequality (1.13) with the function (1.14) is sharp up to a constant factor.

The structure of the paper is as follows. In Section 2 we prove Theorem 2.1, which is
the analogue of Theorem 1.1 for graphs. In Section 3, we obtain the heat kernel upper
bounds for manifolds (i.e. Theorem 1.1) from those for graphs by using some discretization
techniques. In Sections 4 and 5, we construct examples of graphs showing that the heat
kernel upper bounds obtained by Theorem 2.1 are sharp. In Section 6, we show how to
transfer these examples to the manifold setting.
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Notation

1. We denote everywhere by C, c positive constants which may change with occurrences.
Normally C refers to a large constant whereas c is a small one.

2. The relation f(s) � g(s) means

cf(s) ≤ g(s) ≤ Cf(s),

for all s large enough. Here s is either a discrete or a continuous positive variable.

2 Faber-Krahn inequality and heat kernels on graphs

Let Γ be an infinite (countable) connected graph. If two points x, y ∈ Γ are neighbors,
i.e. are connected by an edge, we will write x ∼ y and denote the edge by xy. We always
assume that Γ is non-oriented (i.e. x ∼ y implies y ∼ x), connected (i.e. any two points
can be joined by a path in Γ) and locally finite (i.e. each point has a finite number of
neighbors). Each edge xy will be equipped with a weight µxy = µyx > 0. We extend µxy

to a function on all pairs x, y ∈ Γ by setting µxy = 0 if x and y are not neighbors.
The weight µxy induces also a weight µ on vertices defined by

µ(x) =
∑
y∼x

µxy

which extends to a measure on Γ by

µ(Ω) =
∑
x∈Ω

µ(x)

6



for all finite subsets Ω ⊂ Γ.
The pair (Γ, µ) is called a weighted graph. For example, if we set µxy = 1 for all

neighboring x and y, then µ(x) is equal to the degree of the vertex x. This weight µ is
referred to as the standard weight on Γ.

The graph structure induces the graph distance d(x, y) which is the minimal number of
edges in any path connecting the vertices x and y. Denote balls related to this distance
and their measures by

B(x, r) = {y ∈ Γ : d(x, y) < r} and V (x, r) = µ(B(x, r)).

There is a natural random walk Xk on Γ associated with the weight µ. It is determined
by the transition probability

P (x, y) :=
µxy

µ(x)

and is obviously reversible with respect to the measure µ, that is

P (x, y)µ(x) = P (y, x)µ(y).

Denote by Pk(x, y) the transition function after k steps, that is

Pk(x, y) = P (Xk = y |X0 = x) ,

and by pk(x, y) the heat kernel defined by

pk(x, y) =
Pk(x, y)

µ(y)
.

The reversibility of Xk implies pk(x, y) = pk(y, x). If µ is the standard weight then Xk is
referred to as the simple random walk on Γ.

Our main result for graphs is the following theorem.

Theorem 2.1 Let the weighted graph (Γ, µ) satisfy the hypothesis

inf
x∼y

µxy > 0. (2.1)

Suppose that, for all points x ∈ Γ and all r ≥ 1,

V (x, r) ≥ v(r),

where v is a continuous positive strictly increasing function on [1,+∞). Then, for all
x ∈ Γ and for all k ∈ N,

pk(x, x) ≤ C

γ(ck)
, (2.2)

where γ is defined by

t =

∫ γ(t)

v0

v−1(s)ds (2.3)

and v0 = v(1).

Observe that the hypothesis (2.1) is automatically satisfied for the standard random
walk.
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Example 2.1 Assume that v(r) = crD. Then (2.3) and (2.2) yield

pk(x, x) ≤ Ck−
D

D+1 . (2.4)

Example 2.2 Assume that v(r) = c exp(c′rα) where α ∈ (0, 1]. Then Theorem 2.1 implies,
for all k ≥ 2 and x ∈ Γ,

pk(x, x) ≤ C(log k)1/α

k
. (2.5)

Remark 2.1 Under the stronger assumption V (x, r) � rD, the estimate (2.4) was ob-
tained in [24, Theorem 8]. For a general volume growth, an estimate similar to (2.2) was
obtained in [16, Proposition V.5], however, under the much stronger assumption

v(r) ≤ V (x, r) ≤ Cv(r).

Remark 2.2 It useful to notice that the identity (2.3) defining the function γ can be
rewritten as follows

γ−1(u) =

∫ u

v0

v−1(s)ds. (2.6)

If v(r) is convex (which is typical for applications), then v−1 is concave whence

1

2
(u− v0)v

−1(u) ≤
∫ u

v0

v−1(s)ds ≤ uv−1(u).

Therefore, one gets from (2.6)
γ−1(s) � sv−1(s). (2.7)

Corollary 2.2 ([38], [5], [27], [7], [30]) For any graph (Γ, µ) satisfying the hypothesis (2.1),
we have

pk(x, x) ≤ Ck−
1
2 , (2.8)

for all x ∈ Γ and for all positive integers k.

Proof. Indeed, the fact that Γ is infinite and connected together with (2.1) implies
easily that V (x, r) ≥ cr. Therefore, applying (2.4) with D = 1 we obtain (2.8).

The proof of Theorem 2.1 uses eigenvalues of the discrete Laplace operator. The Laplace
operator on (Γ, µ) is defined by

∆f(x) =
∑
y∼x

p(x, y)f(y)− f(x) =
1

µ(x)

∑
y∈Γ

(∇xyf)µxy

where ∇xyf = f(y) − f(x).
For any non-empty finite set Ω, denote by c0(Ω) the set of all real-valued functions on

Ω extended by 0 outside Ω. Denote by ∆Ω the restriction of ∆ to c0(Ω), that is,

∆Ωf(x) =

{
∆f(x), x ∈ Ω,
0, x /∈ Ω.

The space c0(Ω) can be identified with L2(Ω, µ). Then the operator −∆Ω acting in L2(Ω, µ)
is self-adjoint, positive definite and has discrete positive spectrum. Denote by λ1(Ω) its
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smallest eigenvalue. It is possible to show that λ1(Ω) ∈ (0, 1] (see, for example, [21]). The
first eigenvalue admits the following variational characterization:

λ1(Ω) = inf
f∈c0(Ω)

E(f)∑
x∈Γ f(x)2µ(x)

(2.9)

where the energy E(f) is defined by

E(f) =
1

2

∑
x,y∈Γ

(∇xyf)2 µxy. (2.10)

(the 1
2

compensates for the double counting of the edges xy).
For certain graphs, λ1(Ω) can be related to the measure µ(Ω). For example, consider

Z
D with the standard weight µ. Then it is possible to show that, for any non-empty finite

set Ω ⊂ Z
D,

λ1(Ω) ≥ cµ(Ω)−2/D.

On the other hand, for any ball B(x, r) in Z
D, we have V (x, r) � rD and

λ1(B(x, r)) � 1

r2
� V (x, r)−2/D.

It turns out that the heat kernel long time behavior is closely related to the Faber-Krahn
inequalities - lower estimates of λ1(Ω) via the volume µ(Ω). This was established in the
case of manifolds in [6] and [29], and for the case of graphs in [16, Proposition V.1].

Proposition 2.3 Assume that

v0 := inf
x∈Γ

µ(x) > 0. (2.11)

Suppose also that, for all non-empty finite sets Ω, one has

λ1(Ω) ≥ Λ(µ(Ω)), (2.12)

where Λ is a positive decreasing function on [v0,+∞). Then, for all x ∈ Γ and for all
k ∈ N, one has

pk(x, x) ≤ C

γ(ck)
, (2.13)

where γ is defined by

t =

∫ γ(t)

v0

ds

sΛ(s)
. (2.14)

Remark 2.3 Note that v0 can also be any positive number smaller than infx∈Γ µ(x) since
diminishing v0 in (2.14) results in diminishing γ(t).

Remark 2.4 The converse of Proposition 2.3 holds as well if one assumes in addition that
the function γ satisfies a certain regularity condition (see [16], §V).
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Example 2.3 Suppose that, under the hypotheses of Proposition 2.3, Λ(s) � s−1/ν , that
is,

λ1(Ω) ≥ cµ(Ω)−1/ν ,

where ν > 0. Then one gets from (2.14) γ(t) � tν and

pk(x, x) ≤ Ck−ν .

Example 2.4 Suppose that, under the hypotheses of Proposition 2.3, Λ(s) � 1
s(log s)1/α ,

that is,

λ1(Ω) ≥ c

µ(Ω) log1/α µ(Ω)
,

where α ∈]0, 1]. Then one gets from (2.14) γ(t) � t
(log t)1/α and

pk(x, x) ≤ C(log k)1/α

k
.

Hence, it order to prove a heat kernel upper bound, it suffices to prove a Faber-Krahn
inequality. This motivates the following statement.

For any set Ω ⊂ Γ, denote by r(Ω) its inradius, that is,

r(Ω) = max {r ∈ N : ∃x ∈ Ω such that B(x, r) ⊂ Ω} .
Lemma 2.4 Let (Γ, µ) be a weighted graph satisfying the hypothesis (2.1). Then, for any
non-empty finite set Ω ⊂ Γ,

λ1(Ω) ≥ c

r(Ω)µ(Ω)
. (2.15)

Proof. Let f be any function from c0(Ω) normalized so that max |f | = 1. Then we
have ∑

x

f 2(x)µ(x) ≤ µ(Ω). (2.16)

To estimate the energy

E(f) =
1

2

∑
x,y

(∇xyf)2 µxy, (2.17)

consider a point x0 such that |f(x0)| = 1 and the largest integer n such that the ball
B(x0, n) is in Ω. Clearly, n ≤ r(Ω). Then there exists a sequence of points

x0 ∼ x1 ∼ x2 ∼ ... ∼ xn

starting from x0 ∈ Ω and terminating at a point xn /∈ Ω (see Fig, 2).

f(x)

x0

xn

1
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Figure 2 The chain x0 ∼ ... ∼ xn

Therefore,

E(f) ≥
n−1∑
i=0

(f(xi) − f(xi+1))
2µxixi+1

≥ c

n

(
n−1∑
i=0

|f(xi) − f(xi+1)|
)2

≥ c

n
, (2.18)

where we have used the notation c = infx∼y µxy and the inequality

n−1∑
i=0

|f(xi) − f(xi+1)| ≥ |f(x0) − f(xn)| = 1.

Finally, we obtain
E(f)∑

x f(x)2µ(x)
≥ c

nµ(Ω)
≥ c

r(Ω)µ(Ω)
,

and (2.15) follows by (2.9).
Next we have

Proposition 2.5 Let the weighted graph (Γ, µ) satisfy the hypothesis (2.1). Suppose that,
for all points x ∈ Γ and all r ≥ 1, we have

V (x, r) ≥ v(r) (2.19)

where v is a continuous positive strictly increasing function on [1,+∞). Then, for any
non-empty finite set Ω ⊂ Γ,

λ1(Ω) ≥ c

v−1(µ(Ω))µ(Ω)
. (2.20)

Example 2.5 If V (x, r) ≥ crD then (2.20) gives

λ1(Ω) ≥ cµ(Ω)−
D+1

D .

Example 2.6 If V (x, r) ≥ c exp(c′rα) where α ∈ (0, 1] then (2.20) gives

λ1(Ω) ≥ c

µ(Ω) log1/α(Cµ(Ω))
.

Proof of Proposition 2.5. Denote r = r(Ω). Then, for some point x ∈ Ω, we have
B(x, r) ⊂ Ω whence the hypothesis (2.19) implies v(r) ≤ µ(Ω) and r ≤ v−1(µ(Ω)). Hence,
(2.20) follows by Lemma 2.4 from (2.15).

Finally, we can prove Theorem 2.1.
Proof of Theorem 2.1. By Proposition 2.5, we have the Faber-Krahn inequality

(2.12) of Proposition 2.3 with the function

Λ(s) =
C

v−1(s)s
.
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By Proposition 2.3 and by v(1) ≤ µ(x), we obtain the upper bound (2.2) where γ(t) is
defined by (2.3).

In the rest of this section, we consider some further applications of the idea of the proof
of Lemma 2.4. Denote by ‖f‖q the Lq norm of a function f on Γ with respect to the
measure µ. Denote also

‖∇f‖q :=

(∑
y∼x

|∇xyf |q µxy

)1/q

.

The following statement is an Lq extension of the inequality (2.18).

Proposition 2.6 Under the hypotheses of Lemma 2.4, we have, for any q ∈ [1,+∞] and
f ∈ c0(Ω),

‖f‖∞ ≤ Cq(r(Ω))1− 1
q ‖∇f‖q. (2.21)

Proof. Indeed, using the notation of Lemma 2.4, we have

f(x0)
q ≤

(
n−1∑
i=0

|f(xi) − f(xi+1)|
)q

≤ Cnq−1
n−1∑
i=0

|f(xi) − f(xi+1)|q µxixi+1

whence

‖f‖∞ ≤ Cn1− 1
q

(∑
x∼y

|∇xyf |q µxy

)1/q

,

and (2.21) follows, provided q < +∞. The case q = +∞ can be treated similarly (see [15,
p.89]).

As in the proof of Proposition 2.5, the assumption

V (x, r) ≥ v(r) (2.22)

implies

‖f‖∞ ≤ Cq

(
v−1 (µ (Ω))

)1− 1
q ‖∇f‖q. (2.23)

This inequality gets stronger with increasing of q. As was noticed in [14], §III, there is no
loss of information in (2.23) for q = ∞ since it is equivalent to (2.22). At the other end of
the scale, for q = 1, (2.23) becomes

‖f‖∞ ≤ C‖∇f‖1 (2.24)

which contains very little information. Indeed, in isoperimetric terms, (2.24) simply means
that the boundary of every set is non-empty, which follows from the fact that Γ is infinite
and connected. Note that this information is enough to recover Corollary 2.2 (see [19,
Prop. 3.1]). The point of Theorem 2.1 is that the inequality (2.23) for q = 2 contains quite
sharp information as far as the heat kernel decay is concerned.

Let us consider another example of application of our approach for obtaining Faber-
Krahn inequalities. Let us call a capacitor any couple (A,B) of sets in Γ such that A ⊂ B
and A is finite. Define the capacity of the capacitor (A,B) as

cap(A,B) = inf
f∈c0(B),f |A=1

E(f),
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where the energy E(f) is defined by (2.17). If B = Γ then we write cap(A). One knows
that the random walk Xk is transient if and only if the capacity cap(x) of any vertex x ∈ Γ
is positive (see, for example, [40]). We say that Xk is uniformly transient if

inf
x∈Γ

cap(x) > 0.

Proposition 2.7 Suppose that the random walk Xk is uniformly transient. Then, for any
non-empty finite set Ω ⊂ Γ,

λ1(Ω) ≥ c

µ(Ω)
. (2.25)

Consequently, for all x ∈ Γ and for all positive integers k,

pk(x, x) ≤ Ck−1. (2.26)

Proof. Let f be again a function as in the proof of Lemma 2.4. By changing its sign,
we may assume f(x0) = 1. Then f can be considered as a test function for the capacitor
({x0} ,Ω) whence

E(f) ≥ cap(x0,Ω) ≥ cap(x0) ≥ c.

Combining with (2.16), we obtain (2.25), whence (2.26) follows by Proposition 2.3 (cf.
Example 2.3).

Remark 2.5 In terms of Sobolev type inequalities, the conclusion of Proposition 2.7 cor-
responds to

‖f‖∞ ≤ C‖∇f‖2,

whereas (2.8) corresponds to
‖f‖2

∞ ≤ C‖f‖2‖∇f‖2.

Remark 2.6 If the random walk Xk is transient (but not necessarily uniformly transient)
then one still gets, for any x ∈ Γ,

pk(x, x) = O(k−1), k → ∞

(see [8]).

Let us finish this section by pointing out that one can always build a graph with a given
volume growth but such that

sup
x∈Γ

pk(x, x) ≥ ck−1. (2.27)

Indeed, using Proposition 4.2 below, one sees that (2.27) holds as soon as, for every k, the
graph contains a set of vertices whose cardinality is of order k and which has only a finite
set of boundary points. Sections 4 and 5 below are devoted to the construction of more
sophisticated examples.
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3 Heat kernels on manifolds with bounded geometry

Our main underlying space in this section is a weighted manifold, which is a slightly more
general object than a Riemannian manifold, because the measure and the metric are inde-
pendent. Let M be a smooth connected non-compact and geodesically complete Rieman-
nian manifold. Denote by d(x, y) the geodesic distance between x, y ∈ M and by B(x, r)
the open geodesic ball of radius r > 0 centered at x ∈ M .

Suppose that M is equipped with a Borel measure µ having a smooth positive density
σ with respect to the Riemannian measure. We will take all integrals against the measure
µ and denote

‖ϕ‖p =

(∫
M

|ϕ|p dµ
)1/p

and E(ϕ) =

∫
M

|∇ϕ|2 dµ.

The measure of geodesic balls will be denoted as follows:

V (x, r) = µ(B(x, r)).

There is a natural Laplace operator ∆ associated with the weighted manifold (M,µ)
which is defined by

∆ = σ−1∇(σ div)

where ∇ and div are the Riemannian gradient and divergence, respectively. The operator ∆
with domain C∞

0 (M) is essentially self-adjoint in L2(M,µ) and non-positive definite. The
associated heat semigroup et∆ has a smooth density pt(x, y) with respect to µ, which is
the heat kernel of ∆. Equivalently, the heat kernel is the transition density of the diffusion
process Xt on M generated by ∆.

Denote by λ1(Ω) the bottom of the spectrum of the operator −∆ with domain C∞
0 (Ω),

where Ω is an open subset of M . If Ω is precompact then λ1(Ω) is the first eigenvalue of
the Dirichlet boundary value problem for ∆ in Ω. Alternatively, λ1(Ω) is defined by the
variational principle

λ1(Ω) = inf
ϕ∈Lip0(Ω)

E(ϕ)

‖ϕ‖2
2

,

where Lip0(Ω) is the class of Lipschitz functions on M with support in Ω.
Given a geodesically complete weighted manifold (M,µ), we say that (M,µ) has weak

bounded geometry if there exist r0 > 0 (called a radius of bounded geometry) and a constant
C such that

(D0) (the local doubling property) for any x ∈M and r ∈ (0, r0),

V (x, 2r) ≤ CV (x, r) ;

(P0) (the local Poincaré inequality) for any x ∈M , r ∈ (0, r0) and for any ϕ ∈ C∞(B(x, 2r)),

inf
s∈R

∫
B(x,r)

(ϕ− s)2dµ ≤ Cr2

∫
B(x,2r)

|∇ϕ|2dµ .

Our main result in this section is the following theorem containing Theorem 1.1 as a
special case.
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Theorem 3.1 Let (M,µ) be a geodesically complete non-compact weighted manifold with
weak bounded geometry. Suppose that, for all points x ∈ M and all r ≥ r0 (where r0 is a
radius of bounded geometry),

V (x, r) ≥ v(r), (3.1)

where v is a continuous positive strictly increasing function on [r0,+∞). Then, for all
t ≥ t0 := r2

0,

sup
x∈M

pt(x, x) ≤ C

γ(ct)
, (3.2)

where γ is defined by

t− t0 =

∫ γ(t)

v0

v−1(s)ds (3.3)

and v0 = v(r0) (here v−1 is the inverse function).

Proof. We shall deduce Theorem 3.1 from Proposition 2.5 and [16, Proposition III.2]
(the latter being a continuous analogue of Proposition 2.3) by using well-known discretiza-
tion techniques ( [34], [13], [25], [16]). The ingredients we need are contained in the proof
of [16, Theorem VI.1]; only trivial modifications are required in order to take into account
the presence of the weight µ.

Fix some ε ∈ (0, r0/10) and denote by Γ an ε-net on M , that is a countable set of
points of M such that the balls B(x, 2ε), x ∈ Γ, cover M whereas the balls B(x, ε) do not
intersect. We say that two points x, y ∈ Γ are connected by an edge and write x ∼ y if
d(x, y) < 2ε. As follows from (D0), Γ is a locally uniformly finite graph, i.e. the number
of neighbors of any point in Γ is uniformly bounded. Denote by d̃ the graph distance on Γ
and by B̃(x, r) balls on Γ.

The weight µ̃xy on Γ is defined by

µ̃xy = V (x, ε) + V (y, ε).

As follows from (3.1) and (D0), µ̃xy satisfies the hypothesis (2.1) necessary for Proposition
2.5.

Denote also by µ̃ the induced measure on Γ and set Ṽ (x, r) = µ̃(B̃(x, r)), for x ∈ Γ
and r > 0. It follows from [25, Prop. 2.2 and Section 6], that (3.1) implies

Ṽ (x, r) ≥ cv(cr), ∀ r ≥ 1,

for some fixed c > 0. Now Proposition 2.5 implies

λ̃1(Ω) ≥ c

v−1(Cµ̃(Ω))µ̃(Ω)
, (3.4)

for every non-empty finite subset Ω of Γ, where λ̃1 refers to the first eigenvalues on the
graph (Γ, µ̃). Denote for simplicity

Λ(s) =
c

v−1(Cs)s

so that (3.4) can be written as
λ̃1(Ω) ≥ Λ(µ(Ω)). (3.5)
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By [29, Lemma 2.1] (see also [1] and [12, Lemma 7.2]), one derives from (3.5) the
following Nash inequality on Γ:

E(f) ≥ 1

2
‖f‖2

2 Λ(4
‖f‖2

1

‖f‖2
2

),

for all finitely supported functions f on Γ. Following the second part of the proof of [16,
Theorem VI.1], one finds that, for every fixed a > 0,

E(ϕ) ≥ c ‖ϕ‖2
2 Λ(C

‖ϕ‖2
1

‖ϕ‖2
2

), (3.6)

for all non-negative functions ϕ ∈ C∞
0 (M) such that

‖ϕ‖2 ≤ a ‖ϕ‖1 .

Note that (D0) and (P0) imply by [36, Theorem 4.2], for all t ≤ t0 := r2
0 and x ∈M ,

pt(x, x) ≤ C

V (x,
√
t)
.

Together with V (x, r0) ≥ v0 = v(r0) (which follows from the hypothesis (3.1)), this yields

pt0(x, x) ≤
C

v0
. (3.7)

Then (3.6) and (3.7) imply, by [16, Proposition III.2], the upper bound (3.2).
There is another proof of Theorem 3.1 which does not use the discretization techniques

and which follows the same lines as the proof of Theorem 2.1 for graphs. However, the proof
of a continuous analogue of the key Lemma 2.4 is more complicated: instead of considering
a chain of vertices x0, x1, ..., xn one considers a chain of balls of some radius r centered at
xi and uses the local Poincaré inequality (P0) to estimate the difference fr(xi) − fr(xi+1),
where fr(x) is the mean value of f in the ball B(x, r).

4 An example with pinched polynomial growth

The aim of this section is to prove the following result.

Theorem 4.1 For arbitrarily large values of D, there exists a locally uniformly finite graph
Γ such that, for the standard weight µ on Γ and for all x ∈ Γ and r ≥ 1,

c rD ≤ V (x, r) ≤ C rD,

whereas, for even k,

sup
x∈M

pk(x, x) � k−
D

D+1 . (4.1)
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The upper bound in (4.1) follows by Theorem 2.1 so we will have only to prove the
lower bound.

Our example is motivated by sets studied in the ‘diffusions on fractals’ literature, and
is based on an N -dimensional version of the Vicsek set (see [2]). We first explain why
it is natural to look at this example. Let F be a fractal set with Hausdorff dimension
df ∈ [1,+∞). Given sufficient regularity (and in particular if F is in one of the families of
these sets with good behavior, such as nested fractals or generalized Sierpinski carpets [35],
[3]), then the standard continuous-time heat kernel on F (see [2] for a definition) satisfies,
for some ds > 0 and for all x ∈ F , t ∈ (0, 1)

pt(x, x) � t−ds/2. (4.2)

It is convenient to define a third quantity dw by dw = 2df/ds. One finds that dw ≥ 2,
so that ds ≤ df . Under certain regularity conditions, and provided that the shortest path
metric on F is comparable to Euclidean distance, one has in addition that

dw ≤ 1 + df , (4.3)

which implies ds ≥ 2df/(1 + df). For a precise statement see [2, Theorem 3.20] – a proof
has not yet been written up. The underlying point is that if ζ = df − dw then the effective
resistance between points at distance r ∈ (0, 1) apart is roughly rζ ; if F is connected then
one must have ζ ≤ 1.

Note that df is directly related to the volume growth on F , namely, V (x, r) � rdf , for
r ∈ (0, 1). Hence, constructing the fractal with the minimal possible spectral dimension
ds = 2ds/(1 + df) means to have ζ = 1. The latter can be achieved if F is a tree (so
contains no loops) which explains why our example is based on the Vicsek set.

Given any suitably regular fractal F then one can construct an infinite ‘pre-fractal’
graph ΓF such that the large scale structure of ΓF mimics the small scale structure of F .
In particular, the graph ΓF has a volume growth of order rdf and the heat kernel associated
with the simple random walk on ΓF satisfies, for all x and even k,

pk(x, x) � k−ds/2. (4.4)

If ds/2 = df/(1 + df) then ΓF is exactly the required example.
We remark that while it would probably be possible to piece together what we need

from the ‘fractals’ literature, the results we need are sometimes not given very explicitly,
or require a good deal of technical apparatus to explain. So we prefer to give here a direct
proof, using the method of anti-Faber-Krahn inequalities developed in [20] and [22], which
is based in the following statement.

Proposition 4.2 ([20, Propositions 2.3, 4.4 ], [22, Proposition 4.2]) For any graph (Γ, µ),
for any non-empty finite set Ω ⊂ M and for any even1 integer k, the following inequality
holds

sup
x∈Γ

pk(x, x) ≥ e−2λ1(Ω)k

µ(Ω)
, (4.5)

provided λ1(Ω) ≤ 1/2.

1Note that, in general, one cannot claim any non-trivial lower bound for pk(x, x) if k is odd. Indeed,
on any bipartite graph (including Z

N ), one has pk(x, x) = 0 for all odd k.
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Proof of Theorem 4.1. Given D > 1, let us set q = 3D and suppose that we can
find in Γ a family of finite subsets {Ωn}n∈N

such that

µ(Ωn) ≤ Cqn and λ1(Ωn) ≤ C(3q)−n . (4.6)

Then if k is even and large enough, choose n such that

k � (3q)n.

From (4.5) and (4.6), we deduce

sup
x∈Γ

pk(x, x) ≥ c′

µ(Ωn)
≥ ck− log q/ log(3q) = ck−D/(D+1).

If at the same time the volume growth function of Γ satisfies

crD ≤ V (x, r) ≤ CrD, (4.7)

then Γ is the required example.
Next we show how to construct Γ and {Ωn} satisfying (4.6) and (4.7). We begin by

defining a fractal set F as a motivation for Γ. Let F0 = [0, 1]N be the unit cube on R
N .

Let x1, . . . , x2N be the corners of F0, and let x0 = (1
2
, . . . , 1

2
) be the center of F0. Define

the contraction ψi centered at xi by

ψi(x) = xi +
1

3
(x− xi), 0 ≤ i ≤ 2N ,

and, for compact sets K ⊂ R
N , set

Ψ(K) =

2N⋃
i=0

ψi(K).

In other words, Ψ(K) is a union of q := 2N + 1 copies of K scaled by the factor 1
3

with the
centers xi.

Define inductively Fn = Ψ(Fn−1). It is easily seen that {Fn}n≥1 is a decreasing sequence
of non-empty compact connected sets. The set F = ∩∞

i=1Fn is the N -dimensional Vicsek
set (see Fig. 3).

Figure 3 The set F2 = Ψ(Ψ(F0)) consists of 25 black squares with the sides 1/9 (case
N = 2)
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Now we explain how to construct a graph Γ which has at the large scale the same
structure as F at the small scale. Let us consider the sets

Hn = 3nFn.

Note that Fn ⊂ [0, 1]N consists of qn cubes each of side 3−n, and that cubes touch only
at their corners. So Hn ⊂ [0, 3n]N , and consists of qn copies of the unit cube, arranged
the same way as the little cubes in Fn. It is not hard to check that if m > n then
Hm ∩ [0, 3n]N = Hn. Set

H = ∪∞
n=0Hn.

Then H is connected and consists of a countable union of cubes of side 1, all of which have
corners in Z

N and edges parallel to the axes. Write C for this collection of cubes.
The vertex set of the required graph Γ is the set of corners and centers of the cubes

in C. The edges of Γ connect the center of any cube from C to each corner of that cube.
Since H is connected, Γ is also connected. As in Section 2, denote by d the graph distance
in Γ and by B(x, r) the combinatorial ball, that is,

B(x, r) = {y : d(x, y) < r}.

Let µ be the standard weight on Γ. For each vertex x ∈ Γ, we have then 1 ≤ µ(x) ≤ 2N ,
which, in particular, implies, for any vertex set Ω, µ(Ω) � |Ω| where |Ω| is the cardinality
of Ω.

Figure 4 A fragment of the graph Γ. The sets Ω0, Ω1 and Ω2 are bounded by the
dashed squares. This picture contains one 2-block, five 1-blocks and twenty five 0-blocks.

The sets {Ωn} are defined by

Ωn = Γ ∩ [0, 3n]N . (4.8)

We will regard Ωn both as a set of vertices and as a subgraph of Γ. We call a n-block any
subgraph of Γ isomorphic to Ωn (see Fig. 4). Note that Γ is a union of n-blocks, for any
integer n ≥ 0.

19



We claim that
|Ωn| = 1 + 2Nqn, (4.9)

which implies
µ(Ωn) � qn. (4.10)

Indeed, Ωn+1 is the union of q n-blocks, which are disjoint except for the 2N vertices at
which the outer n-blocks meet the central one. Therefore,

|Ωn+1| = q |Ωn| − 2N .

Noting that |Ω0| = q, we obtain (4.9) by induction.
We will also use the following structure property of n-blocks. The boundary of Ωn

(that is, those vertices in Ωn which are connected by edges to vertices outside Ωn) consists
only of one of its corners (other n-blocks have up to 2N boundary points). The distance
between any two corners is equal to 2 · 3n which is also the diameter of Ωn. The distance
from the center of Ωn to its corners is equal to 3n.

Let us estimate λ1(Ωn). By the variational definition (2.9), we have

λ1(Ωn) ≤ E(f)∑
x f(x)2µ(x)

, (4.11)

for any function f ∈ c0(Ωn), where

E(f) =
1

2

∑
x,y

|∇xyf |2µxy.

Denote by z0 the center of Ωn and by zi, i ≥ 1, its corners. Define f as follows: f(z0) = 1,
f(zi) = 0, i ≥ 1, and extend f as a harmonic function in the rest of Ωn. Then f is linear
on each of the paths of length 3n, which connect z0 with the corners zi, and is constant
elsewhere (see Fig, 5).

1
8/9

7/9
2/3

5/9
4/9

1/3

1/9 0

2/9

z0

zi

Figure 5 The values of the function f on the diagonal z0zi. The function remains
constant on all paths transversal to the diagonal (except for the other diagonals).
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Since f(y) ≥ 2
3

for all y in the (n− 1)-block with the center z0, we have, by (4.10),

∑
x

f 2(x)µ(x) ≥ 4

9
µ(Ωn−1) � qn. (4.12)

Also, since |∇xyf | = 3−n for any two neighboring points x, y on each of the diagonals
connecting z0 and zi, and |∇xyf | = 0 otherwise, we obtain

E(f) =
2N∑
i=1

3−2nd(z0, zi) = 2N3−n. (4.13)

Thus, by (4.11), (4.12) and (4.13), λ1(Ωn) ≤ C(3q)−n, as desired. Hence, both inequalities
(4.6) are proved.

Let us finally verify that
crD ≤ V (x, r) ≤ CrD, (4.14)

for all x ∈ Γ and r ≥ 1, where D = log q/ log 3. If r ≤ 3 then (4.14) is trivial. Otherwise,
find an integer n ≥ 1 so that

3n ≤ r < 3n+1.

Since the vertex x belongs to some (n− 1)-block and the diameter of this block is 2 ·3n−1 <
3n, this block is contained in the ball B(x, r) (see Fig. 6). Hence,

V (x, r) ≥ µ(Ωn−1) � qn � rD.

3n

x

Figure 6 The ball B(x, 3n) contains a (n− 1)-block.
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3n+1
y

x

z

Figure 7 The ball B(x, r) is contained in the union of the (n+ 1)-block A and the
neighboring (n+ 1)-blocks.

The vertex x belongs also to some (n+ 1)-block; denote it by A. If a point y ∈ B(x, r)
is not in A then there is a shortest path of length < 3n+1 connecting x and y and going
through one of the corners of A; denote this corner by z (see Fig. 7). Then the segment zy
of the path xy must lie in another (n+ 1)-block to which z is a corner. Therefore, B(x, r)
lies in the union of A and of at most 2N the other (n+ 1)-blocks neighboring to A. Hence,

V (x, r) ≤ qµ (Ωn+1) � rD,

finishing the proof of (4.14).

We remark that while we have proved, for even k,

sup
x∈Γ

pk(x, x) � ck−D/(D+1),

it is clear from the fractal literature that

pk(x, x) � pk(y, y)

for all x, y ∈ Γ, which is due to the homogeneity of the graph Γ. So our example actually
gives the stronger result that there exists a graph with the volume growth (4.14) and for
which

ck−D/(D+1) ≤ pk(x, x) ≤ Ck−D/(D+1), (4.15)

for all x ∈ Γ and positive even k.
Note that the values of D valid for the above construction are given by

D =
log(1 + 2N)

log 3
, N = 2, 3, 4, ...

It is possible to show, by using a more sophisticated version of the construction, that one
can in fact get all real values D > 1.
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In the next section, we will provide a simpler example showing that Theorem 2.1 is
sharp for all D > 1. However, that example will not possess the matching upper bound
for the volume growth function.

In the rest of this section, let us discuss isoperimetric properties of the graph (Γ, µ)
constructed in Theorem 4.1. By Proposition 2.5 and by V (x, r) ≥ crD, we have the Faber-
Krahn inequality

λ1(Ω) ≥ cµ(Ω)−
D+1

D , (4.16)

for all non-empty finite sets Ω ⊂ Γ. On the other hand, for the sets Ωn, we have also the
anti-Faber-Krahn inequality (cf. (4.6) and (4.10))

λ1(Ωn) ≤ Cµ(Ωn)−
D+1

D ,

so that (4.16) is sharp at all scales of the volume. Let us compare (4.16) with the isoperi-
metric profile for Γ. For any set Ω ⊂ Γ, let us denote by ∂Ω its boundary, that is

∂Ω = {x ∈ Ω : ∃y ∼ x, y /∈ Ω} .
We say that the graph (Γ, µ) satisfies the isoperimetric inequality with a function I(s)

if, for all non-empty finite sets Ω ⊂ Γ,

µ(∂Ω) ≥ I(µ(Ω)). (4.17)

A discrete version of Cheeger’s inequality says that if I(v)/v is decreasing then (4.17)
implies the following Faber-Krahn inequality

λ1(Ω) ≥ 1

4

(
I(µ(Ω))

µ(Ω)

)2

. (4.18)

Obviously, (4.17) holds with the trivial function I(s) = 1, for any infinite connected graph
with the standard weight. However, for the graph Γ, this trivial isoperimetric inequality is
optimal. Indeed, each set Ωn has only 1 boundary point so that µ(∂Ωn) ≤ C.

For the constant function I, (4.17) and (4.18) imply

λ1(Ω) ≥ cµ(Ω)−2,

which is weaker than (4.16). The conclusion is that the isoperimetric inequality (4.17) con-
tains less information than the Faber-Krahn inequality (4.16). There are other situations
where this phenomenon can be observed - see for example [23] and [6] (cf. the discussion
after Proposition 2.6).

5 Examples with volume bounded from below

In this section, we construct examples showing the sharpness of Theorem 2.1 for a regular
enough volume growth function v(r). We separate the polynomial function v(r) from the
general case because the results for the polynomial case are more precise.

Theorem 5.1 For every D ≥ 1, there exists a locally uniformly finite graph Γ such that,
for the standard weight µ on Γ and for all x ∈ Γ and r ≥ 1,

V (x, r) ≥ crD, (5.1)
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whereas, for even k,

sup
x∈M

pk(x, x) � k−
D

D+1 . (5.2)

Unlike the example in the previous section, we do not have here the matching upper
bound for the volume V (x, r) nor do we know whether the pointwise heat kernel estimate
(4.15) holds. On the other hand, this example does show that Theorem 2.1 is sharp, and
it works for any D ≥ 1. Moreover, the construction is much easier. Note that the value
D = 1 is trivially covered by Γ = Z so we may assume in the sequel D > 1.

Proof. The approach to proving the lower bound (5.2) will be the same as in the
previous section (note that the upper bound in (5.2) is a consequence of Theorem 2.1).
Suppose that there exists a sequence {Ωn}n≥1 of non-empty finite sets in Γ such that

µ(Ωn) ≤ CnD (5.3)

and
λ1 (Ωn) ≤ Cn−(D+1). (5.4)

Given a large enough even integer k, find an integer n so that

k � nD+1. (5.5)

Then, by (4.5), (5.4) and (5.3),

sup
x∈Γ

pk(x, x) ≥ c′

µ(Ωn)
≥ cn−D � k−D/(D+1), (5.6)

as required.
For a given D > 1, first fix an integer N such that

N > D + 1. (5.7)

Our graph Γ will be a subgraph of Z
N , with the standard weight µ. Denote for simplicity

zn = (n, 0, ..., 0) ∈ Z
N .

First, Γ contains all nodes zn for n = 0, 1, 2, ... , connected by edges as in Z
N . Then, at

each node zn, we assign a plate Pn defined by

Pn =
{
x ∈ Z

N : x1 = n and |xi| ≤ nα, i = 2, 3, ..., N
}
. (5.8)

The points on Pn are connected by edges as in Z
N . The exponent α is determined by

α =
D − 1

N − 1
< 1. (5.9)
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x1

x2

x3

P0P0

P1 P2

P3 P4

Figure 8 A fragment of the graph Γ in Z
3 (with α ≈ 0.7). The set Ω4 is the union of all

the plates from P0 to P4.

The set Ωn is defined as the union of all plates Pi for i = 0, 1, ..., n (see Fig. 8). Since
the plate Pi contains � (iα)N−1 vertices, we obtain

µ(Ωn) �
n∑

i=1

iα(N−1) � nα(N−1)+1 � nD, (5.10)

and (5.3) follows.
In order to estimate λ1(Ωn), we use the variational definition (4.11) of λ1. Choose a

test function f ∈ c0(Ωn) as follows:

f(x) = (n− x1)+ (5.11)

where x1 is the first coordinate of x in R
N . The function f is constant on each plate Pi

so that ∇xyf = 0 if x, y ∈ Pi. If x and y are consecutive nodes zi, zi+1 then |∇xyf | = 1.
Therefore,

E(f) =
1

2

∑
x,y

|∇xyf |2 µxy =
n−1∑
i=0

∣∣∇zizi+1
f
∣∣2 = n. (5.12)

The function f restricted to Ω�n/2� (where �·� is the integer part) is bounded below by n/2.
Hence, ∑

x

f 2(x)µ(x) ≥ n2

4
µ(Ω�n/2�) � n2+D. (5.13)

From (5.12), (5.13) and (4.11), we obtain (5.4).
We are left to prove the volume estimate (5.1). It suffices to assume that the radius r

is large enough because, for a bounded r, (5.1) is trivial. Consider the following cases.
Case 1. Let x = z0. Then, for any integer n ∈ (0, r), the ball B(z0, r) contains the ball

B(zn, r − n) (see Fig. 9).
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Pn

r

Figure 9 The ball B(z0, r) lies in the region bounded by the two dashed lines.

The distance from zn to any other point on Pn does not exceed (N − 1)nα. If n < r/N
then (N − 1)nα < r − n, which implies that

Pn ⊂ B(zn, r − n) ⊂ B(z0, r).

Taking the maximal n with this property (which is of the order r) we obtain

V (z0, r) ≥
n∑

i=0

µ(Pi) = µ(Ωn) � nD � rD.

Case 2. Let x = zn. Then V (zn, r) ≥ V (z0, r) because the translate of Γ by the vector
(n, 0, 0, ...0) is a subgraph of Γ, and the image of B(z0, r) is contained in B(zn, r).

Case 3. Now, consider the general case. Suppose x ∈ Pn. If B(x, r) does not cover all
of Pn then the intersection B(x, r) ∩ Pn is a ball in Pn with volume � rN−1 ≥ rD whence
(5.1) follows.

Let B(x, r) contain Pn. Obviously, B(x, r) contains also the ball B(zn+1, R) (see Fig.
10) where

R = (r − (N − 1)nα − 1)+ . (5.14)
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Figure 10 The ball B(x, r) contains Pn and B(zn+1, R)

Therefore, using the estimate of V (zn+1, R) from the previous case, we obtain

V (x, r) ≥ max (µ(Pn), V (zn+1, R)) ≥ c(nα(N−1) +RD).

Finally, let us show that
nα(N−1) +RD ≥ crD.

Indeed, by (5.7) N − 1 > D. Therefore, we have

nα(N−1) +RD ≥ (nα)D +RD ≥ c [(N − 1)nα +R]D ≥ c′rD,

where in the last inequality we have applied (5.14).
Since Γ is a subgraph of Z

N , we have the following upper bound of the volume

V (x, r) ≤ CrN , (5.15)

which is optimal if x = zn with n >> r.

A modification of the above construction allows to treat also superpolynomial functions
v(r).

Theorem 5.2 Let v ∈ C1(0,+∞) be a positive strictly monotone increasing function such
that v = 0. Assume that v satisfies the following conditions:

(i) v′ is positive and monotone increasing;

(ii) v′
v

is monotone decreasing.

Then there exists a locally uniformly finite graph (Γ, µ) (with the standard weight µ on
Γ) such that, for all x ∈ Γ and r ≥ 1,

V (x, r) ≥ cv(cr) (5.16)
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and, for all positive even integers k,

sup
x∈Γ

pk(x, x) ≥ c

γ(Ck)
(5.17)

where the function γ is defined by

γ−1(s) = s2 d

ds
v−1(s). (5.18)

Remark 5.1 The hypothesis (i) means that v(r) grows at least linearly, whereas the
hypothesis (ii) implies that v(r) grows at most exponentially. So, the hypotheses (i) and
(ii) of Theorem 5.2 restrict the rate of growth of v only within the natural limits of the
volume growth for manifolds of bounded geometry.

Example 5.1 If v(r) = rD then we obtain from (5.18) γ−1(s) � s1+1/D and from (5.17)

sup
x∈Γ

pk(x, x) ≥ ck−
D

D+1

as in Theorem 5.1. However, we have preferred to treat the polynomial case separately
because of the upper bound (5.15), which is not present for the graph of Theorem 5.2.

Example 5.2 Let v(r) = exp(rα) for α ∈ (0, 1]. Then Theorem 5.2 yields

γ−1(s) � s (log s)1/α−1

and

sup
x∈Γ

pk(x, x) ≥ c (log k)1/α−1

k
. (5.19)

For comparison, let us recall that Theorem 2.1 implies (cf. Example 2.2)

sup
x∈Γ

pk(x, x) ≤ C(log k)1/α

k
.

Hence, for such a superpolynomial volume growth, there is a logarithmic gap between the
upper bound of Theorem 2.1 and the lower bound of Theorem 5.2 (cf. Remark 6.1).

The proof of Theorem 5.2 is similar to the previous one, and we use the same notation.
Now the plate Pn will be a copy of the ball of radius ρ(n) on the binary tree (see Fig. 11).
The graph Γ is the union of Pn’s connected by the edges znzn+1. It is no longer a subgraph
of Z

N but still can be considered as a subset of R
N so that Pn projects onto the point

zn = (n, 0, ..., 0) on the axis x1.

zn

Figure 11 The plate Pn is a ball of radius ρ(n) on the binary tree attached to the point
zn ∈ R

N . On this picture, 4 < ρ(n) < 5.
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The radius function ρ is taken as follows

ρ(s) = C + log2(v(s+ 1) − v(s)). (5.20)

The hypothesis (i) implies that

v(s+ 1) − v(s) ≥ v(1) − v(0) > 0.

Hence, if C is large enough then ρ(s) is positive (and increasing).
As before, let Ωn be the union of the plates Pi for i = 0, 1, ..., n. Let µ be the standard

weight on Γ. We have then

µ(Ωn) � |Ωn| �
n∑

i=0

2ρ(i) = 2Cv(n+ 1).

Note that
v(n+ 1) � v(n). (5.21)

Indeed, the fact that v′/v is decreasing implies, for large r,

v′(r)/v(r) ≤ C. (5.22)

By integrating this inequality from n to n+ 1, we obtain v(n+ 1) ≤ Cv(n), whence (5.21)
follows. Therefore, we have

µ(Ωn) � v(n). (5.23)

The proof of the volume estimate (5.16) is similar to that for Theorem 5.1. It suffices
to assume that r is large enough. Let us first observe that (5.22) implies

v(r) ≤ exp(Cr). (5.24)

Consider the following cases.
Case 1. Let x = z0. Then, for any positive integer n such that

n + ρ(n) < r, (5.25)

the ball B(z0, r) contains the entire plate Pn. The maximal n satisfying (5.25) is of order
r, as follows from (5.20) and (5.24). Therefore, we obtain

V (z0, r) ≥
n∑

i=0

µ(Pi) = µ(Ωn) ≥ cv(n) ≥ cv(cr).

Case 2. Let x = zn. Then V (zn, r) ≥ V (z0, r) because the translate of Γ by the vector
(n, 0, 0, ...0) is a subgraph of Γ, and the image of B(z0, r) is contained in B(zn, r).

Case 3. Let x ∈ Pn. If B(x, r) does not cover all of Pn then the intersection B(x, r)∩Pn

is a ball in Pn with volume ≥ 2r/2 ≥ cv(cr) whence (5.16) follows.
Let B(x, r) contain Pn. Obviously, B(x, r) contains also the ball B(zn+1, R) where

R = (r − ρ(n) − 1)+ . (5.26)

Therefore, using the estimate of V (zn+1, R) from the previous case, we obtain

V (x, r) ≥ max (µ(Pn), V (zn+1, R)) ≥ c(2ρ(n) + v(cR)).
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By the hypothesis (i), the function v is convex so that it satisfies the inequality

v(a) + v(b)

2
≥ v(

a+ b

2
).

Therefore, using also (5.24) and (5.26), we have

2ρ(n) + v(cR) ≥ cv(cρ(n)) + v(cR) ≥ cv(cρ(n) + cR) ≥ cv(cr)

whence (5.16) follows.
Next we will estimate λ1(Ωn). For any r > 0, define r∗ by

v(r∗) =
1

2
v(r). (5.27)

Since v(0) = 0, r∗ is defined for all r > 0 and 0 < r∗ < r. Since v(∞) = ∞, we have
r∗ → ∞ as r → ∞. Moreover, the following is true.

Lemma 5.3 The function r �→ r − r∗ is monotone increasing.

Proof. We have by (5.27)

log 2 = log v(r) − log v(r∗) =

∫ r

r∗

v′(s)
v(s)

ds. (5.28)

Since v′
v

is decreasing, the length of the interval [r∗, r] should be increasing in r to preserve
the constant value of the integral in (5.28).

To estimate λ1(Ωn), consider the following continuous function ϕ(s) on R+ (see Fig.
12)

ϕ(s) =




0, s ≥ n
1, s ≤ n∗

linear, n∗ < s < n

s

(s)

nn*

Figure 12 The function ϕ(s)

Define a function f(x) on Γ by f(x) = ϕ(x1). It is clear that f ∈ c0(Ωn). Since f(x) is
constant on any plate Pi, we have the following estimate of the energy of f

E(f) =
n−1∑
i=0

∣∣∇zizi+1
f
∣∣2 =

n−1∑
i=�n∗�

|ϕ(i) − ϕ(i+ 1)|2 ≤ n− �n∗�
(n− n∗)2

� 1

n− n∗ .
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On the other hand, since f ≥ 1 on Ω�n∗�, we have, by (5.23) and (5.27),

∑
x∈Γ

f 2(x)µ(x) ≥ µ(Ω�n∗�) � v(�n∗�) � v(n∗) =
1

2
v(n).

Hence, by the variational property (2.9) of the eigenvalues,

λ1(Ωn) ≤ C

(n− n∗)v(n)
. (5.29)

Next we need the following lemmas.

Lemma 5.4 If a function v(r) satisfies the hypotheses of Theorem 5.2 then

1

2
(r − r∗)v(r) ≤

∫ r

0

v(s)ds ≤ 2(r − r∗)v(r) (5.30)

Proof. The lower bound in (5.30) follows by the monotonicity of v(s) and v(r∗) =
1
2
v(r). In order to obtain the upper bound for the integral, consider the decreasing sequence

{ri}i≥0 defined by
r0 = r, ri+1 = (ri)

∗.

Clearly, ri ↓ 0 as i→ ∞ and

∫ r

0

v(s)ds ≤
∞∑
i=0

(ri − ri+1)v(ri).

The sequence {v(ri)} is a decreasing geometric series with ratio 1/2. As follows from
Lemma 5.3, the sequence {(ri − ri+1)} is decreasing. Therefore, (ri − ri+1)v(ri) decays at
least as fast as the geometric series whence

∞∑
i=0

(ri − ri+1)v(ri) ≤ 2(r0 − r1)v(r0) = 2(r − r∗)v(r)

which was to be proved.

Lemma 5.5 If a function v(r) satisfies the hypotheses of Theorem 5.2 then∫ r

0

v(s)ds � v2(r)

v′(r)
. (5.31)

Proof. By Lemma 5.4, it suffices to verify that

r − r∗ � v(r)

v′(r)
. (5.32)

As follows from (5.28), for some ξ ∈ (r∗, r),

log 2 = (r − r∗)
v′(ξ)
v(ξ)

.

31



To prove the upper bound in (5.32), we use the hypothesis (ii) which implies

r − r∗ = (log 2)
v(ξ)

v′(ξ)
≤ (log 2)

v(r)

v′(r)
.

Since the functions v and v′ are monotone increasing, we obtain

v(ξ)

v′(ξ)
≥ v(r∗)
v′(r)

=
1

2

v(r)

v′(r)
,

which yields the lower bound in (5.32).
Hence, (5.29) together with Lemmas 5.4 and 5.5 implies

λ1(Ωn) ≤ C
v′(n)

v2(n)
. (5.33)

Given a large enough k, choose n ∈ N so that

k � v2(n)

v′(n)
. (5.34)

It is always possible to find such n because v2(n)
v′(n)

grows with n at most as a geometric

series, due to (5.21) and to the fact that v′ is increasing. Then, by (5.33), λ1(Ωn)k ≤ C. In
particular, λ1(Ωn) ≤ 1/2 provided k is large enough, which enables us to apply Proposition
4.2, and to obtain

sup
x∈Γ

pk(x, x) ≥ e−2λ1(Ωn)k

µ(Ωn)
≥ c

µ(Ωn)
≥ c

v(n)
, (5.35)

for large enough even k.
From (5.18) and (5.34), we obtain

γ−1(v(n)) = v2(n)

(
d

ds
v−1

)
(v(n)) =

v2(n)

v′(n)
� k,

whence v(n) ≤ γ(Ck). Together with (5.35), this implies (5.17), for k large enough. Since
pk(x, x) is monotone decreasing in k, the lower bound (5.17) is true also for all positive
even integers k, by adjusting the constants c, C.

6 How to transfer the examples to the manifold set-

ting

Let (M,µ) be a weighted manifold. We use the notation of Section 3, and we denote by
Lip0(M) the set of all Lipschitz functions on M with compact support. Then we have the
following functional analogue of Proposition 4.2.

Proposition 6.1 ([20, Proposition 2.1]) For any function ϕ ∈ Lip0(M) \ {0} and for any
t > 0, we have

sup
x∈M

pt(x, x) ≥ ‖ϕ‖2
2

‖ϕ‖2
1

exp

(
−E(ϕ)

‖ϕ‖2
2

t

)
. (6.1)
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This proposition shows that, in order to obtain a lower bound for the heat kernel, it
suffices to construct, for any t, a “good” test function ϕ to use in (6.1). Such test functions
can be built from finite sets of vertices in a discretization of M as in the proof of the next
statement.

Proposition 6.2 Let (M,µ) be a geodesically complete non-compact weighted manifold
with weak bounded geometry, and let (Γ, µ̃) be a discretization of M in the sense of Section
3. Then the heat kernel on M admits the following lower bound,

sup
x∈M

pt(x, x) ≥
exp

(
−Cλ̃1(Ω)t

)
Cµ̃(Ω)

, (6.2)

for any t > 0 and every non-empty finite subset Ω of Γ.

Proof. Let Ω be a non-empty finite subset of Γ. In the variational definition (2.9) of
the first eigenvalue, the test function f can be taken non-negative. Hence, there exists a
non-negative non-trivial function f ∈ c0(Ω) such that

E(f)

‖f‖2
2

≤ 2λ̃1(Ω).

By the Cauchy-Schwarz inequality, we have also

‖f‖2
1

‖f‖2
2

≤ µ̃(Ω).

By [25, Lemme 6.2 and Lemme 6.4], one concludes that there exists a function ϕ ∈
Lip0(M) such that

E(ϕ)

‖ϕ‖2
2

≤ Cλ̃1(Ω) and
‖ϕ‖2

1

‖ϕ‖2
2

≤ Cµ̃(Ω). (6.3)

Therefore, (6.2) follows by Proposition 6.1.
Let Γ be any locally uniformly finite connected graph and µ be the standard weight

on Γ. It is clear that one can turn Γ into a manifold M with bounded geometry just by
replacing the edges by tubes of length 1, and by gluing them smoothly at the vertices. Let
µ̂ be the Riemannian measure on M . It is also clear that Γ can be identified with an ε-net
on M (with ε close to 1

2
). Then Γ is endowed with a new measure µ̃ defined as in Section

3. Obviously, we have µ � µ̃ so that all Lp norms in Γ with respect to the measures µ and
µ̃ are uniformly equivalent.

By using the thickening procedure, we will now transfer the graph examples of Theorems
4.1, 5.1 and 5.2 to the manifold setting.

Theorem 6.3 For arbitrarily large values of D, there exists a complete non-compact Rie-
mannian manifold M with bounded geometry such that, for all x ∈M and r ≥ r0 > 0,

crD ≤ V (x, r) ≤ C rD, (6.4)

and, for all t ≥ t0 > 0,

ct−
D

D+1 ≤ sup
x∈M

pt(x, x) ≤ Ct−
D

D+1 . (6.5)
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Proof. Let (Γ, µ) be the graph constructed in Theorem 4.1 and let M be a manifold
obtained by thickening of edges of Γ. The volume growth function V (x, r) on M (with the
Riemannian measure) is the same as on Γ, up to constant multiples, so (6.4) follows from
the same property for Γ.

The sequence of the sets {Ωn} ⊂ Γ constructed in the proof of Theorems 4.1, satisfies
(4.6), that is

µ(Ωn) ≤ Cqn and λ1(Ωn) ≤ C(3q)−n .

Taking in (6.2) Ω = Ωn and choosing n from t = (3q)n, we obtain the lower bound in (6.5).
The upper bound follows by Theorem 3.1.

In the same way, one modifies the proofs of Theorems 5.1 and 5.2 to obtain their
continuous analogues.

Theorem 6.4 For every D ≥ 1, there exists a complete non-compact Riemannian mani-
fold M with bounded geometry such that, for all x ∈M and r ≥ r0 > 0,

V (x, r) ≥ crD

and, for all t ≥ t0 > 0,

ct−
D

D+1 ≤ sup
x∈M

pt(x, x) ≤ Ct−
D

D+1 .

Theorem 6.5 For any function v as in Theorem 5.2, there exists a complete non-compact
Riemannian manifold M with bounded geometry such that, for all x ∈M and r ≥ r0 > 0,

V (x, r) ≥ cv(cr)

and, for all t ≥ t0 > 0,
c

γ2(Ct)
≤ sup

x∈M
pt(x, x) ≤ C

γ1(ct)
, (6.6)

where γ1 is defined by
γ−1

1 (s) = sv−1(s) (6.7)

and γ2 is defined by

γ−1
2 (s) = s2 d

ds
v−1(s). (6.8)

Proof. The upper bound in (6.6) comes from Theorem 3.1 and from estimate (2.7)
of the function γ (see Remark 2.2). The lower bound is proved in the same way as in
Theorem 5.2, using Proposition 6.2 as in the previous proof.

Remark 6.1 If the function v−1 is polynomial then one typically has

d

ds
v−1(s) � v−1(s)

s

so that we obtain from (6.7) and (6.8) γ−1
1 � γ−1

2 . Hence, for a polynomial volume growth,
there is no gap between the upper and lower bounds in (6.6).

If v−1 is a logarithmic function then one typically has

d

ds
v−1(s) � v−1(s)

s log s

whence γ−1
1 � 1

log s
γ−1

2 , which accounts for a logarithmic gap between the upper and lower

bounds in (6.6) in the case of an exponential volume growth (cf. Example 5.2).
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Note added in proof. The slow heat kernel decay on fractal-like manifolds is related
to the slow heat propagation on such manifolds. A similar phenomenon takes place for
solutions to the wave equation – cf. S. Kusuoka, X.Y. Zhou, Waves on fractal-like manifolds
and effective energy propagation, P.T.R.F. 110 (1998) p.473-495.
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