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1 A path chain complex

1.1 Paths in a finite set

Let V be a finite set. For any p ≥ 0, an elementary p-path is any sequence i0, ..., ip of
p + 1 vertices of V. Fix a field K and denote by Λp = Λp (V,K) the K-linear space that
consists of all formal K-linear combinations of elementary p-paths in V . Any element of
Λp is called a p-path.

An elementary p-path i0, ..., ip as an element of Λp will be denoted by ei0...ip . For example,
we have

Λ0 = 〈ei : i ∈ V 〉, Λ1 = 〈eij : i, j ∈ V 〉, Λ2 = 〈eijk : i, j, k ∈ V 〉

Any p-path u can be written in a form u =
∑

i0,i1,...,ip∈V ui0i1...ip ei0i1...ip , where ui0i1...ip ∈ K.

Definition. Define for any p ≥ 1 a linear boundary operator ∂ : Λp → Λp−1 by

∂ei0...ip =

p∑

q=0

(−1)q ei0...îq ...ip
,

where ̂ means omission of the index. For p = 0 set ∂ei = 0.
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For example, ∂eij = ej − ei and ∂eijk = ejk − eik + eij .

Lemma 1.1 ∂2 = 0.

Proof. Indeed, for any p ≥ 2 we have

∂2ei0...ip =

p∑

q=0

(−1)q ∂ei0...îq ...ip
(1.1)

=

p∑

q=0

(−1)q

(
q−1∑

r=0

(−1)r ei0...îr...îq ...ip
+

p∑

r=q+1

(−1)r−1 ei0...îq ...îr ...ip

)

=
∑

0≤r<q≤p

(−1)q+r ei0...îr ...îq ...ip
−

∑

0≤q<r≤p

(−1)q+r ei0...îq ...îr...ip
.

After switching q and r in the last sum we see that the two sums cancel out, whence
∂2ei0...ip = 0. This implies ∂2u = 0 for all u ∈ Λp.

Hence, we obtain a chain complex Λ∗ (V ):

0 ← Λ0
∂
← Λ1

∂
← . . .

∂
← Λp−1

∂
← Λp

∂
← . . .
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Definition. An elementary p-path ei0...ip is called regular if ik 6= ik+1 for all k = 0, ..., p−1,
and irregular otherwise.

Let Ip be the subspace of Λp spanned by irregular ei0...ip . We claim that ∂Ip ⊂ Ip−1.
Indeed, if ei0...ip is irregular then ik = ik+1 for some k. We have

∂ei0...ip = ei1...ip − ei0i2...ip + ...

+ (−1)k ei0...ik−1ik+1ik+2...ip + (−1)k+1 ei0...ik−1ikik+2...ip (1.2)

+... + (−1)p ei0...ip−1 .

By ik = ik+1 the two terms in the middle line of (1.2) cancel out, whereas all other terms
are non-regular, whence ∂ei0...ip ∈ Ip−1.

Hence, ∂ is well-defined on the quotient spaces Rp := Λp/Ip, and we obtain the chain
complex R∗ (V ):

0 ← R0
∂
← R1

∂
← . . .

∂
← Rp−1

∂
← Rp

∂
← . . .

By setting all irregular p-paths to be equal to 0, we identify Rp with the subspace of Λp

spanned by all regular paths. For example, if i 6= j then eiji ∈ R2 and

∂eiji = eji − eii + eij = eji + eij

because eii = 0. In what follows we always consider ∂ acting on Rp.
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1.2 Path chain complex and path homology of a digraph

Definition. A digraph (directed graph) is a pair G = (V,E) of a set V of vertices and a
set E ⊂ {V × V \ diag} of arrows (directed edges). If (i, j) ∈ E then we write i→ j.

Definition. Let G = (V,E) be a digraph. An elementary p-path i0...ip on V is called
allowed if ik → ik+1 for any k = 0, ..., p − 1, and non-allowed otherwise.

Let Ap = Ap (G) be K-linear space spanned by allowed elementary p-paths:

Ap = 〈ei0...ip : i0...ip is allowed〉.

The elements of Ap are called allowed p-paths. Since any allowed path is regular, we have
Ap ⊂ Rp.

We would like to build a chain complex based on subspaces Ap of Rp. However, the spaces
Ap are in general not invariant for ∂. For example, in the digraph

a
• −→

b
• −→

c
•

we have eabc ∈ A2 but ∂eabc = ebc − eac + eab /∈ A1 because eac is not allowed.
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Consider the following subspace of Ap

Ωp ≡ Ωp (G) := {u ∈ Ap : ∂u ∈ Ap−1} .

Claim: ∂Ωp ⊂ Ωp−1. Indeed, u ∈ Ωp implies ∂u ∈ Ap−1 and ∂ (∂u) = 0 ∈ Ap−2, whence
∂u ∈ Ωp−1.

The elements of Ωp are called ∂-invariant p-paths. Hence, we obtain a path chain complex
Ω∗ = Ω∗ (G) :

0 ← Ω0
∂
← Ω1

∂
← . . .

∂
← Ωp−1

∂
← Ωp

∂
← Ωp+1

∂
← . . .

By construction we have Ω0 = A0 and Ω1 = A1, while in general Ωp ⊂ Ap.

Path homologies of G are defined as the homology groups of the path chain complex
Ω∗ (G):

Hp (G) = ker ∂|Ωp

/
Im ∂|Ωp+1 .

The elements of ker ∂|Ωp are called closed paths (or cycles), the elements of Im ∂|Ωp+1 are
called boundaries. Hence, Hp (G) is a linear space that consists of closed paths modulo
boundaries.

The Betti numbers of G are defined by βp (G) = dim Hp (G).

It is easy to prove that β0 (G) = #of (undirected) connected components of G.
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1.3 Examples of ∂-invariant paths

A triangle is a sequence of three vertices a, b, c
such that a→ b→ c, a→ c.

It determines 2-path eabc ∈ Ω2 because eabc ∈ A2

and ∂eabc = ebc − eac + eab ∈ A1.

A square is a sequence of four vertices a, b, b′, c
such that a→ b, b→ c, a→ b′, b′ → c.

It determines a 2-path u = eabc − eab′c ∈ Ω2 because u ∈ A2

and ∂u =
(
ebc − eac + eab

)
−
(
eb′c − eac + eab′

)

= eab + ebc − eab′ − eb′c ∈ A1

A p-simplex (or p-clique) is a sequence of p + 1 vertices,
say, 0, 1, ..., p, such that i→ j for all i < j.

A p-simplex determines a p-path e01...p ∈ Ωp.

For example, on a 3-simplex e0123 ∈ Ω3.
A 3-simplex
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A 3-cube is a sequence of 8 vertices 0, 1, 2, 3, 4, 5, 6, 7,
connected by arrows as here.

A 3-cube determines a ∂-invariant 3-path
u = e0237 − e0137 + e0157 − e0457 + e0467 − e0267 ∈ Ω3

because u ∈ A3 and

∂u = (e013 − e023) + (e157 − e137) + (e237 − e267)
− (e046 − e026)− (e457 − e467)− (e015 − e045) ∈ A2

A broken cube consists of 9 vertices connected by
arrows as here.

It determines a ∂-invariant 3-path

v = e0237 − e0137 + e0157 − e0457 + e0867 − e0267 ∈ Ω3
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1.4 Examples of spaces Ωp and Hp

For a vector space A over K we write |A| = dimK A.

Consider a triangle as a digraph:

Ω1 = 〈e01, e02, e12〉, Ω2 = 〈e012〉, Ωp = {0} for p ≥ 3.

We have ker ∂|Ω1 = 〈e01 − e02 + e12〉 because
∂ (αe01 + βe02 + γe12) = 0 ⇔ α = γ = −β.

However, e01 − e02 + e12 = ∂e012 so that H1 = {0}.

Since ∂e012 6= 0, we have Hp = {0} for all p ≥ 2.

Consider a hexagon with two diagonals:

We have |Ω0| = 6, |Ω1| = 8, |Ω2| = 2,
where Ω2 is spanned by 2 squares:

Ω2 = 〈e013 − e023, e014 − e024〉,

and Ωp = {0} for all p ≥ 3.

For this digraph H1 = 〈e13 − e53 + e54 − e14〉,
so that |H1| = 1, and Hp = {0} for all p ≥ 2.
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Consider an octahedron, where |Ω0| = 6, |Ω1| = 12.

The space Ω2 is spanned by 8 triangles:
Ω2 = 〈e024, e034, e025, e035, e124, e134, e125, e135〉,

so that |Ω2| = 8, whereas Ωp = {0} for all p ≥ 3.

We have
H2 = 〈e024 − e034 − e025 + e035 − e124 + e134 + e125 − e135〉
so that |H2| = 1, and |Hp| = 0 for p = 1 and p ≥ 3

Consider an octahedron with a different orientation:

Ω2 = 〈e024, e025, e014, e015, e234, e235, e134, e135, e013 − e023〉

Ω3 = 〈e0234 − e0134, e0235 − e0135〉

|Ω2| = 9, |Ω3| = 2 and Ωp = {0} for all p ≥ 4.

We have ker ∂|Ω2 = 〈u, v〉 where

u = e024 + e234 − e014 − e134 + (e013 − e023)
v = e025 + e235 − e015 − e135 + (e013 − e023)

but H2 = {0} because
u = ∂ (e0234 − e0134) and v = ∂ (e0235 − e0135)
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Consider a 3-cube:

Here |Ω0| = 8, |Ω1| = 12.

Space Ω2 is spanned by 6 squares:

Ω2 = 〈e013 − e023, e015 − e045, e026 − e046,
e137 − e157, e237 − e267, e457 − e467〉

hence, |Ω2| = 6.

Space Ω3 is spanned by one 3-cube:

Ω3 = 〈e0237 − e0137 + e0157 − e0457 + e0467 − e0267〉

hence, |Ω3| = 1.

|Ωp| = 0 for all p ≥ 4 and |Hp| = 0 for all p ≥ 1.
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1.5 An example of computation of Ωp and Hp

Consider the following digraph with 4 vertices and 5 arrows (a square with a diagonal):

Ω0 = A0 = 〈e0, e1, e2, e3〉, |Ω0| = 4,

Ω1 = A1 = 〈e01, e02, e13, e23, e30〉, |Ω1| = 5,

A2 = 〈e013, e023, e130, e230, e301, e302〉 |A2| = 6.

In order to determine Ω2 = {v ∈ A2 : ∂v ∈ A1},

we first compute ∂|A2 modA1:

∂e013 = e13 − e03 + e01 = −e03 modA1

∂e023 = e23 − e03 + e02 = −e03 modA1

∂e130 = e30 − e10 + e13 = −e10 modA1

∂e230 = e30 − e20 + e23 = −e20 modA1

∂e301 = e01 − e31 + e30 = −e31 modA1

∂e302 = e02 − e32 + e30 = −e32 modA1

16



Hence,

matrix of ∂|A2 modA1 =











e013 e023 e130 e230 e301 e302

e03 −1 −1 0
e10 −1
e20 −1
e31 −1
e32 0 −1











:= D

Ω2 = ker ∂|A2 modA1 = nullspace D = 〈e013 − e023〉.

One can show that |Ωp| = 0 for all p ≥ 3 and, hence, |Hp| = 0 for all p ≥ 3.

Let us compute H1 and H2. We have for the basis in Ω1:

∂e01 = −e0 + e1

∂e02 = −e0 + e2

∂e13 = −e1 + e3

∂e23 = −e2 + e3

∂e30 = e0 − e3
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Hence,

matrix of ∂|Ω1 =









e01 e02 e13 e23 e30

e0 −1 −1 0 0 1
e1 1 0 −1 0 0
e2 0 1 0 −1 0
e3 0 0 1 1 −1









=: D

and
ker ∂|Ω1 = nullspace D = 〈e01 + e13 − e02 − e23, e01 + e13 + e30〉.

Similarly, for the basis in Ω2 we have

∂ (e013 − e023) = (e13 − e03 + e01)− (e23 − e03 + e02) = e01 + e13 − e02 − e23

whence
Im ∂|Ω2 = 〈e01 + e13 − e02 − e23〉 and ker ∂|Ω2 = {0} .

It follows that H2 = {0} and

H1 = ker ∂|Ω1/ Im ∂|Ω2 = 〈e01 + e13 + e30〉.

As we have seen, computation of the spaces Ωp (G) and Hp (G) amounts to computing
ranks and null-spaces of large matrices. We currently use for numerical computation of
Hp (G,F2) a C++ program written by Chao Chen in 2012.
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1.6 Structure of Ω2

As we know, Ω0 = 〈ei〉 consists of all vertices and Ω1 = {eij : i→ j} consists of all arrows.

Proposition 1.2 (a) The space Ω2 is spanned by all triangles eabc, squares eabc − eab′c

and double arrows eaba.

(b) |Ω2| = |A2| − s where s is the number of semi-arrows, that is, pairs of vertices (x, y)
such that x 6→ y but x→ z → y for some vertex z.

The triangles and double arrows are always linearly independent but the squares can be
dependent.

For example, on this digraph we have three squares:

e013 − e023, e043 − e013, e023 − e043

but they are linearly dependent as their sum is 0.

Since A2 = {e013, e023, e043} and there is only one

semi-arrow (0, 3), we obtain

|Ω2| = 2 =|A2| − s = 3− 1 = 2.

Clearly, Ω2 = 〈e013 − e023, e043 − e013〉 .
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Let X,Y be two digraphs. A map f : X → Y is called a morphism of digraphs if for any
arrow a→ b in X we have either f (a)→ f (b) or f (a) = f (b) (that is, the image of an
arrow is either an arrow or a vertex). Define images of paths by

f
(
ei0...ip

)
= ef(i0)...f(ip)

so that the image of an allowed path is either allowed or zero (that is also allowed). It is
easy to see that f ◦ ∂ = ∂ ◦ f so that the morphism images of ∂-invariant paths are again
∂-invariant.

A triangle eabc and a double arrow eaba are morphism images of a square e013− e023 as on
these pictures:
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Hence, we can rephrase Proposition 1.2 as follows: Ω2 is spanned by squares and their
morphism images. Or: squares are basic shapes of Ω2.

Problem 1.3 Describe all basic shapes in Ω3 (as well as in Ωp for p > 3).

21



1.7 Triangulation as a closed path

Let T be a triangulation of closed oriented n-manifold M , that is, a partition of M into
n-dimensional simplexes. Denote by V = {0, 1, . . . } the set of all vertices of the simplexes
of T and by E – the set of all edges, so that (V,E) is a graph embedded on M .

Let us make each edge (i, j) ∈ E into an arrow i→ j if i < j. Then each simplex from T

becomes a digraph-simplex. Denote by
−→
T the set of all digraph simplexes constructed in

this way. That is, i0...in ∈
−→
T if i0...in is a monotone increasing sequence that determines

a simplex from T . Clearly, any such path i0...ip is allowed in the digraph G = (V,E) .

For any simplex from T with the vertices i0...in define the quantity σi0...in to be equal to
1 if the orientation of the simplex i0...in matches the orientation of the manifold M , and
−1 otherwise. Then consider the following allowed n-path on G:

σ =
∑

i0...in∈
−→
T

σi0...inei0...in . (1.3)

Lemma 1.4 The path σ is closed, that is, ∂σ = 0, which, in particular, implies that σ is
∂-invariant.

Proof. Observe that ∂σ is the a linear combination with coefficients ±1 of the terms

22



ej0...jn−1 where the sequence j0, ..., jn−1 is monotone increasing and forms an (n− 1)-
dimensional face of one of the n-simplexes from T . In fact, every (n− 1)-face arises
from two n-simplexes, say

A = j0...jk−1ajk...jn−1

and

B = j0...jl−1bjl...jn−1

that is, two n-simplexes A,B have
a common (n− 1)-dimensional
face j0...jn−1.

3-simplexes A and B

We have
∂eA = ∂ej0...jk−1ajk...jn−1 = ... + (−1)k ej0...jk−1jk...jn−1 + ... .

Since interchanging the order of two neighboring vertices in an n-simplex changes its
orientation, we have

σA = σj0...jk−1ajk...jn−1 = (−1)k σaj0...jk−1jk...jn−1 .
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Multiplying the above lines, we obtain

∂
(
σAeA

)
= ... + σaj0...jn−1ej0...jn−1 + ... ,

and in the same way
∂
(
σBeB

)
= ... + σbj0...jn−1ej0...jn−1 + ...

However, the vertices a and b are located on the opposite sides of the face j0...jn−1, which
implies that the simplexes aj0...jn−1 and bj0...jn−1 have the opposite orientations relative
to that of M . Hence,

σaj0...jn−1 + σbj0...jn−1 = 0,

which means that the term ej0...jn−1 cancels out in the sum ∂
(
σAeA + σBeB

)
and, hence,

in ∂σ. This proves that ∂σ = 0.

The closed path σ defined by (1.3) is called a surface path on M .

There is a number of examples when a surface path σ happens to be exact, that is, σ = ∂v
for some (n + 1)-path v. In this case v is called a solid path on M because v represents
a “solid” shape whose boundary is given by a surface path. If σ is not exact then σ
determines a non-trivial homology class from Hn (G) and, hence, represents a “cavity” of
triangulation T .
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Example. M = S1.

A triangulation of S1 is a polygon, and
the corresponding digraph G is cyclic.

On each edge (i, j) of a polygon we choose an
arrow i→ j arbitrary (not necessarily if i < j).

We have
σ =

∑

i→j

σijeij

where σij = 1 if the arrow i→ j goes counterclockwise,

and σij = −1 otherwise.

On the digraph on the picture we have

σ = e01 − e21 + e23 + e34 − e54 + e50

Proposition 1.5 (a) If a polygon G is neither triangle nor square then Ωp = {0} for all
p ≥ 2, H1 = 〈σ〉 and Hp = {0} for all p ≥ 2.

(b) If G is either triangle or square then Ωp = {0} for p ≥ 3 and Hp = {0} for all p ≥ 1.
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Example. Let M = Sn and let triangulation of Sn be given by an (n + 1)-simplex.

Then G is a (n + 1)-simplex digraph.

On this picture n = 2,

σ = e123 − e023 + e013 − e012 = ∂e0123

so that e0123 is a solid path representing
a tetrahedron.

In general we also have

σ = ∂e0...n+1

so that e0...n+1 is a solid path representing
a (n + 1)-simplex.
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Example. M = S2, octahedron.

Here is a triangulation of S2 by an octahedron
with two ways of numbering.

Case A: H2 = {0}
σ = e024 − e025 − e014 + e015 − e234 + e235 + e134 − e135

= ∂ (e0134 − e0234 + e0135 − e0235)

Hence,
v = e0134 − e0234 + e0135 − e0235

is a solid path, and the octahedron represents
a solid shape.

Case B: H2 = 〈σ〉
σ = e024 − e034 − e025 +e035 − e124 + e134 + e125 − e135

and the octahedron represents a cavity.

A

B
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Example. M = S2, icosahedron.

Consider an icosahedron as a triangulation of S2:
(here i→ j if i < j).

We have |V | = 12, |E| = 30, H1 = {0} ,

and H2 = 〈σ〉 where

σ = −e0 1 9 + e0 1 2 − e1 2 11 + e0 2 6 + e0 5 9

−e0 5 6 + e5 6 10 − e1 3 9 + e1 3 11 − e2 6 7

+e6 7 10 − e2 7 11 − e3 4 9 + e3 4 8 − e4 8 10

+e3 8 11 − e4 5 9 + e4 5 10 + e7 8 10 − e7 8 11.

Hence, the icosahedron represents a cavity.

Conjecture 1.6 For icosahedron dim H2 (G) = 1 for any numbering of the vertices.

Conjecture 1.7 For a general triangulation of Sn, the homology group Hn (G) is either
trivial or is generated by σ. All other homology groups Hp (G) are trivial.
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1.8 Computational challenge

An interesting paper:
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They reconstruct a microcircuit from a rat brain as a graph (neurons and connections
between them). The size of the graph is |V | ∼ 31, 000 and |E| ∼ 8, 000, 000.

Then they detect cliques in this graph, form out of the cliques a simplicial complex, and
compute its Betti numbers over F2. They were able to compute Betti number β5 and to
show that β5 > 0.

Problem 1.8 Create computational tools capable of computing low dimensional Betti
numbers for path homologies of digraphs of similar size.

At present our program can compute β1 on a digraph with |V | ∼ 7000 and |E| ∼ 100, 000,
and β2 on a digraph with |V | ∼ 4000 and |E| ∼ 25000.
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2 Combinatorial curvature of digraphs

2.1 Motivation

Let Γ be a finite planar graph. There is the following old notion of combinatorial curvature
Kx at any vertex x of Γ:

Kx = 1−
deg (x)

2
+
∑

f3x

1

deg (f)
, (2.1)

where the sum is taken over all faces f containing x and deg (f) denotes the number of
vertices of f .

For example, for this graph we have

deg (x) = 4

and

Kx = 1− 4
2

+ 1
3

+ 1
3

+ 1
4

+ 1
5

= 7
60

.

A planar graph Γ
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In particular, if all faces of Γ are triangles then we obtain from (2.1)

Kx = 1−
deg (x)

2
+

degΔ (x)

3
, (2.2)

where degΔ (x) is the number of triangular faces having x as a vertex.

In general, denote by V,E and F the number of vertices, edges and faces of Γ, respectively,
and observe that

∑

x

deg (x) = 2E and
∑

x

∑

f3x

1

deg (f)
=
∑

f

∑

x∈f

1

deg (f)
= F.

Hence, we obtain from (2.1)

Ktotal :=
∑

x

Kx = V − E + F = χ,

where χ is the Euler characteristic of the graph.

We try to realize this idea in order to define the curvature on an arbitrary digraph: to
“distribute” the Euler characteristic over all vertices and, hence, to obtain an analog of
the Gauss curvature that satisfies the Gauss-Bonnet formula.
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2.2 Curvature operator

Let G = (V,E) be a finite digraph and K = R. We would like to generalize (2.1) to
arbitrary digraphs, so that the faces in (2.1) should be replaced by the elements of a basis
in Ωp. However, the result should be independent of the choice of a basis.

Fix p ≥ 0. Any function f : V → R induces a linear operator on the space Rp of regular
p-paths

Tf : Rp → Rp

as follows
Tfei0...ip = (f (i0) + ... + f (ip)) ei0...ip .

For example, for a constant function f = 1 on V , we have T1ei0...ip = (p + 1) ei0...ip and,
hence,

T1ω = (p + 1) ω for any ω ∈ Rp. (2.3)

If f = 1x where x ∈ V , then

T1xei0...ip = mei0...ip , where m is the number of occurrences of x in i0, ..., ip. (2.4)

Fix in Rp an inner product (∙, ∙). For example, this can be a natural inner product when
all regular elementary paths ei0...ip form an orthonormal basis in Rp.
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Let Πp : Rp → Ωp be the orthogonal
projection onto Ωp in the space Rp.

Considering Tf as an operator from Ωp to Rp,
we obtain the following operator in Ωp:

T ′
f := Πp ◦ Tf : Ωp → Ωp

Definition. Define the incidence of f and Ωp by [f, Ωp] = trace T ′
f .

Example. Assume that Ω2 = 〈eabc − eab′c〉 and let

f (a) = 2, f (b) = f (c) = 1, f (b′) = 0.

Then for ω = eabc − eab′c we have

Tfω = (f (a) + f (b) + f (c)) eabc − (f (a) + f (b′) + f (c)) eab′c = 4eabc − 3eab′c.

Setting ω =
eabc−eab′c√

2
we obtain

T ′
fω = (Tfω, ω) ω = (4eabc − 3eab′c,

eabc−eab′c√
2

)ω = 7√
2
ω.
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It follows that [f, Ω2] = trace T ′
f =

(
T ′

fω, ω
)

= (7
2
ω, ω) = 7

2
.

In order to compute [f, Ωp] in general, we need the following notion.

Definition. For any ω ∈ Ωp define the incidence of f and ω by [f, ω] = (Tfω, ω) .

Lemma 2.1 For any orthogonal basis {ωk} in Ωp we have

[f, Ωp] =
∑

k

[f, ωk]

‖ωk‖
2 . (2.5)

Proof. It suffices to prove (2.5) for orthonormal basis when ‖ωk‖ = 1 for all k. By the
definition of the trace

trace T ′
f =

∑

k

(
T ′

fωk, ωk

)
.

For any ω ∈ Ωp (in particular, for ω = ωp) we have

(
T ′

fω, ω
)

= (ΠpTfω, ω) = (Tfω, Πpω) = (Tfω, ω) = [f, ω] ,

whence (2.5) follows.
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Definition. For any N ∈ N define the curvature operator K(N) : RV → R of order N by

K(N)f =
N∑

p=0

(−1)p

p + 1
[f, Ωp] .

If Ωp = {0} for all p > N , then write K
(N)
f = Kf .

For f = 1x where x ∈ V , we write

[x, Ωp] := [1x, Ωp] and [x, ω] := [1x, ω] ,

If {ωk} is an orthogonal basis of Ωp, then by (2.5)

[x, Ωp] =
∑

k

[x, ωk]

‖ωk‖
2 .

If the inner product is natural so that
{
ei0...ip

}
is orthonormal then by (2.4)

[
x, ei0...ip

]
= m, where m is the number of occurrences of x in i0, ..., ip .

For example,
[a, eabca] = 2, [b, eabca] = 1, [d, eabca] = 0.

36



In this case, for ω =
∑

ωi0...ipei0...ip we have

[x, ω] =
∑

i0...ip∈V

(ωi0...ip)
2 [

x, ei0...ip

]
.

Definition. For any N ∈ N define the curvature of order N at a vertex x by

K
(N)
x := K(N)1x =

N∑

p=0

(−1)p

p+1
[x, Ωp] .

Proposition 2.2 (Gauss-Bonnet) For any choice of the inner product in Rp and for any
N we have

K
(N)
total :=

∑

x∈V

K(N)
x =

N∑

p=0

(−1)p dim Ωp =: χ(N).

Proof. Since
∑

x∈V 1x = 1, we obtain that

K
(N)
total =

∑

x∈V

K(N)
x =

∑

x∈V

K(N)1x = K(N)1 =
N∑

p=0

(−1)p [1, Ωp]

p + 1
.
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On the other hand, by (2.3)

[1, ω] = (T1ω, ω) = (p + 1) ‖ω‖2 .

If {ωk} is an orthogonal basis in Ωp then by (2.5)

[1, Ωp] =
∑

k

[1, ωk]

‖ωk‖
2 = (p + 1) dim Ωp,

which implies

K
(N)
total =

N∑

p=0

(−1)p dim Ωp = χ(N).

Remark. If Ωp = {0} for all p > N then

χ :=
N∑

p=0

(−1)p dim Ωp =
N∑

p=0

(−1)p dim Hp.

Remark. It can happen that Ωp 6= {0} for all p. For example, let G = {a� b} . For this
digraph we have

Ω0 = 〈ea, eb〉, Ω1 = 〈eab, eba〉, Ω3 = 〈eaba, ebab〉, Ω4 = {eabab, ebaba} , etc,
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so that |Ωp| = 2 for all p ≥ 0. Indeed, eaba ∈ A2 and

∂eaba = eba − eaa + eab = eba + eab ∈ A1

so that eaba ∈ Ω2. Similarly, eabab ∈ A3 and

∂eabab = ebab − eaab + eabb − eaba = ebab − eaba ∈ A2

so that eabab ∈ Ω3, etc.

Problem 2.3 How to decide whether the sequence {Ωp (G)} vanishes for all large p?

Alternatively, one can always truncate the chain complex to make it finite by setting by
definition ΩN+1 = {0} for some N :

0 ← Ω0
∂
← Ω1

∂
← . . .

∂
← ΩN−1

∂
← ΩN ← 0

and work with homology groups of this complex. This corresponds to the following
modification of the notion of allowed paths: all paths of length > N are declared non-
allowed.
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2.3 Examples of computation of curvature

Let us fix in Rp the natural inner product. Using the orthonormal basis {ei} in Ω0 we
obtain

[x, Ω0] =
∑

i

[x, ei] = 1

and, using the orthonormal basis {eij} with i→ j in Ω1, we obtain

[x, Ω1] =
∑

i→j

[x, eij ] = deg (x) .

Therefore,

K(1)
x = 1−

deg (x)

2

and, for any N ≥ 1,

K(N)
x = 1−

deg (x)

2
+

N∑

p=2

(−1)p

p + 1
[x, Ωp] . (2.6)

By Proposition 1.2, in the absence of double arrows the space Ω2 has always a basis of
triangles and squares (but this basis is not necessarily orthogonal).
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For a triangle eabc ∈ Ω2 we have

[x, eabc] =

{
1, x ∈ {a, b, c}
0, otherwise

and for a square eabc − eab′c ∈ Ω2

[x, eabc − eab′c] =






2, x ∈ {a, c}
1, x ∈ {b, b′}
0, otherwise

In particular, if G has no square then Ω2 has a basis {ωk} that consists of all triangles in
G. This basis is orthonormal and

[x, Ω2] =
∑

k

[x, ωk] = degΔ (x) := #triangles containing x.

It follows that

K(2)
x = 1−

deg (x)

2
+

degΔ (x)

3
,

which matches (2.2).

Example. Let G be a line digraph, for example, ∙ ∙ ∙ • → • ← • → • . . . . Then by (2.6)
Kx = 1

2
for the endpoints, and Kx = 0 for the interior points.
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Example. Let G be a cyclic digraph (polygon) different from triangle or square:

Then we have Ωp = {0} for p > 1.
Hence by (2.6), for any vertex x,

Kx = 1−
deg (x)

2
= 0.

and Ktotal = 0.
For comparison,

χ = |Ω0| − |Ω1| = 6− 6 = 0.

.

Example. Consider a dodecahedron (with any orientation of edges):

We have |Ω0| = 20, |Ω1| = 30, |Ω2| = 0,
and |H1| = 11, |Hp| = 0 for p > 1.

Then, for any vertex x,

Kx = 1−
deg (x)

2
= −

1

2
and Ktotal = −10.

For comparison,
χ = 1− 11 = 20− 30 = −10.
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Example. Let G be a triangle. We have Ω2 = 〈e012〉 and Ωp = {0} for p > 2.

Hence, for each vertex x,

Kx = 1−
deg (x)

2
+

degΔ (x)

3
=

1

3
.

and Ktotal = 1.
For comparison, χ = |Ω0| − |Ω1|+ |Ω2| = 3− 3 + 1 = 1.

Example. Let G be a square. Then Ω2 = 〈e013 − e023〉 and Ωp = {0} for p > 2.

Since ‖e013 − e023‖
2 = 2, we obtain

[0, Ω2] = 1
2
[0, e013 − e023] = 1, [3, Ω2] = 1

[1, Ω2] = 1
2
[1, e013 − e023] = 1

2
, [2, Ω2] = 1

2

It follows that

K3 = K0 = 1−
deg (0)

2
+

1

3
=

1

3
, K2 = K1 = 1−

deg (1)

2
+

1

6
=

1

6
, Ktotal = 1 = χ.
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Example. Let G be a 3-simplex

We have
Ω2 = 〈e012, e013, e023, e123〉

and
Ω3 = 〈e0123〉,

while Ωp = 0 for p > 3. It follows that, for any vertex x,

[x, Ω2] = degΔ (x) = 3 and [x, Ω3] = 1

whence

Kx = 1−
deg (x)

2
+

[x, Ω2]

3
−

[x, Ω3]

4
=

1

4
, Ktotal = 1 = χ.
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Example. Let G be an n-simplex, that is, a digraph with a set of vertices {0, 1, ..., n}
and edges i→ j whenever i < j. Then, for any p = 0, 1, ..., n

Ωp = Ap = 〈ei0...ip : i0 < i1 < ... < ip〉

so that dim Ωp =
(

n+1
p+1

)
. It follows that, for any vertex x,

[x, Ωp] = #
{
ei0...ip such that x ∈ {i0, ..., ip}

}
=
(

n
p

)
,

and

Kx =
n∑

p=0

(−1)p

(
n
p

)

p + 1
.

Change j = p + 1 gives

(n + 1) Kx =
n+1∑

j=1

(−1)j−1
(n + 1)

(
n

j−1

)

j
=

n+1∑

j=1

(−1)j−1 (n+1
j

)
= 1,

whence

Kx =
1

n + 1
and Ktotal = 1.
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Example. Let G be a bipyramid:

We have |Ω0| = 5, |Ω1| = 9,

Ω2 = 〈e013, e123, e023, e014, e124, e024, e012〉

Ω3 = 〈e0123, e0124〉

and |Ωp| = 0 for p ≥ 4.

Hence,
χ = |Ω0| − |Ω1|+ |Ω2| − |Ω3| = 5− 9 + 7− 2 = 1.

Let us compute the curvature:

x [x, Ω2] [x, Ω3] 1− deg(x)
2

+ [x,Ω2]
3
− [x,Ω3]

4
= Kx

3, 4 3 1 1− 3
2

+ 3
3
− 1

4
= 1

4

0, 1, 2 5 2 1− 4
2

+ 5
3
− 2

4
= 1

6

Hence, Ktotal = 2
4

+ 3
6

= 1.
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Example. Let G be a 3-cube. We have

Ω2 = 〈e013 − e023, e015 − e045, e026 − e046,
e137 − e157, e237 − e267, e457 − e467〉

(note that this above basis in Ω2 is orthogonal)

Ω3 = 〈e0237 − e0137 + e0157 − e0457 + e0467 − e0267〉

χ = |Ω0| − |Ω1|+ |Ω2| − |Ω3| = 8− 12 + 6− 1 = 1

Let us compute the curvature:

x [x,Ω2] [x,Ω3] 1− deg(x)
2

+ [x,Ω2]
3
− [x,Ω3]

4
= Kx

0, 7 6
2

= 3 6
6

= 1 1− 3
2

+ 3
3
− 1

4
= 1

4

1, 2, 3, 4, 5, 6 4
2

= 2 2
6

= 1
3

1− 3
2

+ 2
3
− 1

12
= 1

12
= 1

12

Consequently, Ktotal = 2
4

+ 6
12

= 1 = χ.
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Example. Consider on octahedron:

We have

Ω2 = 〈e024, e034, e025, e035, e124, e134, e125, e135〉,

and Ωp = {0} for all p ≥ 3

For any vertex x we obtain

[x, Ω2] = degΔ (x) = 4

whence

Kx = 1−
deg (x)

2
+

degΔ (x)

3
= 1− 4

2
+ 4

3
= 1

3

In particular, Ktotal = 6
3

= 2 = χ.
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Example. Consider on octahedron with a different orientation:

We have the following orthogonal bases:

Ω2 = 〈e024, e025, e014, e015, e234, e235, e134, e135, e013 − e023〉

Ω3 = 〈e0234 − e0134, e0235 − e0135〉

χ = |Ω0| − |Ω1|+ |Ω2| − |Ω3| = 6− 12 + 9− 2 = 1

x [x,Ω2] [x,Ω3] 1− deg(x)
2

+ [x,Ω2]
3
− [x,Ω3]

4
= Kx

0 4 + 2
2

= 1 4
2

= 2 1− 4
2

+ 5
3
− 2

4
= 1

6

1 4 + 1
2

= 9
2

2
2

= 1 1− 4
2

+ 9/2
3
− 1

4
= 1

4

2 4 + 1
2

= 9
2

2
2

= 1 1− 4
2

+ 9/2
3
− 1

4
= 1

4

3 4 + 2
2

= 5 4
2

= 2 1− 4
2

+ 5
3
− 2

4
= 1

6

4 4 2
2

= 1 1− 4
2

+ 4
3
− 1

4
= 1

12

5 4 2
2

= 1 1− 4
2

+ 4
3
− 1

4
= 1

12

Ktotal = 2
6

+ 2
4

+ 2
12

= 1 = χ.
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Example. Here is yet another octahedron. We have to orthogonalize the bases:

Ω2 = 〈e014, e015, e024, e052, e134, e153, e234, e523,
e013 − e023, e013 − e053, e524 − e534〉

= 〈e014, e015, e024, e052, e134, e153, e234, e523,
e013 − e023, e013 + e023 − 2e053, e524 − e534〉

Ω3 = 〈e0153, e0523, e5234, e0134 − e0234, e0534 − e0134 − e0524〉
= 〈e0153, e0523, e5234, e0134 − e0234, e0134 + e0234 − 2e0534 + 2e0524〉

Ω4 = 〈e05234〉, Ωp = {0} for p ≥ 5.

χ = |Ω0| − |Ω1|+ |Ω2| − |Ω3|+ |Ω4| = 6− 12 + 11− 5 + 1 = 1.

x [x,Ω2] [x,Ω3] [x,Ω4] 1− deg(x)
2

+ [x,Ω2]
3
− [x,Ω3]

4
+ [x,Ω4]

5
= Kx

0 4 + 2
2

+ 6
6

= 6 2 + 2
2

+ 10
10

= 4 1 1− 4
2

+ 6
3
− 4

4
+ 1

5
= 1

5

1 4 + 1
2

+ 1
6

= 14
3

1 + 1
2

+ 1
10

= 8
5

0 1− 4
2

+ 14/3
3
− 8/5

4
= 7

45

2 4 + 1
2

+ 1
6

+ 1
2

= 31
6

2 + 1
2

+ 5
10

= 3 1 1− 4
2

+ 31/6
3
− 3

4
+ 1

5
= 31

180

3 4 + 2
2

+ 6
6

+ 1
2

= 13
2

3 + 2
2

+ 6
10

= 23
5

1 1− 4
2

+ 13/2
3
− 23/5

4
+ 1

5
= 13

60
= 13

60

4 4 + 2
2

= 5 1 + 2
2

+ 10
10

= 3 1 1− 4
2

+ 5
3
− 3

4
+ 1

5
= 7

60

5 4 + 4
6

+ 2
2

= 17
3

3 + 8
10

= 19
5

1 1− 4
2

+ 17/3
3
− 19/5

4
+ 1

5
= 5

36

Ktotal = 1
5

+ 7
45

+ 31
180

+ 13
60

+ 7
60

+ 5
36

= 1 = χ
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Example. Consider the following spider-like digraph G:

The space Ω2 consists of squares eabic−eabjc and their linear combinations, while Ωp = {0}
for all p > 2. It is easy to see that

Ω2 = 〈eab0c − eabjc〉
m
j=1 (2.7)

so that |Ω2| = m and Ktotal = χ = |Ω0| − |Ω1|+ |Ω2| = (m + 3)− 2 (m + 1) + m = 1.

Orthogonalization of (2.7) gives the following orthogonal basis in Ω2:

ω1 = eab0c − eab1c

ω2 = eab0c + eab1c − 2eab2c

...
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ωi = eab0c + ... + eabi−1c − ieabic

...

ωm = eab0c + ... + eabm−1c −meabmc

We have [a, ωi] = [c, ωi] = ‖ωi‖
2 = i (i + 1) while

[bj, ωi] =






0, j > i
1, j < i
i2, j = i

which implies

Kc = Ka = 1−
deg (a)

2
+

1

3

m∑

i=1

[a, ωi]

‖ωi‖
2 = 1−

m + 1

2
+

m

3
=

5

6
−

m

6

and

Kbj
= 1−

deg (bj)

2
+

1

3

m∑

i=1

[bj, ωi]

i (i + 1)
=

1

3

j2

j (j + 1)
+

1

3

m∑

i=j+1

1

i (i + 1)
=

1

3

(

1−
1

m + 1

)

.
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Example. Consider a rhombicuboctahedron:

It has 24 vertices, 48 edges and 26 faces,
among them 8 triangular and 18 rectangular.

Let us make it into a digraph G by choosing
direction i→ j on an edge (i, j) if i < j.
Then each face becomes a triangle or square.

For this digraph |H2| = 1 and Hp = {0} for
p = 1 and p > 2.

Spaces Ωp with p ≥ 3 are trivial, while |Ω2| = 26.
Space Ω2 is generated by 8 triangles and 18 squares:

Ω2 = 〈e023, e178, e456, e9 10 11, e12 14 15, e13 19 20, e16 17 18, e21 22 23,

e018 − e038, e0 1 13 − e0 12 13, e0 2 14 − e0 12 14, e1 7 19 − e1 13 19, e236 − e246,

e2 4 16 − e2 14 16, e3 6 11 − e3 8 11, e4 5 17 − e4 16 17, e5 10 11 − e5 6 11, e5 10 22 − e5 17 22,

e7 8 11 − e7 9 11, e7 9 21 − e7 19 21, e9 10 22 − e9 21 22, e12 13 20 − e12 15 20,

e14 15 18 − e14 16 18, e15 18 23 − e15 20 23, e17 22 23 − e17 18 23, e19 20 23 − e19 21 23〉,
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while the generator of H2 is a signed sum of all these 2-paths.

This basis in Ω2 is orthogonal. Hence, we compute the curvature:

x= 0,11,23 1,3,4,6,8,9,12,13,15,16,18,20,21 2,5,7,14,17,19,22 10

[x,Ω2]= 1 + 6
2

= 4 1 + 4
2

= 3 1 + 5
2

= 7
2

1 + 3
2

= 5
2

1− deg(x)
2

+ [x,Ω2]
3

= 1− 4
2

+ 4
3

1− 4
2

+ 3
3

1− 4
2

+ 7/2
3

1− 4
2

+ 5/2
3

Kx = 1
3

= 0 = 1
6

= −1
6

It follows that
Ktotal = 3

3
+ 7

6
− 1

6
= 2.

For comparison

χ = |Ω0| − |Ω1|+ |Ω2| = 24− 48 + 26 = 2

= |H0| − |H1|+ |H2| .
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Example. Consider the following pyramid:

Let us make it into a digraph G by choosing
direction i→ j on an edge (i, j) if i < j.
We have |Ω0| = 8, |Ω1| = 18,

Ω2 = 〈e017, e027, e037, e047, e057, e067

e012, e023, e034, e045, e056, e127, e237, e347, e457, e567〉

Ω3 = 〈e0127, e0237, e0347, e0457, e0567〉

Ωp = {0} for p ≥ 4.

Let us compute the curvature:

x [x,Ω2] [x,Ω3] 1− deg(x)
2

+ [x,Ω2]
3
− [x,Ω3]

4
= Kx

0, 7 11 5 1− 7
2

+ 11
3
− 5

4
= − 1

12

1, 6 3 1 1− 3
2

+ 3
3
− 1

4
= 1

4

2, 3, 4, 5 5 2 1− 4
2

+ 5
3
− 2

4
= 1

6

It follows that Ktotal = − 2
12

+ 2
4

+ 4
6

= 1. For comparison χ = 8− 18 + 16− 5 = 1.
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Example. Let us compute the curvature of icosahedron (cf. p. 28).

Here we choose direction i→ j if i < j. We have

|H1| = 0, |H2| = 1, |Hp| = 0 for p > 2
|Ω0| = 12, |Ω1| = 30, |Ω2| = 25, |Ω3| = 6,
|Ω4| = 1 and Ωp = {0} for p ≥ 5.

Hence, χ = |H0| − |H1|+ |H2|
= |Ω0| − |Ω1|+ |Ω2| − |Ω3|+ |Ω4| = 2.

We have

Ω2 = 〈e0 1 9, e0 1 2, e1 2 11, e0 2 6, e0 5 9, e0 5 6, e5 6 10, e1 3 9, e1 3 11, e2 6 7,

e6 7 10, e2 7 11, e3 4 9, e3 4 8, e4 8 10, e3 8 11, e4 5 9, e4 5 10, e7 8 10, e7 8 11,

e0 1 11 − e0 2 11, e0 5 10 − e0 6 10, e2 6 10 − e2 7 10, e3 4 10 − e3 8 10, e0 2 7 − e0 6 7〉

Ω3 = 〈e0 1 2 11, e0 5 6 10, e3 4 8 10, e0 2 6 7, e2 6 7 10 , −e0 6 7 10 + e0 2 7 10 − e0 2 6 10 〉

Ω4 = 〈e0 2 6 7 10〉
a “snake like” path ei0...ip

with ik → ik+1 and ik → ik+2

is ∂-invariant
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Computation of the curvature:

x= 0 1 2 3, 11
[x,Ω2]= 6+4

2
= 8 5+ 1

2
=11

2
5+4

2
= 7 5+ 2

2
= 6

[x,Ω3]= 3+3
3
= 4 1 3+2

3
=11

3
1

[x,Ω4]= 1 0 1 0
∑4

p=0 (−1)p [x,Ωp]

p+1
1−5

2
+8

3
−4

4
+1

5
1−5

2
+11/2

3
−1

4
1−5

2
+7

3
−11/3

4
+1

5
1−5

2
+6

3
−1

4

Kx =11
30

= 1
12

= 7
60

=1
4

4, 5, 8 6 7 9 10
5+1

2
=11

2
5+3

2
=13

2
5+3

2
=13

2
5 5+ 6

2
= 8

1 3+2
3
=11

3
2+2

3
=8

3
0 3+ 3

3
= 4

0 1 1 0 1

1−5
2
+11/2

3
−1

4
1−5

2
+13/2

3
−11/3

4
+1

5
1−5

2
+13/2

3
−8/3

4
+1

5
1−5

2
+5

3
1−5

2
+8

3
−4

4
+1

5

= 1
12

= − 1
20

=1
5

=1
6

=11
30

Note that K6 = − 1
20

< 0.

The total curvature: Ktotal = 11
30
∙ 2 + 1

12
∙ 4 + 7

60
+ 1

4
∙ 2− 1

20
+ 1

5
+ 1

6
= 2.
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Example. Consider a randomly generated digraph:

We have V = 15, E = 39
|H1| = 2, |H2| = 1, Hp = {0} for p ≥ 3
|Ω2| = 28, |Ω3| = 4, Ωp = {0} for p ≥ 4.

Hence, χ = |H0| − |H1|+ |H2|
= |Ω0| − |Ω1|+ |Ω2| − |Ω3| = 0

Ω2 = 〈 e13 2 14 − e13 12 14, e13 2 14 − e13 9 14, e0 2 14 − e0 9 14, e1 4 3 − e1 6 3,

e1 4 13 − e1 6 13, e5 0 6 − e5 1 6, e7 2 14 − e7 9 14, e9 1 4 − e9 12 4,

e10 1 4 − e10 12 4, e10 7 2 − e10 11 2, e10 11 3 − e10 14 3, e11 0 9 − e11 7 9 ,

e11 5 1 − e11 7 1, e12 4 3 − e12 14 3, e12 7 1 − e12 14 1, e7 9 1, e9 12 14, e9 14 1,

e10 7 1, e10 11 7, e10 12 7, e10 12 14, e10 14 1, e11 0 2, e11 3 5, e11 5 0, e11 7 2, e13 9 12〉

Ω3 = 〈e10 11 7 2 , e13 9 12 14 , e10 12 7 1 − e10 12 14 1, e11 0 2 14 − e11 0 9 14 + e11 7 9 14 − e11 7 2 14 〉

{Kx}
14
x=0 =

{
− 7

24
,− 1

12
,−23

72
,−1

6
, 1

6
, 1

6
,−1

3
, 1

6
, 0, 13

72
, 2

3
, 1

6
, 1

18
,−11

12
, 13

24

}
.
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2.4 Some problems

Problem 2.4 Compare this notion of curvature with other definitions of curvature of
graphs.

Problem 2.5 Is it true that for icosahedron (see p. 56) |Ω2| = 25 for any numbering of
the vertices?

Problem 2.6 Devise an efficient algorithm/software for computation of the spaces Ωp

for arbitrary digraphs, possibly avoiding null-spaces of large matrices. Such algorithms
exist for Ω2 and Ω3.

Problem 2.7 Let a digraph G be determined by a triangulation of S2 (see Section 1.7).
Assume that deg (x) ≤ 4 for all x ∈ G. Is it true that Kx ≥ 0 for all x ∈ G?

For triangulations of S1 we have always Kx ≥ 0: these are triangles and squares with
Kx > 0 and other polygons with Kx ≡ 0.

For triangulations of S2 we have verified above that Kx ≥ 0 for simplex, bipyramid,
octahedron, but with specific orientations of edges (the question remains open when the
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numbering of vertices is arbitrary). All these digraphs have deg (x) ≤ 4. We have seen that
Kx < 0 can occur for icosahedron with deg (x) = 5 and for a pyramid with deg (x) = 7.

Problem 2.8 Denote D = maxx∈G deg (x) . Is it true that |Kx| ≤ CD for some constant

CD depending only on D? The same question about K
(2)
x and K

(3)
x .

Note that Kx can be arbitrarily large, for example, for a strongly regular digraph satisfying
(B(k,m)), we have

Kx =
1− (1−m)k

km

while deg (x) = (k − 1) m.

Problem 2.9 What can be said about the curvature of random digraphs?
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3 Cartesian product of digraphs

3.1 Cross product of paths

Given two finite sets X,Y , consider their product

Z = X × Y = {(a, b) : a ∈ X and b ∈ Y } .

Let z = z0z1...zr be a regular elementary r-path on Z, where zk = (ak, bk) with ak ∈ X
and bk ∈ Y . We say that z is stair-like if, for any k = 1, ..., r, either ak−1 = ak or
bk−1 = bk is satisfied. That is, any couple zk−1zk of consecutive vertices is either vertical
(when ak−1 = ak) or horizontal (when bk−1 = bk).

For any stair-like path z on Z, define its

projection onto X as an elementary path

x on X obtained from z by removing the

Y -components in all the vertices of z and

by collapsing in the resulting sequence of

points of X consecutive repeated vertices

to one vertex.
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In the same way we define projection of z onto Y and denote it by y.

Projections x = x0...xp and y = y0...yq are regular elementary paths, and p + q = r.

Every vertex (xi, yj) of path z can be represented

as a point (i, j) of Z2 so that path z is represented

by a staircase S (z) in Z2 connecting points (0, 0)

and (p, q).

Define the elevation L (z) of z as the number of

cells in Z2
+ below the staircase S (z).

For given elementary regular paths x on X and y on Y , denote by Πx,y the set of all
stair-like paths z on Z whose projections on X and Y are respectively x and y.

Definition. Define the cross product of the paths ex and ey as a path ex × ey on Z as
follows:

ex × ey =
∑

z∈Πx,y

(−1)L(z) ez (3.1)

and it extend by linearity to all u ∈ Rp (X) and v ∈ Rq (Y ) so that u× v ∈ Rp+q (Z).
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Example. Let us denote the vertices on X by letters a, b, c etc and the vertices on Y by
integers 1, 2, 3, etc so that the vertices on Z can be denoted as a1, b2 etc as the fields on
the chessboard. Then we have

ea × e123 = ea1 a2 a3, eabc × e1 = ea1 b1 c1

eab × e12 = ea1 b1 b2 − ea1 a2 b2

eab × e123 = ea1 b1 b2 b3 − ea1 a2 b2 b3 + ea1 a2 a3 b3

eabc × e123 = ea1 b1 c1 c2 c3 − ea1 b1 b2 c2 c3 + ea1 b1 b2 b3 c3

+ea1 a2 b2 c2 c3 − ea1 a2 b2 b3 c3 + ea1 a2 a3 b3 c3

Lemma 3.1 If u ∈ Rp (X) and v ∈ Rq (Y ) where p, q ≥ 0, then

∂ (u× v) = (∂u)× v + (−1)p u× (∂v) . (3.2)
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Example. For example, let u = eab and v = e123. We have

∂ (u× v) = ∂ (ea1 b1 b2 b3 − ea1 a2 b2 b3 + ea1 a2 a3 b3)

= eb1 b2 b3 − ea1 b2 b3←−−→
+ ea1 b1 b3 − ea1 b1 b2

−
(
ea2 b2 b3 − ea1 b2 b3←−−→

+ ea1 a2 b3←−−→
− ea1 a2 b2

)

+ ea2 a3 b3 − ea1 a3 b3 + ea1 a2 b3←−−→
− ea1 a2 a3

(∂eab)× e123 = (eb − aa)× e123 = eb1 b2 b3 − ea1 a2 a3

(−1)p eab × ∂e123 = −eab × (e23 − e13 + e12)

= − (ea2 b2 b3 − ea2 a3 b3) + (ea1 b1 b3 − ea1 a3 b3)− (ea1 b1 b2 − ea1 a2 b2) .

The comparison of all terms shows that the identity (3.2) holds.
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3.2 Cartesian product of digraphs

Denote a digraph and its set of vertices by the same letters to simplify notation. Given
two digraphs X and Y , define there Cartesian product as a digraph Z = X�Y as follows:

• the set of vertices of Z is X × Y , that is, the vertices of Z are the couples (a, b)
where a ∈ X and b ∈ Y ;

• the edges in Z are of two types: (a, b) → (a′, b) where a → a′ (a horizontal edge)
and (a, b)→ (a, b′) where b→ b′ (a vertical edge):

...
...

...

b′• . . .
(a,b′)
• →

(a′,b′)
• ∙ ∙ ∙

↑ ↑ ↑
b• ∙ ∙ ∙

(a,b)
• →

(a′,b)
• ∙ ∙ ∙

...
...

...
Y

X ∙ ∙ ∙ •
a
→ •

a′
∙ ∙ ∙

It follows that any allowed elementary path in Z is stair-like.
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Moreover, any regular elementary path on Z is allowed if and only if it is stair-like and
its projections onto X and Y are allowed.

It follows from definition (3.1) of the cross product that

u ∈ Ap (X) and v ∈ Aq (Y ) ⇒ u× v ∈ Ap+q (Z) . (3.3)

Furthermore, the following is true.

Lemma 3.2 If u ∈ Ωp (X) and v ∈ Ωq (Y ) then u× v ∈ Ωp+q (Z) .

Proof. u× v is allowed by (3.3). Since ∂u and ∂v are allowed, by (3.3) also ∂u× v and
u× ∂v are allowed. By (3.2), ∂ (u× v) is also allowed. Hence, u× v ∈ Ωp+q (Z) .

Theorem 3.3 Any ∂-invariant path w on Z = X�Y admits a representation in the form

w =
m∑

i=1

ui × vi

for some finite m, where ui and vi are ∂-invariant paths on X and Y , respectively.
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3.3 Künneth formula

Here is the main result of this section.

Theorem 3.4 Let X,Y be two finite digraphs. Then, for any r ≥ 0,

Ωr (X�Y ) ∼=
⊕

{p,q≥0:p+q=r}
Ωp (X)⊗ Ωq (Y ) , (3.4)

where the isomorphism is given by

u⊗ v 7→ u× v

for u ∈ Ωp (X) and v ∈ Ωq (Y ). Consequently, we have

Hr (X�Y ) ∼=
⊕

{p,q≥0:p+q=r}
Hp (X)⊗Hq (Y ) (3.5)

and
βr (X�Y ) =

∑

{p,q≥0:p+q=r}
βp (X) βq (Y ) .
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Example. Let X be an interval and Y be a square:

X = a• → •b and Y =
2• → •3
↑ ↑

0• → •1

Then Z = X�Y is a cube:

We have:

Ω1 (X) = 〈eab〉

Ωp (X) = 0 for p ≥ 2

Ω1 (Y ) = 〈e01, e13, e23, e02〉

Ω2 (Y ) = 〈e013 − e023〉

Ωq (Y ) = 0 for q ≥ 3. Z = X�Y

By (3.4) we obtain

Ω3 (Z) ∼= Ω1 (X)⊗ Ω2 (Y ) = 〈eab × (e013 − e023)〉.

Let us compute the cross-products:
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eab × e013 = ea0 b0 b1 b3 − ea0 a1 b1 b3 + ea0 a1 a3 b3

= e0457 − e0157 + e0137

and

eab × e023 = e0467 − e0267 + e0237

Hence, we obtain

Ω3 (Z) = 〈e0457 − e0157 + e0137 − e0467 + e0267 − e0237〉

that is the ∂-invariant 3-path associated with 3-cube.

Define n-cube as follows:
n- cube = I�I�...�I︸ ︷︷ ︸

n

=: In,

where I = {• → •} . In particular, the square =I2 and the above cube is I3.

Similarly one shows that Ωn (n- cube) is spanned by a single n-path that is an alternating
sum of n! elementary n-paths connecting the vertices 0 and 2n − 1. This corresponds to
partitioning of a solid n-dim cube into n! simplexes.
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Proposition 3.5 We have for any p ≥ 0

dim Ωp(I
n) = 2n−p

(
n

p

)

, (3.6)

and

βp (In) =

{
1, p = 0
0, p > 0

. (3.7)

Recall that βr = dim Hp.

For example,

dim Ω0

(
I3
)

= 8, dim Ω1

(
I3
)

= 12, dim Ω2

(
I3
)

= 6, dim Ω3

(
I3
)

= 1.
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3.4 An example: 2-torus

Example. Denote by T the following 3-cycle (=1-torus):

T = ↗

b
•↘

a• ← •c
= ↗

1
•↘

0• ← •2

Consider a 2-torus T 2 = T�T shown here:

Let us compute Ωr (G) , Hr (G) , Kx (G) .

We know that

Ω0 (T ) = 〈e0, e1, e2〉, Ω1 (T ) = 〈e01, e12, e20〉, Ωp (T ) = {0} for p ≥ 2

By (3.4) we obtain Ωr = {0} for r ≥ 3 and

Ω2

(
T 2
)

= Ω1 (T )⊗ Ω1 (T )

= 〈eab × e01, eab × e12, eab × e20, ebc × e01, ebc × e12, ebc × e20, eca × e01, eca × e12, eca × e20〉
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Using

eab × eij = eai bi bj − eai aj bj

we obtain that

Ω2

(
T 2
)

= 〈ea0 b0 b1 − ea0 a1 b1, ea1 b1 b2 − ea1 a2 b2, ea2 b2 b0 − ea2 a0 b0,

eb0 c0 c1 − eb0 b1 c1, eb1 c1 c2 − eb1 b2 c2, eb2 c2 c0 − eb2 b0 c0,

ec0 a0 a1 − ec0 c1 a1, ec1 a1 a2 − ec1 c2 a2, ec2 a2 a0 − ec2 c0 a0〉

that is,

Ω2

(
T 2
)

= 〈e034 − e014, e145 − e125, e253 − e203,

e367 − e347, e478 − e458, e586 − e536

e601 − e671, e712 − e782, e820 − e860〉.

We see that Ω2 (T 2) is generated by 9 squares.
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This can be visualized using

the following embedding of

G = T 2 on a topological torus:

Using Ω2 (G), let us compute

the curvature Kx on G.

The above basis in Ω2 (G) is

orthogonal and ‖ω‖2 = 2

for any element ω of the basis.

Besides, for any vertex x, we have [x, ω] = 2 for two of ω, [x, ω] = 1 for two of ω, and
[x, ω] = 0 for the rest of ω. Hence,

[x, Ω2] =
∑

ω

[x, ω]

‖ω‖2
=

2 ∙ 2 + 2 ∙ 1
2

= 3

and

Kx = 1−
deg (x)

2
+

[x, Ω2]

3
= 1−

4

2
+

3

3
= 0.
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Let us compute the homology groups of G. We know that

H0 (T ) = 〈e0〉, H1 (T ) = 〈e01 + e12 + e20〉, Hp (T ) = {0} for p ≥ 2.

By (3.5) we have

H1 (G) = H0 (T )⊗H1 (T ) + H1 (T )⊗H0 (T ) = 〈v1, v2〉

where
v1 = ea × (e01 + e12 + e20) = ea0 a1 + ea1 a2 + ea2 a0 = e01 + e12 + e20

v2 = (eab + ebc + eca)× e0 = ea0 b0 + eb0 c0 + ec0 a0 = e03 + e36 + e60.

Again by (3.5)
H2 (G) = H1 (T )⊗H1 (T ) = 〈u〉,

where
u = (eab + ebc + eca)× (e01 + e12 + e20) ,

and Hr (Z) = 0 for all r ≥ 2.
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Hence, we obtain

u = ea0 b0 b1 − ea0 a1 b1 + ea1 b1 b2 − ea1 a2 b2 + ea2 b2 b0 − ea2 a0 b0

+ eb0 c0 c1 − eb0 b1 c1 + eb1 c1 c2 − eb1 b2 c2 + eb2 c2 c0 − eb2 b0 c0

+ ec0 a0 a1 − ec0 c1 a1 + ec1 a1 a2 − ec1 c2 a2 + ec2 a2 a0 − ec2 c0 a0

that is

u = (e034 − e014) + (e145 − e125) + (e253 − e203) + (e367 − e347) + (e478 − e458)

+ (e586 − e536) + (e601 − e671) + (e712 − e782) + (e820 − e860) .

75



3.5 Cartesian product and curvature

Proposition 3.6 Let X be any digraph with a finite chain sequence {Ωp} and Y be a
cyclic digraph

Y = {0→ 1→ 2→ ...→ m→ 0}

with m ≥ 2. Then, with respect to the natural inner product,

Kz (X�Y ) = 0

for any z ∈ X�Y. In particular, K(T n) = 0 where T is an 1-torus.

Consider an n-cube= In where I = {0→ 1} . Then any vertex x of the n-cube is repre-
sented by a binary sequence (x1, ..., xn). Set |x| = x1 + ... + xn.

Proposition 3.7 For any vertex x of the n-cube we have

Kx (n- cube) =
1

(n + 1)
(

n
|x|

) .

Problem 3.8 How to compute K (X�Y ) in general?
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3.6 Strong product

Define a strong product X�∠Y of digraphs as follows: the set of vertices of X�∠Y is X×Y ,
while the arrows are defined as follows: (a, b)→ (a′, b) where a→ a′ (a horizontal edge),
(a, b) → (a, b′) where b → b′ (a vertical edge), and (a, b) → (a′, b′) where a → a′ and
b→ b′ (a diagonal edge):

(a,b′)
• →

(a′,b′)
•

↑ ↗ ↑
(a,b)
• →

(a′,b)
•

Conjecture 3.9 The Künneth formula holds for the strong product:

Hr (X�∠Y ) ∼=
⊕

{p,q≥0:p+q=r}
(Hp (X)⊗Hq (Y )) ,

where the isomorphism is given by u⊗ v 7→ u× v.
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It suffices to prove an analogue of the theorem of Eilenberg-Zilber: there are chain maps

F : Ω∗ (X�∠Y )→ Ω∗ (X)⊗ Ω∗ (Y )

and
G : Ω∗ (X)⊗ Ω∗ (Y )→ Ω∗ (X�∠Y )

such that FG = id and GF is chain-homotopic to id.

In fact, one can define G by G (u⊗ v) = u×v, while the main difficulty is in construction
of F . In the setting of Theorem 3.4, one uses Theorem 3.3 to show that G is bijective so
that one can take F = G−1.
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4 Join of digraphs

Given two digraphs X,Y , define their join X ∗ Y as follows: take first a disjoint union
X t Y and add arrows from any vertex of X to any vertex of Y .

For example,

{•, •} ∗ {•, •} =
• ← •
↑ ↓
• → •

and
• ← •
↑ ↓
• → •

∗ {•, •} =

In order to compute homology of X ∗ Y we use the augmented chain complex

K
∂
← Ω0

∂
← Ω1

∂
← . . .

∂
← Ωp−1

∂
← Ωp

∂
← . . . (4.1)

where ∂ei = e =the unity of K.
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The homology groups of (4.1) are called the reduced homology groups of G and are

denoted by H̃p (G) . We have

H̃p (G) = Hp (G) for p ≥ 1 and H̃0 (G) = H0 (G) /K.

Define the reduced Betti numbers: β̃p (G) = dim H̃p (G) .

Define the join of elementary p-paths u = ei0...ip on X and v = ej0...jq on Y by

u ∗ v = ei0...ipj0...jq

so that u ∗ v is a (p + q + 1)-path on X ∗Y. Then extend this definition by linearity to all
paths u on X and v on Y.

If u and v are allowed then u ∗ v is also allowed. The join of paths satisfies the product
rule

∂ (u ∗ v) = (∂u) ∗ v + (−1)p+1 u ∗ ∂v.

It follows that the join of ∂-invariant paths is ∂-invariant: if u ∈ Ωp (X) and v ∈ Ωq (Y )
then u ∗ v ∈ Ωr (X ∗ Y ) where r = p + q + 1.
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Theorem 4.1 We have the following isomorphism for any r ≥ −1:

Ωr (Z) ∼=
⊕

{p,q≥−1:p+q=r−1}
Ωp (X)⊗ Ωq (Y ) (4.2)

that is given by the map u⊗ v 7→ u ∗ v with u ∈ Ωp (X) and v ∈ Ωq (Y ).

Consequently, for any r ≥ 0,

H̃r (X ∗ Y ) ∼=
⊕

{p,q≥0:p+q=r−1}

H̃p (X)⊗ H̃q (Y ) (4.3)

and
β̃r (X ∗ Y ) ∼=

∑

{p,q≥0:p+q=r−1}

β̃p (X) β̃q (Y ) .
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5 Digraphs of constant curvature

Fix a finite digraph G = (V,E). The space Ap of allowed p-paths on G consists of all
formal linear combinations of elementary allowed p-paths ei0...ip (where i0 → i1 → ...→ ip
on G). Consider its subspace Ωp = {ω ∈ Ap : ∂ω ∈ Ap−1}. Then we have a path chain
complex of digraph G:

0 ← Ω0
∂
← Ω1

∂
← . . .

∂
← Ωp−1

∂
← Ωp

∂
← Ωp+1

∂
← . . .

Fix in each Ap the natural inner product such that all allowed elementary p-paths ei0...ip

form an orthonormal basis in Ap. This induces an inner product in all chain spaces Ωp.

For any vertex x of G and any p-path ω =
∑

ωi0...ipei0...ip we have

[x, ω] =
∑

i0...ip∈V

(
ωi0...ip

)2 [
x, ei0...ip

]
,

where
[
x, ei0...ip

]
=the number of occurrences of x in i0, ..., ip.

If {ωk} is an orthogonal basis of Ωp, then by (2.5)

[x, Ωp] =
∑

k

[x, ωk]

‖ωk‖
2 .
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If the sequence {Ωp} is finite, that is, Ωp = {0} for large enough p, then we define the
combinatorial curvature of G at a vertex x by

Kx =
∞∑

p=0

(−)p [x, Ωp]

p + 1
.

Recall the Gauss-Bonnet formula:

Ktotal :=
∑

x∈V

Kx =

∞∑

p=0

(−)p dim Ωp =: χ.

In this section we construct a two-parameter family of digraphs with Kx = const .

Recall that a graph is called regular if deg (x) is constant. We say that a digraph G is
strongly regular if the function x 7→ [x, Ωp] is constant for any p (and Ωp = {0} for large
enough p). In particular, a strongly regular digraph G is regular because deg (x) = [x, Ω1].
In this case Kx = const and, hence,

Kx =
Ktotal

|V |
=

χ (G)

|V |
=: K(G).
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For any digraph G and any m ∈ N

let us construct a new digraph by

adding to G m new vertices

{y1, ..., ym} and all arrows x→ yi

for all x ∈ X.

This digraph is called m-suspension

of G and is denoted by susm G.

In fact, susm G = G ∗ {y1, ..., ym} .

Theorem 5.1 Let G be a strongly regular digraph, such that for some k,m ∈ N and, any
p ≥ 0,

dim Ωp(G) =

(
k

p + 1

)

mp+1. (B(k,m))

Then susm G is also strongly regular, and for all p ≥ 0,

dim Ωp(susm G) =

(
k + 1

p + 1

)

mp+1. (B(k + 1,m))
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For the digraph G as in Theorem 5.1 we have

χ(G) =
∑

p≥0

(−1)p dim Ωp =
k−1∑

p=0

(−1)p

(
k

p + 1

)

mp+1 = −
k∑

j=1

(−1)j

(
k

j

)

mj = 1−(1−m)k .

It follows that

K(G) =
χ(G)

|V |
=

χ(G)

dim Ω0

=
1− (1−m)k

km
.

Of course, the same formula is true for K(susm G) with k replaced by k + 1:

K(susm G) =
1− (1−m)k+1

(k + 1) m

Let us now construct a family
{
Dk

m

}
k,m∈N

of digraphs, satisfying (B(k,m)). Denote by

Dm the digraph that consists of m disjoint vertices and no arrows: Dm = { •, ..., •
︸ ︷︷ ︸

m vertices

}. Then

Dm is strongly regular and satisfies (B (1,m)) because

dim Ω0 (Dm) = m =

(
1

p + 1

)

mp+1 for p = 0, dim Ωp (Dm) = 0 =

(
1

p + 1

)

mp+1 for p ≥ 1
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Define the digraph Dk
m by

Dk
m = Dm ∗ ... ∗Dm︸ ︷︷ ︸

k

that is, Dk+1
m = susm Dk

m. From Theorem 5.1 we obtain by induction that Dk
m is strongly

regular and satisfies (B(k,m)).

Hence, Dk
m has a constant curvature

K(Dk
m) =

1− (1−m)k

km
. (5.1)

One can show that the only non-trivial Betti number of Dk
m with k ≥ 2 is

βk−1 = (m− 1)k .
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Example. For m = 1 we have by (5.1) K(Dk
1) = 1

k
.

Digraph Dk
1 is

a (k − 1)-simplex:

Example. For m = 2 we have by (5.1)

K(Dk
2) =

{
0, k even,
1
k
, k odd.

Digraph D2
2 is a diamond:

It is an analogue of 1-sphere.

It has constant curvature 0.
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D3
2 is the octahedron:

It is an analogue of 2-sphere.

It has constant curvature 1
3
.

D4
2 is an analogue of 3-sphere.

It has constant curvature 0.

Dk+1
2 is a digraph analogue

of a k-sphere Sk because

Dk+1
2 is obtained from Dk

2

by 2-suspension.

Besides, the only non-trivial

Betti number of Dk+1
2 is βk = 1

like Betti numbers for Sk.
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Example. For m = 3 we have by (5.1)

K(Dk
3) =

1− (−2)k

3k
=

1

3k

{
1− 2k, k even,
1 + 2k, k odd.

For example, D2
3 is a directed version of K3,3 :

We have

K(D2
3) = −

1

2
and

K(D3
3) = 1.

D2
3
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6 Hodge Laplacian on digraphs

As above, we fix the natural inner product 〈∙, ∙〉 in all spaces Ωp.

6.1 Definition of Δp

For the operator ∂ : Ωp → Ωp−1 consider the adjoint operator ∂∗ : Ωp−1 → Ωp so that

〈∂u, v〉 = 〈u, ∂∗v〉 for all u ∈ Ωp and v ∈ Ωp−1.

Definition. Define the Hodge-Laplace operator on paths Δp : Ωp → Ωp by

Δpu = ∂∗∂u + ∂∂∗u. (6.1)

Here we use the following operators ∂ and ∂∗: Ωp−1

∂

�
∂∗

Ωp and Ωp

∂∗

�
∂

Ωp+1.

Proposition 6.1 The operator Δp is self-adjoint and non-negative definite.
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Denote by λmax (Δp) and λmin (Δp) the maximal and minimal eigenvalues of Δp. As we
will see below, λmin (Δp) = 0 if and only if βp > 0; moreover, βp is the multiplicity of the
eigenvalue 0 of Δp.

Problem 6.2 Find a reasonable upper bounds for λmax (Δp) . (Some upper bound for
λmax (Δ1) will be given below).

Problem 6.3 Find lower bounds for λmin (Δp) when βp = 0.

Problem 6.4 Devise a program for computing the spectrum of Δp for large digraphs.

Problem 6.5 For which classes of digraphs the spectrum of Δp can be computed exactly?
(Some partial answer will be given below).

We say that two digraphs G and G′are Hodge isospectral if spec Δp(G) = spec Δp(G
′) for

all p ≥ 0. A natural question in the spirit of inverse spectral problems is whether Hodge
isospectral digraphs are isomorphic. In general the answer is “no”, but in the existing
examples the digraph G′ is obtained from G by changing orientation of some arrows.

Problem 6.6 Is it true that Hodge isospectral digraphs are isomorphic as undirected
graphs?
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6.2 Harmonic paths

A path u ∈ Ωp is called harmonic if Δpu = 0. One can easily verify that a path u ∈ Ωp is
harmonic if and only if ∂u = 0 and ∂∗u = 0.

Denote by Hp the set of all harmonic paths in Ωp so that Hp is a subspace of Ωp.

Theorem 6.7 (Hodge decomposition) The space Ωp is an orthogonal sum:

Ωp = ∂Ωp+1

⊕
∂∗Ωp−1

⊕
Hp (6.2)

where ∂ and ∂∗ are as follows:

Ωp−1
∂∗

−→ Ωp
∂
←− Ωp+1.

Corollary 6.8 There is a natural linear isomorphism

Hp
∼= Hp. (6.3)

In particular, dimHp = βp, that is, the multiplicity of 0 as an eigenvalue of Δp is equal
to the Betti number βp.
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Proof. Consider the operators

Ωp−1

∂

�
∂∗

Ωp.

It follows from (6.2) that

ker ∂|Ωp = (∂∗Ωp−1)
⊥ = ∂Ωp+1

⊕
Hp (6.4)

whence Hp = ker ∂|Ωp/∂Ωp+1
∼= Hp.
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6.3 Matrix of Δp

Let {αi} be an orthonormal basis in Ωp, {βm} be an orthonormal basis in Ωp−1 and {γn}
be an orthonormal basis in Ωp+1 :

Ωp−1

∂

�
∂∗

Ωp

∂

�
∂∗

Ωp+1

{βm} {αi} {γn}

The operator ∂ : Ωp → Ωp−1 has in the bases {αi} and {βm} the matrix

B = (〈βm, ∂αi〉)m,i (6.5)

where m is the row index and i is the column index.

Similarly, the operator ∂∗ : Ωp → Ωp+1 has the matrix

C = (〈γn, ∂
∗αi〉)n,i = (〈∂γn, αi〉)n,i . (6.6)

Since Δp = ∂∗∂ + (∂∗)∗ ∂∗, we obtain the matrix of Δp in the basis {αi}:

matrix of Δp = BT B + CT C . (6.7)
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More explicitly, the (i, j)-entry of the matrix of Δp in the basis {αi} is given by

〈Δpαi, αj〉 =
∑

m

〈∂αi, βm〉 〈∂αj, βm〉+
∑

n

〈αi, ∂γn〉 〈αj, ∂γn〉 . (6.8)

Example. Recall that Ω−1 = {0}, Ω0 = {ei : i ∈ V } and Ω1 = 〈ekl : k → l〉 . Assuming
that 〈∙, ∙〉 is the natural inner product, we obtain by (6.8) that the matrix of Δ0 is

〈Δ0ei, ej〉 =
∑

k→l

〈ei, ∂ekl〉 〈ej, ∂ekl〉

=
∑

k→l

〈ei, el − ek〉 〈ej, el − ek〉

=
∑

k→l

(δil − δik) (δjl − δjk)

=
∑

k→i

δij +
∑

i→l

δij − 1{i→j} − 1{j→i}

= deg (i) δij − 1{i→j} − 1{j→i}.

If G has no double arrow then the matrix of Δ0 = diag (deg (i)) − 1{i∼j} where 1{i∼j} is
the adjacency matrix of G. Hence, Δ0 is the usual unnormalized Laplacian (=Kirchhoff
operator) on functions on G.

Consequently, trace Δ0 =
∑

i∈V deg (i) = 2E.
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6.4 Examples of computation of Δ1

Let us compute Δ1 for the natural inner product. We use the orthonormal bases {em} in
Ω0 and {eij : i→ j} in Ω1. Let {γn} be an orthonormal basis in Ω2.
The matrix of Δ1 has dimensions E × E and, by (6.8), its entries are

〈Δ1eij , ei′j′〉 =
∑

m

〈∂eij , em〉 〈∂ei′j′ , em〉+
∑

n

〈eij , ∂γn〉 〈ei′j′ , ∂γn〉 (6.9)

for all arrows i→ j and i′ → j ′. For the first sum in (6.9) we have
∑

m

〈∂eij , em〉 〈∂ei′j′ , em〉 =
∑

m

〈ej − ei, em〉 〈ej′ − ei′ , em〉 =
∑

m

(δjm − δim) (δj′m − δi′m)

= δjj′ − δij′ − δji′ + δii′ =: [ij, i′j ′] .

The values of [ij, i′j ′] are shown here:

Hence, in the case p = 1, we have

BT B = ([ij, i′j ′]) .

In particular, diagonal entries of BT B are 2.
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Example. Consider an 1-torus

T =

In this case Ω1 = 〈e01, e12, e20〉, Ω2 = {0} , |H1| = 1. Hence, we obtain

the matrix of Δ1 = BT B = ([ij, i′j ′])

=







e01 e12 e20

e01 [01, 01] [01, 12] [01, 20]
e12 [12, 01] [12, 12] [12, 20]
e20 [20, 01] [20, 12] [20, 20]







=




2 −1 −1
−1 2 −1
−1 −1 2





The eigenvalues of Δ1 are {0, 3, 3} = {0, 32} .
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Example. Consider a dodecahedron (like on p.2.3):

We have V = 20, E = 30,

Ω2 = {0} and |H1| = 11.

In particular, CT C = 0.

The matrix of Δ1 = BT B is shown here:

The eigenvalues of Δ1 are:

011, 25, 34, 54,
(
3±
√

5
)
3
,

where the subscripts show multiplicity.
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For a general digraph G with Ω2 6= {0}, let us compute the entry 〈eij , ∂γn〉 of the matrix
C assuming that γn = γ is a triangle or square (note that although Ω2 has always a basis
of triangles and squares, the squares in this basis do not have to be orthogonal).
If γ = eabc is a triangle then we have

〈eij , ∂γ〉 = 〈eij , eab + ebc − eac〉 = [ij, γ] ,

where

[ij, γ] :=






1, if ij ∈ {ab, bc}
−1 if ij = ac
0, otherwise.

If γ =
eabc−eab′c√

2
is a (normalized) square then

〈eij , ∂γ〉 =
1
√

2
〈eij , eab + ebc − eab′ − eb′c〉 =

1
√

2
[ij, γ] ,

where

[ij, γ] =






1, if ij ∈ {ab , bc}
−1 if ij ∈ {ab′, b′c}
0, otherwise.
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Example. Let G be a triangle {0→ 1→ 2, 0→ 2} . Then Ω1 = 〈e01, e12, e02〉 and

BT B = ([ij, i′j ′]) =







e01 e12 e02

e01 [01, 01] [01, 12] [01, 20]
e12 [12, 01] [12, 12] [12, 20]
e02 [02, 01] [02, 12] [02, 02]





 =




2 −1 1
−1 2 1
1 1 2



 .

The basis {γn} of Ω2 consists of a single triangle γ = e012 so that

C =

(
e01 e12 e02

e012 [01, γ] [12, γ] [02, γ]

)

=
(
1 1 −1

)

CT C =




1 1 −1
1 1 −1
−1 −1 1





matrix of Δ1 =




2 −1 1
−1 2 1
1 1 2



+




1 1 −1
1 1 −1
−1 −1 1



 =




3 0 0
0 3 0
0 0 3



 .
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Example. Let G be a square {0→ 1→ 3, 0→ 2→ 3}. Then Ω1 = 〈e01, e02, e13, e23〉 and

BT B = ([ij, i′j ′]) =









e01 e02 e13 e23

e01 [01, 01] [01, 02] [01, 13] [01, 23]
e02 [02, 01] [02, 02] [02, 13] [02, 23]
e13 [12, 01] [13, 02] [13, 13] [13, 23]
e23 [23, 01] [23, 02] [23, 13] [23, 23]









=







2 1 −1 0
1 2 0 −1
−1 0 2 1
0 −1 1 2







The basis {γn} of Ω2 consists of a single square γ = 1√
2
(e013 − e023) so that

C =
1
√

2

(
e01 e02 e13 e23

γ [01, γ] [02, γ] [13, γ] [23, γ]

)

=
1
√

2

(
1 −1 1 −1

)

CT C =
1

2







1 −1 1 −1
−1 1 −1 1
1 −1 1 −1
−1 1 −1 1







matrix of Δ1= BT B + CT C =







5
2

1
2
−1

2
−1

2
1
2

5
2
−1

2
−1

2

−1
2
−1

2
5
2

1
2

−1
2
−1

2
1
2

5
2





 , the eigenvalues are {23, 4} .
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Example. Consider a following digraph:

Here |Ω1| = E = 6, |Ω2| = 2 and

Ω2 = 〈e014 − e024, e014 − e034〉

However, this basis is not orthogonal.

Orthogonalization gives an orthonormal
basis in Ω2:

γ1 = 1√
2
(e014 − e024) ,

γ2 = 1√
6
(e014 + e024 − 2e034) .

Since

∂γ1 = 1√
2
(e01 + e14 − e02 − e24) ,

∂γ2 = 1√
6
(e01 + e04 + e02 + e24 − 2e03 − 2e34) ,
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we compute the matrix C:

C = (〈eij , ∂γn〉) =




e01 e14 e02 e24 e03 e34

∂γ1
1√
2

1√
2
− 1√

2
− 1√

2
0 0

∂γ2
1√
6

1√
6

1√
6

1√
6
− 2√

6
− 2√

6





and

CT C =











2
3

2
3
−1

3
−1

3
−1

3
−1

3
2
3

2
3
−1

3
−1

3
−1

3
−1

3

−1
3
−1

3
2
3

2
3
−1

3
−1

3

−1
3
−1

3
2
3

2
3
−1

3
−1

3

−1
3
−1

3
−1

3
−1

3
2
3

2
3

−1
3
−1

3
−1

3
−1

3
2
3

2
3











We compute also B:

BT B = ([eij , ei′j′ ]) =











2 −1 1 0 1 0
−1 2 0 1 0 1
1 0 2 −1 1 0
0 1 −1 2 0 1
1 0 1 0 2 −1
0 1 0 1 −1 2










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whence

matrix of Δ1 = BT B + CT C =











8
3
−1

3
2
3
−1

3
2
3
−1

3

−1
3

8
3
−1

3
2
3
−1

3
2
3

2
3
−1

3
8
3
−1

3
2
3
−1

3

−1
3

2
3
−1

3
8
3
−1

3
2
3

2
3
−1

3
2
3
−1

3
8
3
−1

3

−1
3

2
3
−1

3
2
3
−1

3
8
3











.

The spectrum of Δ1 is {24, 3, 5} .

Example. Consider the following pyramid:

Here |Ω0| = 5, |Ω1| = 8, |Ω2| = 5,

and

Ω2 = 〈e014, e024, e134, e234, e013 − e023〉 .
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We have

BT B = ([ij, i′j ′]) =

















e01 e02 e13 e23 e04 e14 e24 e34

e01 2 1 −1 0 1 −1 0 0
e02 1 2 0 −1 1 0 −1 0
e13 −1 0 2 1 0 1 0 −1
e23 0 −1 1 2 0 0 1 −1
e04 1 1 0 0 2 1 1 1
e14 −1 0 1 0 1 2 1 1
e24 0 −1 0 1 1 1 2 1
e34 0 0 −1 −1 1 1 1 2

















C =











e01 e02 e13 e23 e04 e14 e24 e34

e014 1 0 0 0 −1 1 0 0
e024 0 1 0 0 −1 0 1 0
e134 0 0 1 0 0 −1 0 1
e234 0 0 0 1 0 0 −1 1

1√
2
(e013 − e023)

1√
2
− 1√

2
1√
2
− 1√

2
0 0 0 0










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CT C =















3
2
−1

2
1
2
−1

2
−1 1 0 0

−1
2

3
2
−1

2
1
2
−1 0 1 0

1
2
−1

2
3
2
−1

2
0 −1 0 1

−1
2

1
2
−1

2
3
2

0 0 −1 1
−1 −1 0 0 2 −1 −1 0
1 0 −1 0 −1 2 0 −1
0 1 0 −1 −1 0 2 −1
0 0 1 1 0 −1 −1 2















matrix of Δ1 = BT B+CT C =















7
2

1
2
−1

2
−1

2
0 0 0 0

1
2

7
2
−1

2
−1

2
0 0 0 0

−1
2
−1

2
7
2

1
2

0 0 0 0
−1

2
−1

2
1
2

7
2

0 0 0 0
0 0 0 0 4 0 0 1
0 0 0 0 0 4 1 0
0 0 0 0 0 1 4 0
0 0 0 0 1 0 0 4















(6.10)

The eigenvalues of Δ1 are {35, 53}.
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Example. Consider the icosahedron:

Here V = 12, E = 30, |Ω2| = 25

Space Ω2 is generated by 20 triangles

and 5 squares (see p.56).

Computation shows that

λmin = 0.810... and λmax =
(
5 +
√

5
)
3

Other multiple eigenvalues are

65 and
(
5−
√

5
)
3
.

The full spectrum of Δ1 is shown here:
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For icosahedron
the matrix of Δ1 =
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Example. Consider a rhombicuboctahedron (see also p.53):

Here V = 24, E = 48, |Ω2| = 26.

Space Ω2 is generated by 8 triangles and

18 squares.

We have λmax = 72 and λmin = 0.518...,

and there are many multiple eigenvalues:

56, 44, 33, 23, 13 etc.

The spectrum of Δ1 is shown here:
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For rhombicuboctahedron
the matrix of Δ1 =

110



6.5 Trace of Δ1

Recall that, for any digraph G,

trace Δ0 =
∑

i∈V

deg (i) = 2E.

There is a similar result for the trace of Δ1.

Theorem 6.9 Let T be the number of triangles in Ω2, S be the number of linearly inde-
pendent squares in Ω2, and D be the number of double arrows a� b. Then

trace Δ1 = 2E + 3T + 2S + 4D. (6.11)

By a square here we mean an allowed 2-path eabc − eab′c such that a 6= c and a 6→ c.

For example, for this pyramid (as on p.104)
we have E = 8, T = 4, S = 1 and D = 0,

whence trace Δ1 = 2 ∙ 8 + 3 ∙ 4 + 2 ∙ 1 = 30,

which matches the sum of the eigenvalues as

well as the sum of the diagonal entries of the

matrix of Δ1 in (6.10).
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6.6 An estimate of λmax (Δ1)

Denote by λmax (A) the maximal eigenvalue of a symmetric operator A. It is easy to prove
that

λmax (Δ0) ≤ 2 max
i

deg (i) .

For any arrow ξ in G denote by degΔ ξ the number of triangles containing ξ and by deg� ξ
the number of squares containing ξ.

Theorem 6.10 Assume that there is an orthogonal basis in Ω2 that consists of triangles
and squares. Then

λmax (Δ1) ≤ max

(

2 max
i∈V

deg i, max
ξ∈E

(3 degΔ ξ + 2 deg� ξ)

)

. (6.12)

Problem 6.11 Extend (6.12) to the general case.

Problem 6.12 Is it true that in fact

λmax (Δ1) ≤ 2 max
i∈V

deg i ?

This is the case in all known examples.

112



6.7 Exact computation of spec Δp on some digraphs

6.7.1 Spectrum of Δp on digraph spheres

Let Dm = { •, ..., •
︸ ︷︷ ︸

m vertices

} be the digraph that consists of m ≥ 1 disjoint vertices and no arrows.

Consider for any n ≥ 1 the digraph Dn
m = Dm ∗ ... ∗Dm︸ ︷︷ ︸

n times

.

Theorem 6.13 We have, for all n,m ≥ 1 and r ≥ 2,

spec Δr−1(D
n
m) =

{
((n− k)m)(m−1)k(r

k)(
n
r)

}r

k=0
. (6.13)

More explicitly, (6.13) means the following: if r > n then spec Δr−1(D
n
m) = ∅, while for

r ≤ n the spectrum of Δr−1(D
n
m) consists of the following r + 1 eigenvalues

(n− r)m, (n− r + 1)m, (n− r + 2)m, ..., (n− 1)m, nm, (6.14)

with the multiplicities

(m− 1)r
(

n
r

)
, (m− 1)r−1r

(
n
r

)
, (m− 1)r−2

(
r
2

)(
n
r

)
, ..., (m− 1)r

(
n
r

)
,
(

n
r

)
. (6.15)
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Example. Let m = 1, that is, D1 = {•}. Clearly, Dn
1 = Kn where Kn is a complete

digraph that consist of n vertices

{0, ..., n − 1}

and all arrows i→ j for i < j,

that is, a directed (n− 1)-simplex.

In this case all the multiplicities in (6.15) are 0 except for the last one
(

n
r

)
. Hence,

spec Δr−1(Kn) = {n(n
r)
}.

Example. Let m = 2, that is, D2 = {•, •}. Then Dn
2 =: Sn−1 can be regarded as

a digraph sphere of dim = n− 1.

For example, S1 is a diamond

and S2 is an octahedron.
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In this case (6.13) becomes

spec Δr−1(S
n−1) =

{
(2(n− k))(r

k)(
n
r)

}r

k=0
.

Consequently, if 2 ≤ r ≤ n then

λmax

(
Δr−1(S

n−1)
)

= 2n(n
r)

and λmin

(
Δr−1(S

n−1)
)

= (2 (n− r))(n
r)

.

For example, for r = 2 we have

spec Δ1(S
n−1) =

{
(2(n− 2))(n

2)
, (2(n− 1))2(n

2)
, (2n)(n

2)

}
,

and for r = 3

spec Δ2(S
n−1) =

{
(2(n− 3))(n

3)
, (2(n− 2))3(n

3)
, (2 (n− 1))3(n

3)
, (2n)(n

3)

}
.

For the octahedron S2 (that is n = 3) we obtain

spec Δ1(S
2) = {23, 46, 63}

and
spec Δ2(S

2) = {0, 23, 43, 6} .
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Example. Let m = 3 and n = 2.

Then D2
3 coincides with the

complete bipartite digraph K3,3:

Then (6.13) yields for r = 2 that

spec Δ1(K3,3) =
{

(3(2− k))(2
k)(

2
2)2k

}2

k=0
= {04, 34, 6} .
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6.7.2 Spectrum of Δp on cubes

Recall that the n-cube In is defined by

In = I�I�...�I︸ ︷︷ ︸
n

where I = {• → •}.

I3 =

The operator Δp (In) is non-trivial if 0 ≤ p ≤ n. It is possible to prove that

spec Δ0(I
n) =

{
(2k)(n

k)

}n

k=0
. (6.16)

Theorem 6.14 For all 1 ≤ p ≤ n we have

spec Δp(I
n) =

{(
2k

p

)

(n
k)(

k−1
p−1)

}n

k=p

⊔
{(

2k

p + 1

)

(n
k)(

k−1
p )

}n

k=p+1

. (6.17)

In particular,

λmax (Δp(I
n)) =

(
2n

p

)

(n−1
p−1)

and λmin (Δp(I
n)) = 2(n+1

p+1)
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For example, for p = 1 we obtain

spec Δ1(I
n) =

{
(2k)(n

k)

}n

k=1

⊔
{

k
(k−1)(n

k)

}n

k=2

, (6.18)

and
λmin (Δ1(I

n)) = 2(n
2)

and λmax (Δ1(I
n)) = (2n)1 .

Example. For a 3-cube we obtain

spec Δ1(I
3) =

{
(2k)(3

k)

}3

k=1

⊔{
k(k−1)(3

k)

}3

k=2
= {23, 43, 6} t {23, 32} = {26, 32, 43, 6} ,

spec Δ2

(
I3
)

=
{

k(3
k)(

k−1
1 )

}3

k=2

⊔
{(

2

3
k

)

(3
k)(

k−1
2 )

}3

k=3

= {23, 32} t {21} = {24, 32} ,

spec Δ3

(
I3
)

=

{(
2k

3

)

(3
k)(

k−1
2 )

}3

k=3

= {21}

It follows from (6.18) that

spec Δ1(I
4) = {210, 38, 49, 64, 8} , spec Δ1

(
I5
)

= {215, 320, 425, 54, 610, 85, 10} .
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6.7.3 Spectrum of Δp on tori

Recall that the n-torus T n is defined by

T n = T�T�...�T︸ ︷︷ ︸
n

where T = {0→ 1→ 2→ 0}.

T 2 =

We have
spec Δ0(T

n) =
{

(3k)2k(n
k)

}n

k=0
. (6.19)

Theorem 6.15 For all 1 ≤ p ≤ n we have

spec Δp(T
n) =

{(
3k

p

)

2k(n
k)(

n−1
p−1)

}n

k=0

⊔
{(

3k

p + 1

)

2k(n
k)(

n−1
p )

}n

k=0

. (6.20)

In particular,

λmax (Δp(T
n)) =

(
3n

p

)

2n(n−1
p−1)

and λmin (Δp(T
n)) = 0(n

p)
.
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For example, for p = 1 we obtain

spec Δ1(T
n) =

{
(3k)2k(n

k)

}n

k=0

⊔
{(

3k

2

)

2k(n
k)(n−1)

}n

k=0

.

Example. For T 2 we obtain

spec Δ1(T
2) =

{
(3k)2k(2

k)

}2

k=0

⊔
{(

3k

2

)

2k(2
k)

}2

k=0

= {01, 34, 64}
⊔
{

01,

(
3

2

)

4

, 34

}

=

{

02,

(
3

2

)

4

, 38, 64

}

spec Δ2

(
T 2
)

=

{(
3

2
k

)

2k(2
k)

}2

k=0

=

{

0,

(
3

2

)

4

, 34

}

,

and for T 3

spec Δ1(T
3) =

{

03,

(
3

2

)

12

, 330,

(
9

2

)

16

, 612, 98

}

.
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