ON NONNEGATIVE SOLUTIONS OF THE INEQUALITY Au+u’ <0
ON RIEMANNIAN MANIFOLDS

ALEXANDER GRIGOR’YANT AND YUHUA SUN?

ABSTRACT. We study the uniqueness of a non-negative solution of the differential in-
equality
Au+u’ <0 )
on a complete Riemannian manifold, where o > 1 is a parameter. We prove that if, for
some xo € M and all large enough r,
vol B(zo,r) < CrP In?r,
where p = %, q = U% and B (z,r) is a geodesic ball, then the only non-negative

1
solution of (x) is identical zero. We also show the sharpness of the above values of the

exponents p, q.

1. INTRODUCTION

In this paper we are concerned with non-negative solutions of the differential inequality
Au+u? <0, (1.1)

on a geodesically complete connected Riemannian manifold M, where A is Laplace-
Beltrami operator on M, and o > 1 is a given parameter. Clearly, (1.1) has always a
trivial solution v = 0. In R™ with n < 2 any non-negative solution of (1.1) is identical
zero, that is, a non-negative solution is unique. It is well known that in R™ with n > 2 the
uniqueness of a non-negative solution of (1.1) takes places if and only if o < 25 (cf. [6]).

A number of generalizations of this result to more general differential equations and
inequalities in R™ has been obtained in a series of work of Mitidieri and Pohozaev [12,
13, 14] and more recently by Caristi and Mitidieri [4], [5]. These works are based on a
method originating from [15] (see also [16]) that uses carefully chosen test functions for
(1.1). However, when one tries to employ this method on a manifold M, one encounters
the necessity to estimate the Laplacian of the distance function, which is only possible
under certain curvature assumptions on M.

Inspired by [11], the first author and V. A. Kondratiev developed in [10] a variation of
this method, that uses only the gradient of the distance function and volume of geodesic
balls and, hence, is free from curvature assumptions. Fix some o > 1 in (1.1) and set

20 1
o—1’ 7=
Let B (z,r) be the geodesic ball on M of radius r centered at z. It was proved in [10,
Theorem 1.3] that if, for some zp € M, C' > 0, € > 0 and all large enough r,

w(B(zg,r)) < CrPIn?*r, (1.3)

p= (1.2)

o—1

Date: December 2012.
fSupported by SFB 701 of the German Research Council.
fSupported by IGK of University of Bielefeld.
Keywords and phrases. Semi-linear elliptic inequality, critical exponent, Riemannian manifold, volume
growth.
2010 Mathematics Subject Classification. Primary: 35J61, Secondary: 58J05.
1



2 GRIGOR’YAN AND SUN

then the only non-negative solution to (1.1) on M is zero. The sharpness of the exponent p
here is clear from the example of R” where (1.3) holds with p = n that by (1.2) corresponds
to the critical value 0 = 5. The question of the sharpness of the exponent of In r remained
so far unresolved.

In this paper we show that in the critical case € = 0 the uniqueness of non-negative
solution of (1.1) holds as well. We also show that if ¢ < 0 then under the condition (1.3)
there may be a positive solution of (1.1).

Solutions of (1.1) are understood in a weak sense. Denote by W (M) the space of
functions f € L? (M) whose weak gradient Vf is also in L? (M) . Denote by W} (M)
the subspace of Wl (M) of functions with compact support.

Definition. A function u on M is called a weak solution of the inequality (1.1) if u is a
non-negative function from I/Vﬁ)c(M ), and, for any non-negative function 1 € W!(M), the
following inequality holds:

—/ (Vu, V@b)d,u—k/ uepdp <0, (1.4)
M M

where (+,-) is the inner product in T, M given by Riemannian metric.

Remark. Note that the first integral in (1.4) is finite by the compactness of supp .

Therefore, the second integral in (1.4) is also finite, and hence, u € L ..

Our main result is the following theorem.

Theorem 1.1. Let M be a connected geodesically complete Riemannian manifold. Assume
that, for some xg € M, C > 0, the following inequality

1(B(zo, 7)) < CrPIndr, (1.5)

holds for all large enough r, where p and q are defined by (1.2). Then any non-negative
weak solution of (1.1) is identically equal to zero.

Theorem 1.1 is proved in Section 2. The main tool in the proof is a two-parameters
family of carefully chosen test functions for (1.4), allowing to estimate the L?-norm of a
solution u.

In Section 3 we give an example showing the sharpness of the exponents p and g. More
precisely, if either p > % or p = % and q¢ > ﬁ then there is a manifold satisfying
(1.5) where the inequality (1.1) has a positive solution.

Note that if

1 (B (z0,7)) < Crilnr (1.6)
for all large r then the manifold M is parabolic, that is, any non-negative superharmonic
function on M is constant (cf. [3], [8]). For example, R™ is parabolic if and only if n < 2.
Since any positive solution of (1.1) is a superharmonic function, it follows that, on any
parabolic manifold, in particular, under the condition (1.6), any non-negative solution of
(1.1) is zero, for any value of o. Obviously, our Theorem 1.1 is specific to the value of o,
and the value of p is always greater than 2, so that our hypothesis (1.5) is weaker than
(1.6).

NoOTATION. The letters C,C’,Cy, C1, ... denote positive constants whose values are
unimportant and may vary at different occurrences.

2. PROOF OF THE MAIN RESULT

Proof of Theorem 1.1. We divide the proof into three parts. In Part 1, we prove
that every non-trivial non-negative solution to (1.1) is in fact positive and, moreover,
1 ¢ L2 (M) . In Part 2, we obtain the estimates (2.10) and (2.11) involving a test

loc



ELLIPTIC INEQUALITIES 3

function and positive parameters. In Part 3, we choose in (2.10) and (2.11) specific test
functions and parameters, which will allow us to conclude that f a wdp = 0 and, hence,
to finish the proof.

Part 1. We claim that if u is a non-negative solution to (1.1) and essinf;;u = 0 for
some non-empty precompact open set U, then v = 0 on M. Let us cover U by a finite
family {Q;} of charts. Then we must have essinfyng; u = 0 for at least one value of j.
Replacing U by U N €, we can assume that U lies in a chart.

Note that by (1.1) the function u is (weakly) superharmonic function. Applying in U
a strong minimum principle for weak supersolutions (cf. [7, Thm. 8.19]), we obtain u = 0
a.e. in U.

In order to prove that u = 0 a.e. on M, it suffices to show that u = 0 a.e. on any
precompact open set V that lies in a chart on M. Let us connect U with V by a sequence
of precompact open sets {U;};_, such that each U; lies in a chart and

U=U, UinNUgp1 #0, U,=V.

By induction, we obtain that v = 0 a.e. on U; for any ¢ = 0, ...,n. Indeed, the induction
bases has been proved above. If it is already known that v = 0 a.e. on U; then the condition
U; NUjyq # 0 implies that essinfy,,, u = 0 whence as above we obtain v = 0 a.e.on Uj;1.
In particular, v = 0 a.e. on V, which was claimed.

Hence, if u is a non-trivial non-negative solution to (1.1) then essinfyu > 0 for any
non-empty precompact open set U C M. It follows that % is essentially bounded on U,

whence L € L (M) follows.

In what folll(;)\czvs we assume that v is a positive solutions of (1.1) satisfying the condition
% € LjS. (M), and show that this assumption leads to contradiction.

Part 2. Fix some non-empty compact set K C M and a Lipschitz function ¢ on M
with compact support, such that 0 < ¢ <1 on M and ¢ =1 in a neighborhood of K. In

particular, we have p € W(M). We use the following test function for (1.4):

U(@) = p(o) ulz) ™, (2.1)
where t, s are parameters that will be chosen to satisfy the conditions
oc—1 4o
t in(1,— d . 2.2
0< <m1n(, ) > and s> —— (2.2)

In fact, s can be fixed once and for all as in (2.2), while ¢ will be variable and will take all
small enough values.
The function 1 has a compact support and is bounded, due to the local boundedness
of % Since
Vi) = —tu LotV + su=lp* IV,
we see that Vi) € L2(M) and, consequently, ¢ € W1 (M). We obtain from (1.4) that

t/ cpsut1|Vu\2du+/ oSu’ tdp < 3/ o luTH(Vu, Vo)dp. (2.3)
M M M

Using Cauchy-Schwarz inequality, let us estimate the right hand side of (2.3) as follows

t—1

s/ O luTH(Vu, Ve)du = / <\/Eu_t+21g0§Vu,iu_2g0§_1Vg0> du
M M Vit

t
< 5[ e vl
M
s 1—t s—2 2
+— [ u e | Vel|” dp.
2t o
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Substituting this inequality into (2.3), and cancelling out the half of the first term in (2.3),

we obtain
t 2
5/ Pt HVUIIQdqu/ pPu’dp < % u e T Vel P dp. (2.4)
M M M

Applying the Young inequality in the form

/ fgdu<€/ If!pldquCs/ g dp,
M M M

where € > 0 is arbitrary and

o—t q o—t
= — an =
1—¢ 2=

are Holder conjugate, we estimate the right hand side of (2.4) as follows:

2
s B _ - 2 5 _9
—/Mul b2 ||Vl Pdy = /M[u1 tor ] [50m2 " ||Vel*ldu

2t
< 6/ ua—t(psdu
M

52 = _go-t o=t
e (—) / S |Vl d. (2.5)
M

p1

2t

Choose here € = % and use in the right hand side the obvious inequalities

o—t o
2\ o—1 2\ -1 o—
<87) : (?) wd @I <

Combining (2.5) with (2.4), we obtain that

t 1 _o o=t
—/ O u ||V |® dp + —/ ©*u’ "ty < Ct1-o / [Vel?o=1 du, (2.6)
2 J/m 2Jm M

where the value of s is absorbed into constant C.
Let us come back to (1.4) and use another test function ¢ = ¢*, which yields

/sosuadu < s/ @ (Vu, Vo)du
M M

, 1/2 , 1/2
s([ewtnimatan) ([ et iweka) L )
M M

On the other hand, we obtain from (2.6) that

/M Su Va2 dp < O /M IVl d

Substituting into (2.7) yields
o o—t 1/2
[ ewan < el [ wepstag
M M

, V2
‘ [ | et iwel du] . (2.8)

Recall that ¢ = 1 in a neighborhood of K so that Vo = 0 on K. Applying Holder
inequality to the last term in (2.8) with the Holder couple

IN

_ g o ag
=iy Moo
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we obtain

/M o2 V|2 du

— /M\K (spiuz%l) (¢ﬁ—2‘|kuz> du

t+1

o—t—1
g 20 20 7
< (/ wsu“du> (/ e N du) : (2.9)
M\K M\K

2

By (2.2) we have s — 0—25—1 > 0 so that the term ¢ o=i-1 is bounded by 1. Substituting

(2.9) into (2.8), we obtain

_1_ o 2§:i %
/@sugdu < Cpt 272D (/ [Vel[*7= dﬂ)
M M

ttl o—t—1

20 o 20
x ( / sDSUUdu> ( IS du) S (210)
M\K M

Since [, ¢*u’dy is finite due to Remark in Introduction, it follows from (2.10) that
1
2

1__%5} 1 o o—
</ sﬁsuadu> < Cpt 2 2D (/ IIVsOIIZC’idu)
M M

o—t—1

o 20
([ Ivel=Eran) T (2.11)
M

Part 3. Set r(x) = d(x,x0), where x( is the point from the hypothesis (1.5). Fix
some large R > 1, set

1
t:ﬁ, K:BR = B(CC[),R),
and consider the function
@ 1, r(x) <R,
plr) = )\t 2.12
(%)™, r@ =R 212)

Note that R will be chosen large enough so that ¢ can be assumed to be sufficiently small,
in particular, to satisfy (2.2).

We would like to use (2.11) with this function ¢(x). However, since supp ¢ is not
compact, we consider instead a sequence {¢,,} of functions with compact supports that is
constructed as follows. For any n = 1,2, ... define a cut-off function 7,, by

1, 0<r(z)<nR,
M (2) =4 228 R <r(z) <2nR, (2.13)
0, r(z) > 2nR.

Consider the function
on(x) = @(2)n, (),
so that ¢, (z) T ¢(x) as n — oco. Notice that
IVeonl® <2 (ni] Vel + 0% Vi, %) | (2.14)
which implies that, for any a > 2,
[Veon|* < Co (] Vel® + ¢V, |*) . (2.15)
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We will consider only the values of a of the bounded range a < 2p so that the constant
C, can be regarded as uniformly bounded.
Let us estimate the integral

~ [ 19t (2.16)
M
By (2.15), we have

I,(a)

IN

C/Mnilvw\“du+0/ 0|V, |"du

IN

c[ velausc [ v (2.17)
M\BR 2nR BnR

where we have used that Vo = 0 in Bg, and Vn, = 0 outside By,r \ Bnr. Since
|Vn,,| < -k, the second integral in (2.17) can be estimated as follows

1
SVl < o [ o
/BQnR\BnR (TLR) Banr\Bnr

1
< sup  ¢* | u(Bonr
(nR)a (BZnR\B7LR ) ( )
C nR\
< — (X 2nR)P In?(2
< (nR)a<R> (2nR)P In?(2nR)
— C'pPeTatRPO149(2pR), (2.18)

where we have used the definition (2.12) of the function ¢ and the volume estimate (1.5).
Before we estimate the first integral in (2.17), observe the following: if f is a non-
negative decreasing function on R then, for large enough R,

/ fr(z)du(x) <C ()P~ In? rdr, (2.19)
M\Bg R/2
which follows from (1.5) as follows:
fdp = /
/M\BR Z Byit1 R\Bzm
< S FERU(Byp)
i=0
< C) f'R)(2TRP (2" R)
=0
< O FER)TRPTH2TIR) (2 R)
i=0
< F()rP~ g rdr.

R/2
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Hence, using |Vip| < Ritr=t=1 (2.19), and R/2 > 1, we obtain
oo
/ Vol|%duy < C R ap—at=app=lind pqp
M\Bg R/2

o0
C Rt / pat=atpng r@
1 r

IN

o0
= CR"™" / e ¥gade,
0
where we have made the change £ = Inr and set
=at +a—p. (2.20)

Assuming that b > 0 and making one more change 7 = b, we obtain
o0
/ |V|%dp < CR™t7p471 / e Trildr = C'R™ %1, (2.21)
M\Bg 0

where the value I'(¢ + 1) of the integral is absorbed into the constant C’.
Substituting (2.18) and (2.21) into (2.17) yields

I.(a) < CR™% 971 + Cn °RP~%1n%(2nR). (2.22)
We will use (2.22) with those values of a for which b > t. Noticing also that R' =
exp (tIn R) = e, we obtain
I, (a) < Cet* 1 4 Cn~'RP~*In?(2nR).

As we have remarked above, we will consider only the values of a in the bounded range
a < 2p. Hence, the term e® in the above inequality can be replaced by a constant. Letting
n — oo, we obtain
limsup I, (a) < Cte7971, (2.23)
n—oo
Let us first use (2.23) with a = % Note that a < p, and for this value of a and for
t as in (2.2), we have

p = 2(U—t)t+2(a—t)_ 20

o—1 o—1 o—1
2t —1)—
oc—1
and
G—q-1= 20-t) o _ O'—Qt'
c—1 c—1 oc—1
Hence, (2.23) yields
. 2(0' — t) o—2t
limsup ,, | —— ) < Cto-1. (2.24)
n—oo o—1
Similarly, for a = %, we have by (2.2) a < 2p and
_ 20 ‘4 20 20 >t
oc—t—1 c—t—1 o-1 ’
whence
. 20 20 __o_
limsup I, (—) < Cto—t=1"o-1, (2.25)

The inequality (2.11) with function ¢,, implies that

_tfl

( /M <p;§u"du> Y < I, (2.26)
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where

1
_1l__ o 200 —t)\ 2 2
Jn (t) — Cot ; 2(071)_[“ (M) ]n < 9

c—1

o—t—1

1_ o o—2t _
lim sup J’r‘L (t) S Cot_Q 2(0—1) t2(0-1) tl 2(c-1) = (

n—oo

oc—t—1
Letting n — oo and substituting the estimates (2.24) and (2.25), we obtain that

(2.27)

The main point of the above argument is that all the “large” exponents in the power of ¢
have cancelled out, which in the end is a consequence of the estimate (2.21) based on the

ot
hypothesis (1.5). The remaining term ¢ 2°=1 tends to 1 as ¢ — 0, which implies that the
right hand side of (2.27) is a bounded function of ¢. Hence, there is a constant Cj such

that
limsup J, (t) < C1,

n—oo

for all small enough ¢. It follows from (2.26) that also

/ p*u’dp < C,
M

for all small enough ¢. Since ¢ = 1 on Bp, it follows that

/ W< C,
Br

which implies for R — oo that

/ u’dy < C.
M

Inequality (2.10) with function ¢,, implies that

20
/ pu’dp < Jp (t) ( / @ZU“OM) :
M M\Br

Letting n — oo and applying (2.28), we obtain

t;—il
/ e*u’dp < Cy / o u’dp :
M M\BRr

t+1

20
/ u’dp < Cq </ Uad/l) )
Br M\Bpg

/ u’dpy — 0 as R — oo,
M\Bg

/ u’dp =0,
M

whence

Since by (2.30)

letting in (2.32) R — oo, we obtain

which finishes the proof. m

(2.28)

(2.29)

(2.30)

(2.31)

(2.32)
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3. AN EXAMPLE

In this section, we will give an example that shows that the values of the parameters p
and ¢ in Theorem 1.1 are sharp and cannot be relaxed.
We will need the following statement.

Proposition 3.1. ([1], [10, Prop. 3.2 ]) Let a(r) be a positive C'-function on (rg, +00)

satisfying .
/ dr < 00. (3.1)

o alr)
Define the function y(r) on (rg,00) by
> ds
~(r) :/r o) (3.2)

Let 3(r) be a continuous function on (rg,00) such that

/TOO ~(r)?18(r)|dr < oc. (3.3)
0
Then the differential equation
(a(r)y') + B(r)y” =0, (3.4)
has a positive solution y(r) in an interval [Ry,+00) for large enough Ry > 1o, such that
y(r) ~~(r) asr — oo. (3.5)
Given o > 1, set as before p = % and choose some g > ﬁ We will construct an

example of a manifold M satisfying the volume growth condition (1.5) with these values
p, q and admitting a positive solution u of (1.1).
The manifold M will be (R", g) with the following Riemannian metric

g = dr® +(r)%dh?, (3.6)

where (r,6) are the polar coordinates in R™ and 1 (r) is a smooth, positive, increasing
function on (0, c0) such that

T, for small enough 7,
P(r) = (3.7)

1
(rp_l In? r) n=1 = for large enough r.

It follows that, in a neighborhood of 0, the metric g is exactly Euclidean, so that it can be
extended smoothly to the origin. Hence, M = (R", g) is a complete Riemannian manifold.

By (3.6), the geodesic ball B, = B(0,r) on M coincides with the Euclidean ball
{lz| < r}. Denote by S(r) the surface area of B, in M. It follows from (3.6) that
S (r) = wap™1(r), that is

S(r) = wn {

where w,, is the surface area of the unit ball in R™. The Riemannian volume of the ball
B, can be determined by

rnt for small enough r,

rP~1In%r, for large enough r, o

n(B) = [ s,
0
whence it follows that, for large enough r,
w(By) < CrPln?r. (3.9)

Hence, the manifold M satisfied the volume growth condition of Theorem 1.1.
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In what follows we prove the existence of a weak positive solution of Au + u? < 0 on
M. In fact, the solution u will depend only on the polar radius r, so that we can write
u = u (r). The construction of u will be done in two steps.

Step I. For a function u = wu (r), the inequality (1.1) becomes

S/
u” + gu/ +u? <0 (3.10)

(cf. 9, (3.93)]), that is
(Su)" + Su” < 0. (3.11)
For r >> 1, we have

* dr & dr 1
10 = [ 55 = | mtm =

» S(7) Tp=1In?7  rP—2In?r
and
o0 - Tplnq dT
| oaersmar = | o
&0 dT
- /ro To(p=2) Plnq(” Dr 7
o0 1 dr

7o @07

< 00,
where we have used that ¢ > ﬁ
Applying Proposition 3.1 with a(r) = B(r) = S(r), we obtain that there exists a
positive solution u of (3.11) on [Ry, +00) for some large enough Ry, such that

u(r) ~y(r) ~r~ P27  asr — oco.

In particular, u(r) — 0 as r — oo. By increasing Ry if necessary, we can assume that
ul(Ro) < 0.
Step II. Consider the following eigenvalue problem in a ball B, of M:

{ Av+ v =01in B,

3.12
U|8Bp =0. ( )

Denote by A, the principal (smallest) eigenvalue of this problem. It is known that A\, > 0
and the corresponding eigenfunction v, does not change sign in B, (cf. [9, Thms 10.11,
10.22]). Normalizing v,, we can assume that v,(0) = 1 and, hence, v, > 0 in B,, while
’Up’aBp =0.

Since the principal eigenvalue A, is simple (cf. [9, Cor. 10.12]) and the Riemannian
metric g is spherically symmetric, the eigenfunction v, must also be spherically symmetric.
Therefore, v, can be regarded as a function of the polar radius r only. In terms of r, we
can rewrite (3.12) as follows

v, + i,vp + A\, = (3.13)
where v,(p) =0, v,(0) =1, v;,(O) =0, and v, > 0 in (0, p).
Multiplying (3.13) by S, we obtain

(Sv,) + XS, = 0.

It follows that (Swv;,) < 0, so that the function Sy, is decreasing. Since it vanishes at r = 0,
it follows that Svj,(r) < 0 and, hence vj, (r) < 0 for all r € (0,p). Hence, the function
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v, (r) is decreasing for r < p which together with the boundary conditions implies that
0 < v, < 1. It follows that v, is a positive solution in B, of the inequality

Av, + A07 <0. (3.14)
Let us show that A, — 0 as p — oo. Indeed, it is known that

lim A, = Amin (M)
pP—00

where Apmin (M) is the bottom of the spectrum of —A in L? (M, 11), while by a theorem of
Brooks
1 Inpu(B,)\”
Amin (M) < <limsup M) (3.15)
4\ p-0 P
(cf. [2], [9, Thm 11.19]). The right hand side of (3.15) vanishes by (3.9), where we obtain
that lim, .o A, = 0.
Let us show that there exists a sequence {p,} such that v, — 1, as k — oo, where
the convergence is local in C!. Indeed, let us first take that p, = k. As v}, satisfies the
equation Avg + Apvr = 0, the sequence {v} is bounded, and A\ — 0, it follows by local

elliptic regularity properties that there exists a subsequence {vy,} that converges in C}%. to

a function v, and the latter satisfies Av = 0 (cf. [9, Thm 13.14]). The function v depends
only on the polar radius and, hence, satisfies the conditions

!
{ v+ %v’ =0,
v(0) = 1.
Solving this ODE, we obtain a general solution

"odr
U(r):C'/O S(T)+1'

Since |, " dr diverges at 0, so the only bounded solution is v = 1. We conclude that
0 S(r)

[ee]

C1loc .
vg, —> 1 asi— oo. (3.16)

7

Choose p large enough so that p > Rg and
/ /
vy, u
—(Rg) > —(Rp), 3.17
2 (o) > (o) (317)
where w is the function constructed in the first step. Indeed, it is possible to achieve (3.17)
by choosing p = k; with large enough ¢ because by (3.16)

/

(Rg) — 0 asi— oo
Vg,

(3

whereas %(Ro) < 0 by construction.
Let us fix p > Ry for which (3.17) is satisfied, and compare the functions u(r) and v,(r)
in the interval [Ry, p). Set

u(r)

m = inf .
T€[Ro,p) ’Up(r>

Since v, vanishes at p and, hence,
u(r)

vy (1)

— 00 as r — p+,
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the ratio % attains its infimum value m at some point & € [Ry, p). We claim that £ > Ry.
Indeed, at r = Ry, we have by (3.17)

/

!/ !/
u u'v, —uv
(£) (R =25 o) <0,
vy v
so that w/v, is strictly decreasing at Ry and cannot have minimum at Ry. Hence, %

attains its minimum at an interior point £ € (Rp, p), and at this point we have

(o

u(§) =mu,(§) and /(€)= muy(§) (3.18)

It follows that

(see Fig. 1)

;
\

FIGURE 1. Functions u and muv,

The function u (r) has been defined for r > Ry, in particular, for r > &, whereas v, (r)
has been defined for r < p, in particular, for r < £. Now we merge the two definitions by
redefining/extending the function u(r) for all 0 < r < & by setting u(r) = muv,(r).

It follows from (3.18) that w € C'(M), in particular, u € W}l (M). By (3.14), u
satisfies the following inequality in Be:

Au + mip_lu” <0. (3.19)
By (1.1), u satisfies the following inequality in M \ Bpg,:
Au+u? <0. (3.20)
Combining (3.19) and (3.20), we obtain that u satisfies on M the following inequality
Au+6u’ <0, (3.21)

where § = min{)\,/m°~!,1}. Finally, changing v — cu where ¢ = 5751 we obtain a
positive solution to (1.1) on M, which concludes this example.
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