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1. Main results

Given a Riemannian manifoldM we consider the heat kernel p(x, y, t) being by definition
the smallest positive fundamental solution to the heat equation ut−∆u = 0 onM×(0,+∞)
where ∆ is the Laplace operator associated with the Riemannian metric. The question
to be discussed here is how to get Gaussian upper estimates of p(x, y, t) and of its time
derivatives ∂mp

∂tm (x, y, t) provided we know a priori for all t > 0 an on-diagonal upper bound

p(x, x, t) ≤ 1
f(t)

(1.1)

where f(t) is an increasing function, x is a given point on M.
In the simplest case when the manifolds M is a Euclidean space IRn we have

p(x, y, t) =
1

(4πt)n/2
exp

−r
2

4t

 (1.2)

where r = dist(x, y), and (1.1) holds with f(t) = const
tn/2 . A plain computation yields that

the m− th time derivative ∂mp
∂tm has in this case the sign (−1)m and its absolute value is

estimated as follows ∣∣∣∣∂
mp

∂tm

∣∣∣∣ (x, y, t) � 1
tn/2+m

1 +
r2

t


m

exp
−r

2

4t

 (1.3)

where the sign � means that the ratio of the left- and right-hand sides in (1.3) is bounded
from above and below by constants depending only on n and m.

Similar inequalities can be obtained in a more general situation as will be shown below.
From now on we assume that the manifold in question is non-compact and complete. The
most interesting aspects of what follows are connected to behaviour of the heat kernel
p(x, y, t) and its derivatives as t → ∞ and as r → ∞ where r denotes a geodesic distance
between the points x and y.

In order to formulate the main result let us introduce the following notation. Let us fix
some constant D > 2 and put

ED(x, t) =
∫

M

p2(x, y, t) exp
 r2

Dt

 dy (1.4)

where r = dist(x, y) (dist stands for a geodesic distance and dy is the Riemannian volume
element).
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Theorem 1.1 Let f(t) be an increasing function on (0,∞) of at most a polynomial
growth in the sense that

f(2t) ≤ Af(t) (1.5)

for all t > 0 and for some constant A. Suppose that the heat kernel on a manifold M
satisfies the on-diagonal estimate (1.1) for some (fixed) point x ∈ M and for all t > 0.
Then for any D > 2 and for all t > 0 we have

ED(x, t) ≤ constA

f(δt)
(1.6)

where δ = min(D − 2, 1).

Of course, applying (1.5) one sees that f(δt) ≥ constδf(t) and the factor δ can be absorbed
into the constant in the numerator of (1.6) but sometimes the dependence on D in (1.6) is
essential and the inequality (1.6) enables one to catch it. Note that the hypothesis D > 2
can not be relaxed: if D = 2 then in the Euclidean space we have ED = ∞.

Let us also observe that the assumption that (1.1) is true for all t > 0 does not restrict
applicability of the theorem to the case when (1.1) is known only for t < T. Indeed, the
function p(x, x, t) is decreasing in t, therefore, if (1.1) holds for t < T then the function
f(t) can be extended for t ≥ T simply as the constant f(T ) and (1.1) will be valid for all
t > 0.

Theorem 1.1 will be proved in Section 3 below. In Section 2, we shall outline other
related results and methods. Now, let us explain how to get pointwise upper Gaussian
estimations similar to (1.3) applying this theorem. As was proved in [9] the following
inequality holds always irrespective of geometry of a manifold

p(x, y, t) ≤
√
ED(x, t/2)ED(y, t/2) exp

− r2

2Dt

 . (1.7)

Therefore, if we are given that the on-diagonal estimate (1.1) holds for a point x as well
as for a point y then by (1.6) and (1.7)

p(x, y, t) ≤ const
f( δ

2 t)
exp

− r2

2Dt

 . (1.8)

In order to get inequalities involving derivatives of the heat kernel let us define the
powers of the gradient ∇ as follows: ∇m means ∆m if m is even and ∇∆

m−1
2 if m is odd.

Let us fix some number D > 2 and introduce the following series of functions Em(x, t) :

Em(x, t) =
∫

M

|∇mp|2 (x, y, t) exp
 r2

Dt

 dy, m = 0, 1, 2, ... (1.9)

where the operator ∇ relates to the variable y and r = dist(x, y). Obviously, ED is the
same as E0 in the new notation. Of course, it would be correct to write ED

m in place of
Em but we skip the superscript D in order to simplify notations when the constant D is
fixed.

The following two theorem were proved in [11] .
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Theorem 1.2 If D > 2 then for any x ∈M and any integer m ≥ 0 the function Em(x, t)
is finite and decreasing in t. Besides, for all x, y ∈M and any t > 0

∣∣∣∣∂
mp

∂tm

∣∣∣∣ (x, y, t) ≤
√
E2m(x, t/2)E0(y, t/2) exp

− r2

2Dt

 (1.10)

In fact, the inequality (1.10) as well as (1.7) above are derived from the semigroup identity

p(x, y, t) =
∫

M

p(x, z, t− s)p(z, y, s)dy (1.11)

upon differentiation in t and a proper application of Cauchy-Schwarz inequality using the
fact that ∂mp

∂tm = ∆mp = ∇2mp.

Theorem 1.2 reduces the question of finding upper bounds of
∣∣∣∂mp

∂tm

∣∣∣ to that of Em . It
turns out that Em for m > 0 can be estimated directly via E0 as follows.

Theorem 1.3 Suppose that for some point x ∈M and all t > 0

E0(x, t) ≤ 1
ϕ(t)

where ϕ(t) is a positive increasing function on (0,∞) then for any integer m ≥ 1 and for
all t > 0

Em(x, t) ≤ Cm

ϕm(t)
(1.12)

where C = D/2+8
D−2 and ϕm(t) denotes the m− th integral of the function ϕ(t), that is to

say, ϕ0 = ϕ and for m > 0

ϕm(t) =
∫ t

0

ϕm−1(τ)dτ .

Let us observe that the inequality (1.12) can be rewritten in the following form

Em(x, t) ≤ Cm


∫ t

0

(t− τ)m−1

(m− 1)!
dτ

E0(x, τ)


−1

if we put in Theorem 1.3 ϕ(t) = 1/E0(x, t).
The following statement is a straightforward consequence of the theorems 1.1-1.3.

Corollary 1.1 Let f(t) and g(t) be increasing in t functions either satisfying the hypoth-
esis (1.5) of at most a polynomial growth. Assume that for two points x, y ∈ M and for
all t > 0

p(x, x, t) ≤ 1
f(t)

, p(y, y, t) ≤ 1
g(t)

then for any D > 2, any integer m ≥ 0 and for all t > 0

∣∣∣∣∂
mp

∂tm

∣∣∣∣ (x, y, t) ≤ constA,D,m

tm
√
f( δ

2
t)g( δ

2
t)

exp
− r2

2Dt

 (1.13)
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where

constA,D,m = constAδ
−m20m

√
(2m)! (1.14)

and δ = min(D − 2, 1) is the same as in Theorem 1.1.
Moreover, for some ν = ν(A)

∣∣∣∣∂
mp

∂tm

∣∣∣∣ (x, y, t) ≤ constA,m

tm
√
f(t)g(t)

1 +
r2

t


ν+m

exp
−r

2

4t

 . (1.15)

In fact, the exponent ν is exactly the number for which the inequality is valid:

f(t2)
f(t1)

≤ const
 t2
t1

ν

∀t2 > t1 > 0 (1.16)

and the same for the function g. It is plain that (1.16) follows from (1.5) but sometimes it
is useful to postulate (1.16) separately in order to have a better value of ν.

2. An outline of previous results and methods

Let us compare the announced Theorem 1.1 and Corollary 1.1 with the previous results
of this kind. A numerous works are devoted to heat kernel’s estimations - the size of this
note is not enough to mention even a small part of them. We consider below several types
of the known theorems from our standpoint - what Gaussian bounds of the heat kernel
can be derived from an on-diagonal estimate. Let us note that the basic results in this
direction are due to Davies [4] , [5] and Varopoulos [16] .

We discuss more detailed approaches to estimation of the time derivatives of the heat
kernel which are due to Porper [13] , Cheng, Li, Yau [3] , Varopoulos [16] , [18] , Davies
[8] and and Kovalenko, Semenov [12] based on various ideas. The common achievement
of these works is that upper bounds of the time derivatives follows from upper bounds of
the heat kernel itself without any additional geometric assumptions. Of course, the same
is stated also by Corollary 1.1 in the most flexible and sharp form.

1. Bounds which are uniform in x

These are theorems which yield the off-diagonal upper bound (1.8) under the hypothesis
that the on-diagonal bound (1.1) holds for all points x. Such a statement for the case of
a polynomial function

f(t) = const
{
tα , t < 1
tβ , t ≥ 1

was first proved by Davies [4] using a log-Sobolev inequality as an intermediate step be-
tween on-diagonal and off-diagonal upper bounds of the heat kernel. Another approach
was offered earlier by Ushakov [15] for the setting of parabolic equations in unbounded
domains in IRn but without sharp exponent 2D in (1.8) . We apply an improved version
of the latter method in the proof of Theorem 1.1. Let us emphasize is this connection that
when applying Corollary 1.1 the on-diagonal upper bound need be checked as a hypothesis
only at two points x, y rather than for all points.
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2. Bounds which are non-uniform in x

These are non-homogeneous estimations when one assumes that for any x

p(x, x, t) ≤ ϕ(x, t)

where behaviour in t might be different for different x. A theorem of Davies [5] states that

p(x, y, t) ≤ const
√
ϕ(x, t)ϕ(y, t) exp

− r2

2Dt

 (2.1)

provided the function ψ(x, t) =
√
ϕ(x, t) satisfies the conditions

|ψt| ≤ const
ψ

t
(2.2)

and
∆ψ ≤ const

ψ

t
. (2.3)

In the view of Corollary 1.1, the most restrictive second condition (2.3) is actually super-
fluous: indeed, (2.2) implies that the function fx(t) = 1

ϕ(x,t) satisfies the condition (1.5)
of a polynomial growth in t for any point x. Therefore, by Corollary 1.1 (case m = 0 ) we
get (2.1) .

3. Gaussian estimates of p(x, y, t) with a polynomial correction term

The first results are due to Varopoulos [16] , [17] and in the sharpest form to Davies,
Pang [6] . Following [16] , such estimations as (1.15) containing the factor 1 + r2

t
to some

power are derived from (1.13) upon optimization with respect to D provided one knows
an explicit dependence on D of other constants. Our estimate (1.15) (case m=0) gives the
same power of this factor as in [6] provided f(t) = g(t) = consttν . Again, the advantage
of Corollary 1.1 is that it needs the initial on-diagonal estimate only at two points x, y in
contrast to all the previous results.

4. Superpolynomial decay of the heat kernel

By the hypotheses of Theorem 1.1 and Corollary 1.1, the function f(t) can not increase
faster than polynomially. There exists, in fact, only one related result which catches the
opposite situation. This is a consequence of theorems 2.2 and 4.2 from [9] , and it states
that if the inequality (1.1) is true for any x ∈ M and for all t > 0 then, again, for any
x ∈M and t > 0

E0(x, t) ≤ const
f(δt)

where δ = δ(D) and D > 2 is arbitrary, provided the function f(t) satisfies certain regu-
larity conditions. Without going into details of these conditions, let us only mention that
they admit also a superpolynomial function f(t), for example, f(t) = exp tν , for large t
where 0 < ν ≤ 1. On the other hand, in order to run this theorem, one must have the
hypothesis (1.1) be true at once for all x whereas in Theorem 1.1, one needs the same at
a single point x. Hence, in this sense, Theorem 1.1 is more flexible.
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4. Estimations of the time derivatives by the method of Porper

This method was developed by Porper [13] , [14] for the setting of a uniform parabolic
equation in IRn, and it goes through on a manifold as well. The starting point is the
assumption that for some points x, y we are given that for all t > 0

p(x, x, t) ≤ const
tν

, p(y, y, t) ≤ const
tν

(2.4)

and

p(x, y, t) ≤ const
tν

exp
− r

2

σt

 (2.5)

and the objective is to obtain similar bounds for the time derivatives of the heat kernel.
Let us introduce the notation Wk(x, t) similar to Ek(x, t) but without the Gaussian

weight:

Wk(x, t) =
∫

M

∣∣∇kp
∣∣2 (x, y, t)dy

in particular, we have by (1.11)

W0(x, t) = p(x, x, 2t) . (2.6)

By differentiation in t one can show that

∂kW0

∂tk
(x, t) = (−2)kWk(x, t)

which implies, in particular, that the functionW0(x, t) is convex and decreasing in t whence
it follows that

W1(x, t) = −1
2
∂W0

∂t
(x, t) ≤ 1

2
W0(x, t/2) −W0(x, t)

t/2
≤ 1
t
W0(x, t/2) . (2.7)

Similarly, for any integer k

Wk(x, t) ≤ 1
t
Wk−1(x, t/2) ≤ 1

tk
W0(x, t/2k) . (2.8)

Besides, the semigroup identity (1.11) enables one to get the following initial estimate
∣∣∣∣∂

kp

∂tk

∣∣∣∣ (x, y, t) ≤
√
W2k(x, t/2)W0(y, t) . (2.9)

Let now x, y be the points for which (2.4) and (2.5) hold, then by substituting into (2.9)
successively (2.8) , (2.6) and (2.4) we get that

∣∣∣∣∂
kp

∂tk

∣∣∣∣ (x, y, t) ≤ const
tν+k

. (2.10)

In order to involve the Gaussian factor one estimates first ∂p
∂t (x, y, θ) at a mean point

θ ∈ (t, t+ δ) (for some δ > 0 ) by the mean-value theorem
∣∣∣∣∂p∂t

∣∣∣∣ (x, y, θ) ≤ 1
δ
|p(x, y, t+ δ) − p(x, y, t)| ≤ p(x, y, t+ δ) + p(x, y, t)

δ
. (2.11)
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Applying again the mean-value theorem to the function ∂p
∂t we have

∣∣∣∣∂p∂t
∣∣∣∣ (x, y, t) ≤

∣∣∣∣∂p∂t
∣∣∣∣ (x, y, θ) + δ sup

τ∈(t,t+δ)

∣∣∣∣∂
2p

∂t2

∣∣∣∣ (x, y, τ) . (2.12)

Next we substitute into (2.12) the upper bound of
∣∣∣∂p

∂t

∣∣∣ (x, y, θ) from (2.11) , the upper

bound of
∣∣∣∂2p

∂t2

∣∣∣ (x, y, τ) obtained by (2.10) and the upper bounds of p(x, y, t+ δ), p(x, y, t)
according to (2.5) which yields

∣∣∣∣∂p∂t
∣∣∣∣ (x, y, t) ≤ 1

δ

const
tν

exp
− r2

σ(t+ δ)

 + δ
const
tν+2

whence by choosing an optimal value of δ which is to be δ = εt exp
− r2

2σt

 ≤ εt for a
small ε > 0 it follows finally

∣∣∣∣∂p∂t
∣∣∣∣ (x, y, t) ≤ const

tν+1
exp

− r2

σ1t

 (2.13)

with σ1 = 2 1+ε
1−ε

σ.

The advantage of this method is that in order to get an upper bound of
∣∣∣∂p

∂t

∣∣∣ (x, y, t) one
need only be given the upper bound of the heat kernel itself at the same points x, y. On
the other hand, it does not yield the sharp Gaussian exponent - we have in (2.13) under
the exponential the coefficient σ1 > 2σ instead of expected σ.

5. Integral estimations of derivatives according to Cheng-Li-Yau

The original purpose of the method to be outlined below was to get pointwise upper
bounds of the space derivatives of the heat kernel under the assumption that the curvature
of the manifold is bounded. We have extracted a part of arguments of Cheng, Li, Yau
[3] which involve no curvature and which enable one to get crucial integral estimations of
∇kp.

Let us consider side by side with the quantities Wk(x, t) the integrals of ∇kp over an
exterior of a ball

WR
k (x, t) =

∫
r≥R

∣∣∇kp
∣∣2 (x, y, t)dy .

where r = dist(x, y). We shall concentrate on obtaining a Gaussian estimation of Wk of
the following kind:

WR
k (x, t) ≤ const

tν+k
exp

− r2

Dkt

 (2.14)

(which implies in turn pointwise Gaussian upper bounds of the time derivatives of the heat
kernel upon application of the semigroup identity) under assumption that (2.14) is known
to hold for k = 0 :

WR
0 (x, t) ≤ const

tν
exp

− r2

Dt

 (2.15)

for a given point x and for all t > 0.
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First, one proves (2.8) by means of the eigenvalue expansion. We skip this part of the
arguments and pass directly to Gaussian bounds. Obviously, we have by (2.15) and (2.8)

WR
k (x, t) ≤Wk(x, t) ≤ 1

tk
W0(x, t/2k) ≤ const

tν+k
. (2.16)

The following inequality is true for any smooth functions u(y), ϕ(y) provided ϕ(y) is
finitely supported:

∫
M

∣∣∇k+1u
∣∣2 ϕ2 ≤ 4

∫
M

∣∣∇ku
∣∣2 |∇ϕ|2 + 2


∫

M

∣∣∇ku
∣∣2 ϕ2

∫
M

∣∣∇k+2u
∣∣2 ϕ2


1
2

which is proved by a standard technique of integration by parts. By an appropriate choice
of ϕ and by putting u(y) = p(x, y, t) one deduces from it for any γ < 1

WR
k+1 ≤ const

R2
W γR

k + 2
W γR

k W γR
k+2

 1
2 ≤ const

√
W γR

k

 1
R2

√
Wk +

√
Wk+2

 .

all functions W being taken at the point (x, t).
Let us estimate Wk and Wk+2 by means of (2.16) and suppose that (2.14) is true by the

inductive hypothesis, then the formula above yields

WR
k+1(x, t) ≤

const
tν+k+1

exp
−γ

2R2

2Dkt


 t

R2
+ 1

 .

If R2/t > 1 then the last factor on the right-hand side can be absorbed into the Gaussian
term and we get

WR
k+1(x, t) ≤

const
tν+k+1

exp
− r2

Dk+1t

 (2.17)

where Dk+1 > 2Dk as in the above method of Porper. If R2/t ≤ 1 then (2.17) follows
directly from (2.16) .

We see that this methods gives no sharp Gaussian term either. On the other side, an
important advantage of the method is that one need not know that p is a solution to the
heat equation in order to deduce (2.14) from (2.15) and (2.16) . Also, the hypotheses
(2.15) and (2.16) need hold only at a single point x.

6. A method based upon the semigroup theory

The following approach arose independently in the papers of Varopoulos [16] and Ko-
valenko, Semenov [12] and is based upon the fact the heat semigroup et∆ in L2(M) is
holomorphic. Since this semigroup is also submarkovian then by general properties of
holomorphic semigroups we have

∥∥∆et∆
∥∥

2→2
≤ const

t
(2.18)

where p → q means that one considers an operator acting from Lp(M) to Lq(M). By a
standard interpolation we have

∥∥∆e3t∆
∥∥

1→∞ ≤ ∥∥et∆
∥∥

1→2

∥∥∆et∆
∥∥

2→2

∥∥et∆
∥∥

2→∞ . (2.19)
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Since either norm
∥∥et∆

∥∥
1→2

and
∥∥et∆

∥∥
2→∞ is equal to supx p(x, x, t) and the operator

∆et∆ has the kernel ∂p
∂t

(x, y, t) then (2.19) implies that

sup
x,y

∣∣∣∣∂p∂t
∣∣∣∣ (x, y, 3t) ≤ const

t
sup

x
p(x, x, t) . (2.20)

The higher order derivatives are estimated similarly. The Gaussian bounds are obtained
using a perturbed semigroup in the spirit of Davies [7] . We do not go into further details
because these arguments are presented very well in the literature. We shall only mention
that the sharpest Gaussian term in estimations of the time derivative of the heat kernel
is obtained by Davies [8] by a modification of this approach - in place of using (2.18) he
considered the heat kernel for complex values of the time and applied the Cauchy integral
formula in order to estimate ∂p

∂t .
Although this method gives a sharp Gaussian factor and a sharp polynomial correction

term it has also a drawback - its applicability depends very heavily on the initial on-
diagonal upper bound of the heat kernel which must be valid uniformly for all x as it is
seen from (2.20) .

Comparing the methods above with one based upon Theorems 1.1-1.3 we should like to
mention that our approach possesses all their advantages - it yields the sharp Gaussian
factor as well as it is not tied to a uniform in x behaviour of p(x, x, t).

3. Proof of Theorem 1.1 and Corollary 1.1

Proof of Theorem 1.1. In the course of the proof, we would have to deal with different
unproper integrals of the heat kernel which could a priori be equal to ∞. In order to avoid
such difficulties we replace the heat kernel p by that of a bounded region. Indeed, by
definition the heat kernel p is constructed as a limit of the local heat kernels pΩ :

p(x, y, t) = lim
Ω→M

pΩ(x, y, t)

where Ω is a bounded region with a smooth boundary, pΩ is a heat kernel in Ω with
the vanishing Dirichlet boundary values and Ω → M means an exhaustion of M by an
expanding sequence of such regions (see [2] for details of this definition).

Since by the maximum principle pΩ ≤ p the hypothesis (1.1) holds for the local heat
kernel pΩ too. We fix from the very beginning a region Ω and shall perform all the proof
for the heat kernel in this region obtaining the inequality (1.6) for ED

Ω (with an obvious
definition of ED

Ω ) instead of ED.
If we have proved already that ED

Ω (x, t) ≤ R where R stands for the right-hand side of
(1.6) then for any compact K ⊂M and for any Ω containing K we have

∫
K

p2
Ω(x, y, t) exp

 r2

Dt

 dy ≤ R

whence it follows upon passage to the limit as Ω →M that the same inequality is true for
p in place of pΩ. Since K is arbitrary it follows that in this inequality K can be replaced
by M which yields ED ≤ R.
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Thus, from now on we shall deal with the local heat kernel pΩ and in order to simplify
notations we shall suppress the subscript Ω. We suppose that Ω is wide enough so that
the point x for which (1.1) holds belongs to Ω. Also, we extend the function p(x, y, t) ≡
pΩ(x, y, t) to all y ∈M so that it vanishes if y lands outside Ω.

The main ingredient of the proof is the following lemma which is proved by a version
of the method invented by Ushakov [15] for parabolic equations in IRn. Let us denote by
B(x,R) a geodesic ball of radius R centred at the point x.

Lemma 3.1 Suppose that f(t) is an increasing function which is at most polynomial in
the sense of (1.5) and let D ≥ D0 where D0 is a large absolute constant (say, D0 = 200 ).
Then the on-diagonal bound (1.1) implies that for any R > 0

∫
M\B(x,R)

p2(x, y, t)dy ≤ constA

f(t)
exp

−R
2

Dt

 (3.1)

Proof. Let us introduce the function:

d(y) =
{
R− r , r ≤ R

0 , r > R

where r = dist(x, y) and for some T > 0 consider the function

ξ(y, t) =
d(y)2

2(t− T )
, 0 < t < T,

then we have obviously
∂ξ

∂t
+

1
2
|∇ξ|2 ≤ 0 . (3.2)

We shall apply the integral maximum principle which is stated in the following lemma.

Lemma 3.2 If a function u(y, t) satisfies the heat equation ut − ∆u = 0 in Ω × (t1, t2)
with Dirichlet boundary values u|∂Ω = 0 then the integral

∫
Ω

u2(y, t)eξ(y,t)dy

is a decreasing function of t ∈ (t1, t2) provided the function ξ satisfies (3.2) in Ω× (t1, t2).
This property of solutions to parabolic equations was discovered by Aronson [1] . The
proof for the setting of manifolds is found in [3] and in [10] . Let us note also that the
proof of the first part of Theorem 1.2 is based on this lemma as well.

Applying Lemma 3.2 to the function u(y, t) = p(x, y, t) we see for any τ < t < T

∫
M

p2(x, y, t)eξ(y,t)dy ≤
∫

M

p2(x, y, τ)eξ(y,τ)dy (3.3)

whence, using the specific form of the function d, it follows that

∫
M\B(x,R)

p2(x, y, t)dy ≤
∫

B(x,ρ)

p2(x, y, τ) exp
− d(y)2

2(T − τ)

 dy +
∫

M\B(x,ρ)

p2(x, y, τ)dy
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where ρ < R. Observing here that d(y) under the exponential is at least as much as R− ρ
and letting T → t+ we obtain

∫
M\B(x,R)

p2(x, y, t)dy ≤ exp
−(R − ρ)2

2(t− τ)


∫

M

p2(x, y, τ)dy+
∫

M\B(x,ρ)

p2(x, y, τ)dy

Since by the semigroup property (1.11) and (1.1)
∫

M

p2(x, y, τ)dy ≡ p(x, x, 2τ) ≤ 1
f(2τ)

≤ 1
f(τ)

(3.4)

it follows that
∫

M\B(x,R)

p2(x, y, t)dy ≤ 1
f(τ)

exp
−(R − ρ)2

2(t− τ)

 +
∫

M\B(x,ρ)

p2(x, y, τ)dy . (3.5)

Let us arrange now two decreasing sequences tk = t2−k and Rk = ( 1
2

+ 1
k+2

)R where
k = 0, 1, 2, ... . Obviously, tk → 0 as k → ∞ and 1

2R < Rk ≤ R for any k. We apply the
inequality (3.5) for pairs tk, tk−1 and Rk, Rk−1 in place of τ, t and, respectively, ρ, R and
sum up all such inequalities. Since

∫
M\B(x,Rk)

p2(x, y, tk)dy ≤
∫

M\B(x,R/2)

p2(x, y, tk)dy

and the right-hand side integral approaches to 0 as tk → 0 (which follows from the fact
that p(x, y, t) → 0 as t→ 0 uniformly in y ∈ Ω \B(x,R/2) ) we obtain from (3.5)

∫
M\B(x,R)

p2(x, y, t)dy ≤
∞∑

k=0

1
f(tk)

exp
−(Rk−1 −Rk)2

2(tk−1 − tk)



or, applying (1.16) in the form f(t) ≤ constA2kνf(tk) in order to estimate f(tk) via f(t)

∫
M\B(x,R)

p2(x, y, t)dy ≤ constA

f(t)

∞∑
k=0

exp
ck − 2k−1

(k + 2)4
R2

t

 (3.6)

where c = ν log 2.
Let us note that for some positive absolute constants c1, c2 the following inequality holds

for all k ≥ 0
2k−1

(k + 2)4
> c1k + c2

(if c1 is small enough then c2 can be taken 0.006 ). Therefore, putting X = R2/t we have

ck − 2k−1

(k + 2)4
X < (c− c1X)k − c2X ≤ −ck − c2X

provided
X ≥ 2

c

c1
. (3.7)
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Hence, under assumption (3.7) the sum on the right-hand side in (3.6) does not exceed the
geometric series

∞∑
k=0

exp(−ck − c2X) =
e−c2X

1 − e−c

and (3.6) acquires the from
∫

M\B(x,R)

p2(x, y, t)dy ≤ constA

f(t)
exp

−c2R
2

t


which was to be proved.

Finally, let R2/t < 2 c
c1

, then

∫
M\B(x,R)

p2(x, y, t)dy ≤
∫

M

p2(x, y, t)dy ≤ 1
f(t)

≤ constA

f(t)
exp

−c2R
2

t


where we have applied (3.4) and boundedness of R2/t.

Thus, we have proved (3.1) with D = D0 ≡ 1/c2, and the more so is valid for D > D0.
��

Next, we proceed with the proof of the Theorem 1.1. There are two points on which
we shall focus our attention. First, how to pass from the integral (3.1) to ED and second,
how to diminish the constant D so that it is arbitrarily close to 2.

First we prove (1.6) for a large D. To that end, let us observe that the integral E5D is
decomposed into the sum of the integrals

∫
{2kR≤r≤2k+1R}

p2(x, y, t) exp
 r2

5Dt

 dy (3.8)

for k = 0, 1, 2, ... and of the integral
∫

B(x,R)

p2(x, y, t) exp
 r2

5Dt

 dy (3.9)

where R is an arbitrary positive number. We estimate the integral (3.9) from above by

1
f(t)

exp
 R2

5Dt


which follows from (3.4) . The integral (3.8) does not exceed the following

exp
4k+1R2

5Dt


∫
{r≥2kR}

p2(x, y, t)dy ≤ constA

f(t)
exp

−4kR2

Dt
+

4k+1R2

5Dt


=

constA

f(t)
exp

−4kR2

5Dt


where we have applied Lemma 3.1 assuming that D ≥ D0 . Adding all these inequalities
we obtain

E5D(x, t) ≤ 1
f(t)

exp
 R2

5Dt

 +
constA

f(t)

∞∑
k=0

exp
−4kR2

5Dt


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Taking here R =
√
Dt and denoting 5D by D we get that for any D ≥ D1 ≡ 5D0

ED ≤ constA

f(t)
(3.10)

which coincides with (1.6) .
Finally, let us prove (1.6) for any D such that 2 < D < D1 . We apply again Lemma

3.2 and following from it the inequality (3.3) , on this occasion with the weight function
ξ(y, t) = r2

2(t+T ) for a positive T. Given t, we choose consecutively T and τ so that 2(t+T ) =
Dt i.e. T = (D − 2)t/2 and 2(τ + T ) = D1τ i.e. τ = 2T/(D1 − 2) = D−2

D1−2 t < t . Hence,
(3.3) takes the form

ED(x, t) ≤ ED1(x, τ)

whence, applying (3.10) to estimate the right-hand side we get

ED(x, t) ≤ constA

f(τ)
.

Since we have by (1.16) f(τ) ≥ constAf((D − 2)t) the desired estimate (1.6) follows from
the inequality above. ��
Proof of Corollary 1.1. Theorem 1.1 applies under the conditions of this corollary and
gives (1.6) , or, using the notation E0 instead of ED

E0(x, t) ≤ constA

f(δt)
.

By Theorem 1.2 we obtain that for any m ≥ 0

Em(x, t) ≤ constAC
mδm

fm(δt)

where δm in the numerator comes from integration of f(δt) in t. Let us note that for m ≥ 1

fm(t) =
∫ t

0

(t− τ)m−1

(m− 1)!
f(τ)dτ >

∫ t

t/2

(t− τ)m−1

(m− 1)!
f(τ) ≥ f(t/2)

(t/2)m

m!

whence it follows that
fm(t) ≥ tm

A2mm!
f(t)

and

Em(x, t) ≤ constA(2C)mm!
tmf(δt)

.

The analogous inequality holds for the point y. Applying finally Theorem 1.3 we obtain
(1.13) . The form of the coefficient (1.14) comes from a remark that 2Cδ = D+16

D−2
min(D−

2, 1) < 20 for any D > 2 and thereby 2C < 20δ−1 .
In order to prove (1.15) we apply (1.16) which implies f(δt/2) ≥ constAδ

νf(t) and (1.13)
is transformed to ∣∣∣∣∂

mp

∂tm

∣∣∣∣ (x, y, t) ≤ constA,m

δν+mtm
√
f(t)g(t)

exp
− r2

2Dt

 .
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Let us put here D = 2 + min(1, t
r2 ). Since D − 2 ≤ 1 it follows that δ = D − 2 ≤ t

r2 and
we have evidently

r2

4t
− r2

2Dt
=

δ

4D
r2

t
≤ t

r2
r2

4Dt
=

1
4D

≤ 1
8

and
1
δ

= max(1,
r2

t
) < 1 +

r2

t

whence (1.15) follows.
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