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This is a correction to [1, Lemma3.2].

Let M be a connected Riemannian manifold, x4 be the Riemannian measure and
V be a non-negative L} . function (potential) on M. For any non-empty open set
Q) C M, define the linear space

fm:{fewgf(m:/\wﬁdumo, /Vf2du<oo} (1)
Q Q
that is a natural domain for the quadratic form

Evalf) = [V du~ [ Vi 2)
Q Q
Define the Morse index of £y by
Neg (V,Q) = sup{dimV : V < Fyq s.t. Eva(f) <0OVf eV},

where V < Fy o means that V is a linear subspace of Fy o of finite dimension.
Clearly, we have also

Neg(V,Q):sup{dimV:V—<VVllo’c2(Q) s.t. / |Vf|2du§/ Vdeu<oon€V}.
M M

Lemma 1. If Q) is a non-empty open subset of M and V wvanishes p-a.e. outside 2
then
Neg (V, M) < Neg (V, ). (3)

Proof. By definition, we have

Neg(V,M):sup{dimV:V<Wl£f(M) s.t. / |Vf]2d,u§/ Vf2du<OOerV}.
M M
(4)

Let V be a subspace as in (4). For any f € V we have

Jwstaus [ Vi< [ vea= [ v

since V' vanishes outside 2. Denote by Vg, the set of functions on €2 that are obtained
by restricting functions from M to ). The above computation shows that

/]Vf|2dp§/Vf2dp<oo Vf € Va.
Q Q

1



Let us verify that
dim Vg = dim V. (5)

Indeed, by construction we have a surjective linear mapping
A YV — VQ
Af = fla.

It suffices to prove that A is also injective. Indeed, if Af = 0 for some f € V then
f=01in © and, hence,

/ V2dp = / Vdeu—i-/ Vf2du =0,
M Q Qe
which implies by (4) that
[ viran=o.
M

By connectedness of M, we conclude that f = const. Since f vanishes in €2, it
follows that f = 0, which proves (5).
Since

Neg (V, ) > dim Vg,

it follows from (5) that
Neg (V, ) > dim V.

Since this is true for any subspace V from (4), we conclude that
Neg (V,Q) > Neg (V, M),
which was to be proved. m

Remark 2. [1, Lemma 4.5] states that if D is a disk in R? and V is supported in
D then
Neg (V,R?) < Neg (2V, D). (6)

However, the proof of this statement in [1] is wrong. It is based on extension of
functions from D to R? and on [1, Lemma 3.2], and yields, in fact, another inequality:

Neg (V, D) < Neg (2V,R?).

This argument does not require V' to vanish outside D (compare also with correct
[1, Lemma 7.4]).
Nevertheless, (6) is true because by (3) we have

Neg (V,R?) < Neg (V, D) < Neg (2V, D).

As we see, (6) is much simpler than it is meant to be in [1], as it is based not on
extension of functions but on restriction.
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