Abstract. In the paper we continue the investigation of the path homology theory of digraphs that was constructed in our previous papers. We prove basic theorems that are similar to the theorems of classical algebraic topology and introduce several natural constructions of digraphs which are very helpful to investigate the path homology theory. We describe relation of our results to the Eilenberg-Steenrod axiomatic of homology theory.
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1. Introduction

The homology and homotopy theory of digraphs considered in this paper were introduced in [16], [17], [18], and [19]. Our approach is closely related to geometric and algebraic topology [14], [13], [30], [25], [22], to physical applications of graph theory [33], [11], [10], [4], [9], to Atkins homotopy theory [1], [2], [3], [6], to the theory of quivers [8], [23], [15], [19], and to various discrete (co)homology and homotopy theories [5], [3], [6], [32], [12], [29], [24], [7].

In the present paper we introduce a path homology theory on the category of digraph pairs (Section 3). We verify that this homology theory satisfies the properties that are analogous to Eilenberg-Steenrod axioms (Section 5). In particular, we prove that the path homologies satisfy a digraph version of the excision axiom of Eilenberg-Steenrod (Theorem 3.29).

Another important result is construction of the Mayer-Vietoris exact sequence for certain triads of digraphs (Theorem 3.25). This result is used, in particular, to obtain
We construct new exact sequences and a braid of exact sequence for various pairs and triples of digraphs (Theorems 3.15, 3.18, 3.21).

Note that many results of this paper can be transferred to the case of non-directed graphs, using the natural identification of the category of non-directed graphs with a full subcategory of digraphs (see [16]).

The paper is organized as follows. In Section 2, we give some preliminary material concerning the homotopy theory for digraphs (see also [16], [18]) and prove several technical results.

In Section 3, we introduce and study the path homology theory for the category of digraph pairs. In particular, we construct new exact sequences of the homology groups and describe new relations between cones, suspensions, and cylinders of digraphs.

In Section 4, we introduce the natural homotopical generalizations of cylinder, cone, and suspension for digraphs and prove their properties.

In Section 5, we discuss basic properties of path homology in connection with the Eilenberg-Steenrod axioms of homology theory on topological spaces. It seems that the discrete analogue of this system of axioms does not possess completeness, and an interesting question arises of what additional axioms are needed.

In Section 6, we provide several examples which illustrate the distinction between path homology theory and homology theory for topological spaces.
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2. On homotopy theory for digraphs

In this Section we give necessary definitions and preliminary material about the homotopy theory for digraphs constructed in [16]. We also prove several technical results.

Definition 2.1. A directed graph (digraph) $X$ is a couple $(V_X, E_X)$ where $V_X$ is an arbitrary set whose elements are called vertices, and $E_X \subset \{V_X \times V_X \setminus \text{diag}\}$. The elements of $E_X$ are called arrows (or directed edges). The fact that $(v, w) \in E_X$ will be denoted by $v \to w$. We write $v \equiv w$ if either $v = w$ or $v \to w$.

A based digraph $X^*$ is a digraph $X$ together with a fixed vertex $* \in V_X$.

Definition 2.2. A digraph map (or simply map) from a digraph $X$ to a digraph $Y$ is a map $f: V_X \to V_Y$ such that, for any arrow $v \to w$ in $X$ we have $f(v) \equiv f(w)$ in $Y$.

A digraph map of based digraphs $f: X^v \to Y^w$ is a digraph map of digraphs such that $f(v) = w$.

The image $f(X)$ of a digraph map $f: X \to Y$ is a digraph whose vertices are $f(v)$, $v \in V_X$ and whose arrows are $f(v) \to f(w)$ provided $v \to w$ and $f(v) \neq f(w)$.

A digraph map $f: X \to Y$ is called an isomorphism if $f$ is a bijection and $v \to w$ in $X$ is equivalent to $f(v) \to f(w)$ in $Y$. If there is an isomorphism $f: X \to Y$ then $X$ and $Y$ are called isomorphic. We write in this case $X \cong Y$.

Denote by $\mathcal{D}$ the category of digraphs in which the morphisms are digraph maps and by $\mathcal{D}^*$ the category of based digraphs and based digraph maps.
Definition 2.3. A Cartesian product $Π = X \square Y$ of two digraphs $X = (V_X, E_X)$ and $Y = (V_Y, E_Y)$ is a digraph $Π$ with the set of vertices $V_Π = V_X \times V_Y$ and the set of arrows $E_Π$ that is defined as follows: for all $x, x' \in V_X$ and $y, y' \in V_y$

\[(x, y) \rightarrow (x', y') \text{ in } Π \iff x' = x, \ y \rightarrow y' \text{ or } \ x \rightarrow x', y' = y.\]

Let $I_n(n \geq 0)$ denote a digraph with the set of vertices $V_{I_n} = \{0, 1, \ldots, n\}$ and the set of arrows $E_{I_n}$ containing exactly one of the arrows $i \rightarrow (i + 1), (i + 1) \rightarrow i$ for each $i = 0, 1, \ldots, n - 1$, and no other edges. Such a digraph $I_n$ is called a line digraph.

The number $n$ is called the height of $I_n$. If $I$ is a line digraph, then its height will be denoted by $|I|$. Denote by $I^*_n$ the based line digraph with base vertex $* = 0$.

Denote by $I_n$ the set of all line digraphs of height $n$, and by $I^*_n$ the set of all based line digraphs of height $n$. Set also

\[I = \bigcup_{n \geq 0} I_n, \quad I^* = \bigcup_{n \geq 0} I^*_n,\]

Note that there is only one line digraph of height 0, that is $\{0\}$, and two line digraphs of height 1: $I = (0 \rightarrow 1)$ and $I^* = (0 \leftarrow 1)$.

Definition 2.4. i) We call digraph maps $f, g: X \rightarrow Y$ homotopic and write $f \simeq g$, if there exists a line digraph $I_n \in I$ and a digraph map

\[F: X \square I_n \rightarrow Y \text{ such that } F|_{X \square \{0\}} = f, \quad F|_{X \square \{n\}} = g,\]

where we identify $X$ with $X \square \{0\}$ and with $X \square \{n\}$ by means of the natural inclusions. If $n = 1$ then we refer to $F$ as a one-step homotopy from $f$ to $g$, and the maps $f$ and $g$ will be called one-step homotopic.

ii) Two based digraph maps $f, g: X^v \rightarrow Y^v$ are called homotopic if there is a homotopy $F$ as in i) with the additional property $F(\{v\} \square I_n) = * \in Y$.

Now the homotopy equivalence $X \simeq Y$ of two digraphs and a contractible digraph are defined by a standard way.

Denote by $HoD$ the category of digraphs with classes of homotopic maps and by $HoD^*$ the category of based digraphs with classes of based homotopic maps.

Definition 2.5. i) A digraph $Y$ is called a sub-digraph of a digraph $X$ if $V_Y \subset V_X$ and $E_Y \subset E_X$. In this case we shall write $Y \subset X$.

ii) If in addition

\[v, w \in V_Y \text{ and } v \rightarrow w \text{ in } X \Rightarrow v \rightarrow w \text{ in } Y,\]

then we say that $Y$ is an induced sub-digraph of $X$ and write $Y \subset X$.

Clearly $Y \subset X$ implies $Y \subset X$. A pair $(X, Y)$ consisting of of digraph $X$ with a sub-digraph $Y \subset X$ will be called a digraph pair.

Let $(X, Y)$ be a digraph pair with $Y \subset X$. Then we have the standard definition of a retraction $r: X \rightarrow Y$ and a (strong) deformation retraction $F: X \square I_n \rightarrow Y$ of $X$ onto $Y$.

Definition 2.6. If we have a deformation retraction $F$ with $n = 1$, then we refer to $F$ as a one-step retraction.

Note, that if $Y \subset X$ but $Y \not\subset X$, then there is no retraction of $X$ onto $Y$.

The following results follows directly from Definition 2.6.

Proposition 2.7. Consider a digraph $X$ and two sub-digraphs $Y_i \in X$ $(i = 1, 2)$ such that $X = Y_1 \cup Y_2$ and there is a strong deformation retraction $F: Y_2 \square I_n \rightarrow Y_1 \cap Y_2$. Then there is a strong deformation retraction $Φ: X \square I_n \rightarrow Y_1$ such that $Φ|_{Y_2 \square I_n} = F$.  

Proposition 2.8. Consider a triple of digraphs \( Z \subset Y \subset X \). Let \( Z \) be a retract (deformation retract, strong deformation retract) of \( Y \), and let \( Y \) be a retract (deformation retract, strong deformation retract) of \( X \). Then \( Z \) is a retract (deformation retract, strong deformation retract) of \( X \).

Definition 2.9. i) Let \((X, Y)\) and \((X', Y')\) be digraph pairs. A digraph map \( f : X \to X'\) is called a digraph map of pairs if \( f(Y) \subset Y'\). In this case we write \( f : (X, Y) \to (X', Y')\).

ii) Two digraph maps of pairs
\[
\begin{align*}
  f, g : (X, Y) &\to (X', Y') \\
\end{align*}
\]
are called homotopic if there exists a map of digraph pairs
\[
F : (X \Box I_n, Y \Box I_n) \to (X', Y'),
\]
such that
\[
F|_{(X \Box \{0\}, Y \Box \{0\})} = f, \quad F|_{(X \Box \{n\}, Y \Box \{n\})} = g.
\]

It is easy to check that we obtain a well defined category \( \mathcal{D}^2 \) of digraph pairs and digraph maps of pairs, and a well defined category \( \text{Ho} \mathcal{D}^2 \) of digraph pairs and homotopy classes of digraph maps of pairs. Note that a based digraph \( X^* \) can be considered as a digraph pair \((X, +)\). The based digraph map \( f : X^v \to Y^w \) can be considered as a digraph map of pairs \( f : (X, v) \to (Y, w) \). Thus, the category \( \mathcal{D}^* \) is a full subcategory of \( \mathcal{D}^2 \), and similarly \( \text{Ho} \mathcal{D}^* \) is a full subcategory of \( \text{Ho} \mathcal{D}^2 \).

Definition 2.10. Let \( f : X \to Y \) be a digraph map. The cylinder \( C_f \) of \( f \) is a digraph with the set of vertices \( V_{C_f} = V_X \cup V_Y \) and with the set of arrows that consists of all arrows of \( X \), all arrows of \( Y \), and of all arrows of the form \( v \to f(v), v \in V_X \).

The inverse cylinder \( C_f^{-} \) has the same set of vertices as \( C_f \) and in the definition of the set of arrows \( v \to f(v) \) should be replaced by \( v \leftarrow f(v) \).

In particular, we have natural inclusions \( j : X \to C_f \) and \( i : Y \to C_f \), and similarly for \( C_f^{-} \). For example, for \( f = \text{Id}_X : X \to X \) we obtain digraphs
\[
C_f \cong X \Box I \cong C_f^{-} \cong X \Box I^-,
\]
that are called cylinders over the digraph \( X \).

Definition 2.11. The cylinder of the map \( X \to \{a\} \) of a digraph \( X \) to a single vertex digraph \( \{a\} \) is called a cone over the digraph \( X \) and is denoted by \( \text{Cone}_a(X) \) or simply by \( \text{Cone}(X) \). The inverse cylinder of this map is called an inverse cone over the digraph \( X \) and is denoted \( \text{Cone}_a^{-}(X) \) or simply by \( \text{Cone}^{-}(X) \).

Definition 2.12. The suspension \( S(X) \) of a digraph \( X \) is a digraph defined as the union
\[
\text{Cone}_a(X) \bigcup_{X \sim X} \text{Cone}_b(X)
\]
of two cones \( \text{Cone}_a(X) \) and \( \text{Cone}_b(X) \) where \( a \neq b \), and we identify \( X \subset \text{Cone}_a(X) \) with \( X \subset \text{Cone}_b(X) \). Similarly, the inverse suspension \( S^{-}(X) \) is the union of \( \text{Cone}_a^{-}(X) \) and \( \text{Cone}_b^{-}(X) \).

Definition 2.13. Let \( f : X \to Y \) be a digraph map. The cone of \( f \) is a digraph \( \text{Cone}_{f} \) whose set of vertices is \( V_{\text{Cone}_{f}} = V_Y \cup \{*\} \) and whose set of arrows consists of all arrows of \( Y \) and all arrows \( * \to f(v), v \in V_X \). Similarly one defines the inverse cone of \( f \) where \( * \to f(v) \) is replaced by \( * \leftarrow f(v) \).
For example, for an identity map \( f = \text{Id}_X : X \to X \), we have
\[
\text{Cone}_f \cong \text{Cone}^{-}(X)
\]
and
\[
\text{Cone}_{\overline{f}} \cong \text{Cone}(X).
\]

**Definition 2.14.** i) For any \( n \geq 0 \) define a digraph \( \Delta^n \) by
\[
V_{\Delta^n} = \{0, 1, \ldots, n\}, \quad i \rightarrow j \text{ in } \Delta^n \iff i < j.
\]
An \( n \)-simplex is any digraph that is isomorphic to \( \Delta^n \).

ii) For any \( n \geq 0 \), define a digraph \( I^n \) as
\[
I^0 = \{\ast\}, \quad I^n = \underbrace{I \ldots I}_{n \text{ times}}.
\]
An \( n \)-cube is any digraph that is isomorphic to \( I^n \).

**Proposition 2.15.** [16] i) For any digraph \( X \) and for any line digraph \( I_n \) there are homotopy equivalences:
\[
X \square I_n \simeq X, \quad \text{Cone}(X) \simeq \text{Cone}^{-}(X) \simeq \{\ast\}.
\]

ii) For any digraph map \( f : X \to Y \) we have homotopy equivalences
\[
C_f \simeq Y \simeq C_{\overline{f}}.
\]

iii) For any \( n \geq 0 \), we have homotopy equivalences
\[
I^n \simeq \{\ast\} \simeq \Delta^n.
\]

Now we state and prove yet several results about homotopy properties of digraphs that will be needed in the following sections.

For an \( n \)-simplex \( \Delta^n \) \((n \geq 1)\) and for any \( 0 \leq k \leq n \), define its \( k \)-face as a sub-digraph \( \Delta^{n-1}_k \) obtained from \( \Delta^n \) by deleting one vertex \( k \in V_{\Delta^n} \) and all arrows that are incident to \( k \).

Recall that the \( n \)-cube \( I^n \) can be described as a digraph of \( 2^n \) vertices such that any vertex \( \alpha \in V_{I^n} \) can be identified with a sequence \( \alpha = (a_1, \ldots, a_n) \) of binary digits so that \( \alpha \rightarrow \beta \) in \( I_n \) if and only if the sequence \( \beta = (b_1, \ldots, b_n) \) is obtained from \( \alpha = (a_1, \ldots, a_n) \) by replacing a digit 0 by 1 at exactly one position.

Let \( I^n \) be an \( n \)-cube digraph with \( n \geq 1 \). For any \( 1 \leq p \leq n \) we have two inclusions \( I^{n-1} \) to sub-digraphs \( I^{n-1}_{p0} \) and \( I^{n-1}_{p1} \) of \( I^n \), that are defined in the following way. For \( I^1 = 0 \rightarrow 1 \), we have the inclusions
\[
V^0_{10} : \{0\} \to I^0_{10} = \{0\} \subset I^1
\]
and
\[
V^0_{11} : \{0\} \to I^0_{11} = \{1\} \subset I^1.
\]
For \( n \geq 2 \) the inclusions on the sub-digraphs
\[
V^{n-1}_{p0} : I^{n-1} \to I^{n-1}_{p0} \subset I^n \quad \text{and} \quad V^{n-1}_{p1} : I^{n-1} \to I^{n-1}_{p1} \subset I^n
\]
are given by
\[
V^{n-1}_{p\epsilon}(i_1, \ldots, i_{n-1}) = (i_1, \ldots, i_{p-1}, \epsilon, i_p, \ldots, i_{n-1})
\]
where \( \epsilon = 0, 1 \). We shall call the images \( I^{n-1}_{p\epsilon} \subset I^n \) of the maps \( V^{n-1}_{p\epsilon} \) for \( \epsilon = 0, 1 \) by \textit{first and second} \( p \)-\textit{faces} of the digraph \( I_n \), respectively.
Proposition 2.16. Let $Y$ be a digraph.

i) Let $X = Y \cup \Delta^n$ and $Y \cap \Delta^n = \Delta^n_{k-1}$ where $n \geq 1$, $0 \leq k \leq n$. Then there is a one-step strong deformation retraction $F: X \Box I \to X$ of $X$ onto $Y$.

ii) Let $X = Y \cup I^n$ and $Y \cap I^n = I^n_{p-1}$ where $n \geq 1$, $0 \leq p \leq n$. Then there is a one-step strong deformation retraction $F: X \Box I \to X$ of $X$ onto $Y$.

Proof. i) Define a strong deformation retraction of $\Delta^n$ to $\Delta^n_{k-1}$ for two different cases of $k$. In the case $k \neq n$ define $F: \Delta^n \Box I \to \Delta^n$ on the set of vertices as

$$F(v,i) = \begin{cases} v, & \text{for } i = 0, \\ v, & \text{for } i = 1, v \neq k, \\ k + 1, & \text{for } i = 1, v = k. \end{cases}$$

In the case $k = n$ define $F: \Delta^n \Box I^{-} \to \Delta^n$ on the set of vertices as

$$F(v,i) = \begin{cases} v, & \text{for } i = 0, \\ v, & \text{for } i = 1, v \neq n, \\ n - 1, & \text{for } i = 1, v = n. \end{cases}$$

Now statement i) follows from Proposition 2.7.

ii) Consider the case $\epsilon = 1$. Define a strong deformation retraction $F: I^n \Box I \to I^n$ of $I^n$ to $I^n_{p-1}$ on the set of vertices as

$$F((i_1, \ldots, i_n), i) = \begin{cases} (i_1, \ldots, i_n), & \text{for } i = 0, \\ (i_1, \ldots, i_n, i_p = 1), & \text{for } i = 1, i_p = 0, \\ (i_1, \ldots, i_{p-1}, 1, i_p, \ldots, i_n), & \text{for } i = 1, i_p = 0, \end{cases}$$

Consider the case $\epsilon = 0$. Define a strong deformation retraction $F: I^n \Box I^{-} \to I^n$ of $I^n$ to $I^n_{p-1}$ on the set of vertices as

$$F((i_1, \ldots, i_n), i) = \begin{cases} (i_1, \ldots, i_n), & \text{for } i = 0 \\ (i_1, \ldots, i_n), & \text{for } i = 1, i_p = 0 \\ (i_1, \ldots, i_{p-1}, 0, i_p, \ldots, i_n), & \text{for } i = 1, i_p = 1. \end{cases}$$

Now statement ii) follows from Proposition 2.7. \qed

Proposition 2.17. Let $Y_1 \subset Y$ be a digraph pair. Assume that there is a strong deformation retraction $F: Y \Box I_n \to Y$ of $Y$ to $Y_1$. Then, for any digraph $X$, there is a strong deformation retraction $\text{Id} \Box F: X \Box (Y \Box I_n) \to X \Box Y$ of $X \Box Y$ to $X \Box Y_1$.

Proof. The digraph homomorphism $\text{Id} \Box F$ is a deformation retraction. \qed

Corollary 2.18. Let $K = I^n \Box \Delta^n$. Assume that $K_1$ is a sub-digraph of $K$ that is equal to $I^n \Box \Delta^n_{m-1}$ or $I^n_{p-1}$, where $\Delta^n_{m-1} \subset \Delta^n$ and $I^n_{p-1} \subset I^n$ are the faces of the cube and simplex, respectively. Then there is a strong deformation retraction $F: K \Box I \to K$ of $K$ to $K_1$.

3. Path homology of digraphs and digraphs pairs

In this section we recall the definition of path homology for a finite digraph $X = (V, E)$ with coefficients in an arbitrary abelian group $K$ (see [16], [18], and [20]) and introduce the path homology theory for the category of digraph pairs. Then we construct new exact sequences of the homology groups and describe new relations between cones, suspensions, and cylinders of digraphs.
Let $G = (V,E)$ be a digraph. At first, we define a chain complex $\Lambda_*(V,K)$ of arbitrary paths on the set $V$ of vertices. Then, using a digraph structure given by arrows, we define a chain complex of digraph $G$ and the notion of homology of digraphs. [16], [18]. This approach is dual to the construction of the cochain complex and cohomology groups of digraphs that is based on the universal calculus on the algebra of functions on the vertices [17].

**Definition 3.1.** For any non-negative integer $p$, an elementary $p$-path on the set $V$ of vertices is any sequence $\{i_k\}_{k=0}^p$ of $p + 1$ vertices of $V$. For $p = -1$, an elementary $p$-path is the empty set $\emptyset$.

The elementary $p$-path $\{i_k\}_{k=0}^p$ will also be denoted simply by $i_0...i_p$, without delimiters between the vertices.

Denote by $\Lambda_p = \Lambda_p(V,K)$ the abelian group that consists of all formal $K$-linear combinations of all elementary $p$-paths.

**Definition 3.2.** The elements of $\Lambda_p$ are called $p$-paths on $V$.

An elementary $p$-path $i_0...i_p$ as an element of $\Lambda_p$ will be denoted by $e_{i_0...i_p}$. The empty set as an element of $\Lambda_{-1}$ will be denoted by $e$. By definition, the set $\{e_{i_0...i_p} | i_0,...,i_p \in V\}$ is a basis of $\Lambda_p$. Each $p$-path $v$ can be presented by a unique way as a finite sum

\[
v = \sum_{i_0,\ldots,i_p \in V} v_{i_0\ldots i_p} e_{\hat{i}_0\ldots\hat{i}_q\ldots i_p},
\]

where $v_{i_0\ldots i_p} \in K$. Note that $\Lambda_{-1}$ consists of all multiples of $e$, so that $\Lambda_{-1} \cong K$.

**Definition 3.3.** For any $p \geq 0$, define a homomorphism $\partial: \Lambda_p \to \Lambda_{p-1}$ on the elementary paths

\[
\partial e_{i_0\ldots i_p} = \sum_{q=0}^{p} (-1)^q e_{i_0\ldots\hat{i}_q\ldots i_p}
\]

(whose $\hat{i}_q$ means omission of the index $i_q$) and then extend $\partial$ to $\Lambda_p$ by $K$-linearity. We shall refer to $\partial$ as the boundary operator.

For an arbitrary $p$-path (3.1) with $p \geq 0$, we have

\[
\partial v = \sum_{i_0,\ldots,i_p} v_{i_0\ldots i_p} \partial e_{i_0\ldots i_p} = \sum_{i_0,\ldots,i_p} \sum_{q=0}^{p} (-1)^q v_{i_0\ldots i_p} e_{\hat{i}_0\ldots\hat{i}_q\ldots i_p},
\]

whence

\[
(\partial v)_{j_0\ldots j_{p-1}} = \sum_{i_0,\ldots,i_p} \sum_{q=0}^{p} (-1)^q v_{i_0\ldots i_p} (e_{\hat{i}_0\ldots\hat{i}_q\ldots i_p})_{j_0\ldots j_{p-1}}
\]

\[
= \sum_{k \in V} \sum_{q=0}^{p} (-1)^q v_{\hat{j}_0\ldots\hat{j}_{q-1}k\hat{j}_q\ldots j_{p-1}},
\]

where the index $k$ is inserted in the path $j_0\ldots j_{p-1}$ between $j_{q-1}$ and $j_q$ if $1 \leq q < p$, before $j_0$ if $q = 0$, and after $j_{p-1}$ if $q = p$.

Set also $\Lambda_{-2} = \{0\}$ and define $\partial: \Lambda_{-1} \to \Lambda_{-2}$ to be zero.

**Lemma 3.4.** We have $\partial^2 = 0$. 

Proof. The operator $\partial^2$ acts from $\Lambda_p$ to $\Lambda_{p-2}$, so that the identity $\partial^2 = 0$ makes sense for all $p \geq 0$. In the case $p = 0$ the identity $\partial^2 = 0$ is trivial. For $p \geq 1$, we have by (3.1)

$$\partial^2 e_{i_0...i_p} = \sum_{q=0}^p (-1)^q \partial e_{i_0...\hat{i}_q...i_p}$$

$$= \sum_{q=0}^p (-1)^q \left( \sum_{r=0}^{q-1} (-1)^r e_{i_0...\hat{i}_r...\hat{i}_q...i_p} + \sum_{r=q+1}^p (-1)^{r-1} e_{i_0...\hat{i}_q...\hat{i}_r...i_p} \right)$$

$$= \sum_{0 \leq r < q \leq p} (-1)^{q+r} e_{i_0...\hat{i}_r...\hat{i}_q...i_p} - \sum_{0 \leq q < r \leq p} (-1)^{q+r} e_{i_0...\hat{i}_q...\hat{i}_r...i_p}.$$  

After switching $q$ and $r$ in the last sum we see that the two sums cancel out, whence $\partial^2 e_{i_0...i_p} = 0$. This implies $\partial^2 v = 0$ for all $v \in \Lambda_p$.\hfill $\Box$

Consequently, we have the following chain complex:

(3.4) \hspace{1cm} 0 \leftarrow K \leftarrow \Lambda_0 \leftarrow \cdots \leftarrow \Lambda_{p-1} \leftarrow \Lambda_p \leftarrow \cdots ,

where the arrows are given by the boundary operator $\partial$.

Definition 3.5. We say that an elementary path $e_{i_0...i_p}$ ($p \geq 1$) is non-regular if $i_{k-1} = i_k$ for some $k = 1, ..., p$, and regular otherwise.

For $p \geq 1$, consider the subgroup $I_p$ of $\Lambda_p$ spanned by non-regular elementary paths:

$$I_p = I_p(V) = \text{span} \{ e_{i_0...i_p} \mid i_0...i_p \text{ is non-regular} \}.$$

We set also $I_0 = I_{-1} = I_{-2} = 0$.

Lemma 3.6. If $e_{i_0...i_p} \in I_p(p \geq 1)$ then $\partial e_{i_0...i_p} \in I_{p-1}$ and, putting $R_p := \Lambda_p/I_p$, we obtain the chain factor complex

(3.5) \hspace{1cm} 0 \leftarrow K \leftarrow R_0 \leftarrow \cdots \leftarrow R_{p-1} \leftarrow R_p \leftarrow \cdots .

Proof. For an $e_{i_0...i_p} \in I_p$ there exists an index $k$ such that $i_k = i_{k+1}$. Then we have

$$\partial e_{i_0...i_p} = e_{i_1...i_p} - e_{i_0i_2...i_p} + ...$$

$$+ (-1)^k e_{i_0...i_{k-1}i_{k+1}i_{k+2}...i_p} + (-1)^{k+1} e_{i_0...i_{k-1}i_ki_{k+2}...i_p} + ... + (-1)^p e_{i_0...i_p}.$$  

By $i_k = i_{k+1}$ the two terms in the middle line of (3.6) cancel out, whereas all other terms are non-regular, whence $\partial e_{i_0...i_p} \in I_{p-1}$.\hfill $\Box$

Note that the chain complex $R_\ast$ in 3.5 is defined for a finite set $V$. Thus we can denote it by $R_\ast(V)$, and similarly $\Lambda_p(V)$ and $I_p(V)$ are defined. Any map of finite sets $f: V \rightarrow V'$ defines for any $p \geq 0$ the induced homomorphism

$$f_\ast: \Lambda_p(V) \rightarrow \Lambda_p(V')$$

by the rule $f_\ast(e_{i_0...i_p}) = e_{f(i_0)...f(i_p)}$, extended to $\Lambda_p(V)$ by linearity. The map $f_\ast$ can be considered as a morphism of chain complexes, because by (3.2) $\partial f_\ast = f_\ast \partial$. Since $f_\ast(I_p(V)) \subset I_p(V')$, we obtain the induced morphism of chain complexes (see [16])

(3.7) \hspace{1cm} R_\ast(V) \rightarrow R_\ast(V').
which we also denote by \( f_s \). We can define this homomorphism on basic elements by the rule

\[
\text{(3.8)} \quad f_s(e_{i_0 \ldots i_p}) = \begin{cases} 
\epsilon_{f(i_0) \ldots f(i_p)}, & \text{if } \epsilon_{f(i_0) \ldots f(i_p)} \text{ is regular,} \\
0, & \text{if } \epsilon_{f(i_0) \ldots f(i_p)} \text{ is non-regular.}
\end{cases}
\]

Now consider a digraph \( X = (V, E) \).

**Definition 3.7.** An elementary regular \( p \)-path \( e_{i_0 \ldots i_p} \) on \( X \) is called allowed if \( i_k \to i_{k+1} \) for any \( k = 0, \ldots, p - 1 \), and non-allowed otherwise.

For \( p \geq 0 \), let \( \mathcal{A}_p(X) \) denote a subgroup of \( \mathcal{R}_p(X) := \mathcal{R}_p(V) \) spanned by the allowed elementary \( p \)-paths. We put \( \mathcal{A}_{-1}(X) = K \). The elements of \( \mathcal{A}_p(X) \) are called allowed \( p \)-paths. Note that \( \mathcal{A}_p(X) = \mathcal{R}_p(X) \) for \( p = -1, 0, 1 \).

Consider the following subgroup of \( \mathcal{A}_p(X) \)

\[
\text{(3.9)} \quad \Omega_p \equiv \Omega_p(X) := \{ v \in \mathcal{A}_p : \partial v \in \mathcal{A}_{p-1} \}
\]

that is \( \partial \)-invariant. Indeed, \( v \in \Omega_p \) implies \( \partial v \in \mathcal{A}_{p-1} \) and \( \partial (\partial v) = 0 \in \mathcal{A}_{p-2} \), whence \( \partial v \in \Omega_{p-1} \). The elements of \( \Omega_p \) are called \( \partial \)-invariant \( p \)-paths.

Hence, for any digraph \( X \) we obtain a chain complex of abelian groups

\[
\text{(3.10)} \quad 0 \leftarrow K \xleftarrow{\partial} \Omega_0 \xleftarrow{\partial} \Omega_1 \xleftarrow{\partial} \cdots \xleftarrow{\partial} \Omega_{p-1} \xleftarrow{\partial} \Omega_p \xleftarrow{\partial} \cdots,
\]

which we shall denote by \( \tilde{\Omega}_s = \tilde{\Omega}_s(X) = \tilde{\Omega}_s(X, K) \). By construction we have \( \Omega_{-1} = K \), \( \Omega_0 = \mathcal{R}_0(X) \) and \( \Omega_1 = \mathcal{R}_1(X) \), while in general

\[
\Omega_p \subset \mathcal{A}_p(X) \subset \mathcal{R}_p(X).
\]

We shall call the chain complex \( \text{(3.10)} \) the reduced path chain complex of the digraph \( X \).

Its homology groups are denoted by \( \tilde{H}_s(X, K) \) and are referred to as the reduced path homologies of the digraph \( X \) with coefficients from \( K \). We consider also the following part of the chain complex \( \text{(3.10)} \)

\[
\text{(3.11)} \quad 0 \leftarrow \Omega_0 \leftarrow \cdots \leftarrow \Omega_{n-1} \leftarrow \Omega_n \leftarrow \Omega_{n+1} \leftarrow \cdots,
\]

where the definition of the boundary operator \( \partial \) on \( \Omega_0 \) is modified by setting \( \partial \equiv 0 \). Note that \( \text{(3.11)} \) is a chain complex and our modification does not affect \( \partial \) on \( \Omega_n \) with \( n \geq 1 \). We shall denote this chain complex by \( \Omega_s(X) \). The homology groups of \( \Omega_s(X) \) \( \text{(3.11)} \) are referred to as the path homology groups of the digraph \( X \) and are denoted by \( H_s(X) = H_s(X, K) \), \( n \geq 0 \). Let us note that the homology groups \( H_p(X) \) (as well as the groups \( \Omega_p(X) \)) can be computed directly by definition using simple tools of linear algebra, in particular, those implemented in modern computational software.

**Theorem 3.8.** \([16]\) i) Let \( f : X \to X' \) be a digraph map. Then the map \( f_s : \mathcal{R}_s(V) \to \mathcal{R}_s(V') \text{ in (3.7)} \) satisfies the condition

\[
f_s(\mathcal{A}_p(X)) \subset \mathcal{A}_p(X')
\]

and its restriction \( f_s|_{\Omega_p(X)} \) provides a morphism of reduced chain complexes

\[
\tilde{\Omega}_s(X, K) \to \tilde{\Omega}_s(X', K)
\]

and, consequently, a homomorphism of reduced homology groups

\[
\tilde{H}_s(X, K) \to \tilde{H}_s(X', K)
\]

that will also be denoted by \( f_s \). The same is true for the non-reduced complex and its homology groups.
ii) The homotopy equivalent digraph maps \( f, g : X \to X' \) induce the equal homomorphisms of (reduced) homology groups. Hence, the (reduced) homology groups introduced above are homotopy invariant.

Now we develop the path homology theory for the category of digraphs pairs. Let \( Y \subset X \) be a sub-digraph of a digraph \( X \) and denote by \( i \) the natural inclusion.

**Proposition 3.9.** The induced by \( i \) morphism of reduced chain complexes

\[
i_* : \tilde{\Omega}_*(Y) \to \tilde{\Omega}_*(X)
\]

is an inclusion.

**Proof.** As follows directly from the definition \( \Lambda_s(Y) \subset \Lambda_s(X) \) and \( \mathcal{R}_s(Y) \subset \mathcal{R}_s(X) \). We have \( \mathcal{A}_{-1}(Y) = \mathcal{A}_{-1}(X) = K \) and

\[
\mathcal{A}_0(Y) = \text{span}\{v \mid v \in V_G\} \subset \text{span}\{v \mid v \in V_X\} = \mathcal{A}_0(X).
\]

For any \( p \geq 1 \) we have the natural inclusion \( \mathcal{A}_p(Y) \subset \mathcal{A}_p(X) \) since \( i_{k-1} \to i_k \) in \( Y \) implies \( i_{k-1} \to i_k \) in \( X \). Hence

\[
[v \in \Omega_p(Y) \subset \mathcal{A}_p(Y) \subset \mathcal{A}_p(X)] \Rightarrow [\partial v \in \mathcal{A}_{p-1}(Y) \subset \mathcal{A}_{p-1}(X)]
\]

and \( \tilde{\Omega}_*(Y) \subset \tilde{\Omega}_*(X) \). \( \square \)

Note that the inclusion map \( i_* \) in Proposition 3.9 is the identity map \( K \to K \) in dimension \(-1\), so that \( \tilde{\Omega}_{-1}(X)/\tilde{\Omega}_{-1}(Y) = 0 \). Now we define a chain complex \( \Omega_n(X,Y) \) as factor-complex \( \Omega_n(X)/\Omega_n(Y) \) that coincides with \( \Omega_*(X)/\tilde{\Omega}_*(Y) \). The homology groups of this complex are denoted by \( H_n(X,Y) = H_n(X,Y;K) \) and are called the relative path homology groups.

Let us give a graph interpretation of the factor-complex in a special case. If \( U \) is a subset of \( V_X \) then denote by \( \mathcal{A}_p^U(X) \) the subgroup of \( \mathcal{A}_p(X) \) spanned by all the elementary paths \( e_{i_0 \ldots i_p} \) that intersect \( U \) (where the latter means that at least one of the vertices \( i_0 \ldots i_p \) belongs to \( U \)). Set also

\[
\Omega_p^U(X) = \Omega_p(X) \cap \mathcal{A}_p^U(X).
\]

**Lemma 3.10.** Let \( Y \subset X \) and let \( U = V_X \setminus V_Y \). If there are no arrows from \( U \) to \( V_Y \) then

\[
(3.12) \quad \Omega_p(X)/\Omega_p(Y) \cong \Omega_p^U(X).
\]

**Proof.** Any \( x \in \Omega_p(X) \) is a linear combination of elementary paths:

\[
x = \sum_{i_0 \ldots i_p \in V_X} x^{i_0 \ldots i_p} e_{i_0 \ldots i_p}.
\]

Each term \( x^{i_0 \ldots i_p} e_{i_0 \ldots i_p} \) with non-zero \( x^{i_0 \ldots i_p} \) will be called an elementary term of \( x \). Denote by \( u \) the sum of all the elementary terms of \( x \) that intersect \( U \), and by \( v \) the rest of \( x \), that is the sum of the elementary terms of \( x \) that lie in \( Y \). Hence, \( x = u + v \). Since \( x \) is allowed, both \( u \) and \( v \) are allowed. Since \( x \) is \( \partial \)-invariant, the sum \( \partial u + \partial v = \partial x \) is allowed. Let \( c e_{i_0 \ldots i_p} \) be an elementary term of \( u \). Since \( e_{i_0 \ldots i_p} \) is allowed and there is no arrow from \( U \) to \( Y \), we see that the sequence \( i_0 \ldots i_p \) looks as follows: some first part, say \( i_0 \ldots i_q \) lies in \( Y \), and the rest \( i_{q+1} \ldots i_p \) lies in \( U \), where the second part is non-empty, in particular, \( i_p \in U \). Then all the elementary terms of \( \partial e_{i_0 \ldots i_p} \) intersect \( U \) except for one case: if \( i_p \) is the only vertex of \( e_{i_0 \ldots i_p} \) in \( U \) then the elementary term \( e_{i_0 \ldots i_{p-1}} \) of \( \partial e_{i_0 \ldots i_p} \) does not intersect \( U \). Note that in the latter case \( e_{i_0 \ldots i_{p-1}} \) is an allowed path in \( Y \). Hence, we obtain

\[
\partial u = \text{(allowed path in } Y) + \text{(sum of terms intersecting } U)\).
\]
Since \( \partial v = \text{sum of terms lying in } Y \), and \( \partial u + \partial v \) is allowed, we see that the sum of the terms of \( \partial u \) intersecting \( U \) must be allowed, that is,

\[
\partial u = (\text{allowed path in } Y) + (\text{allowed path in } U).
\]

Hence, \( \partial u \) is allowed. It follows that \( \partial v = \partial x - \partial u \) is also allowed. Hence, both \( u \) and \( v \) are \( \partial \)-invariant, consequently, \( u \in \Omega_p^U(X) \) and \( v \in \Omega_p(Y) \).

Therefore, the decomposition \( x = u + v \) determines a homomorphism

\[
\Omega_p(X) \to \Omega_p^U(X),
\]

\[
x \mapsto u,
\]

which is obviously an epimorphism. Clearly, its kernel is \( \Omega_p(Y) \), which implies (3.12). \( \square \)

Now we transfer to path homology groups the standard results from algebraic topology (see, for example, [21, Chpt. 2.1] and [28, Chpt. 1.3]).

**Theorem 3.11.** Let \( Y \subseteq X \) be a sub-digraph of a digraph \( X \). Then there is a relative homology long exact sequence

\[
0 \to H_0(X,Y) \to H_0(X) \to \cdots \to H_n(X,Y) \to H_n(X) \to \cdots
\]

in which the homomorphisms \( H_n(Y) \to H_n(X) \) are induced by the inclusion \( i: Y \to X \).

In particular, if the inclusion \( Y \to X \) is a homotopy equivalence, then \( H_n(X,Y) = 0 \) for all \( n \geq 0 \).

**Proof.** By definition, we have the short exact sequences of chain complexes

\[
0 \to \Omega_*(Y) \to \Omega_*(X) \to \Omega_*(X,Y) \to 0
\]

from which the result follows by standard arguments. \( \square \)

As follows from our construction, there is also a long exact sequence of reduced homology groups for a pair \((X,Y)\) that has exactly the same form and the groups \( \tilde{H}_n(X,Y) \) are the same as \( H_n(X,Y) \).

**Proposition 3.12.** Let \( X \) be a connected digraph. Then \( H_0(X) = K \). For any digraph \( X \) we have \( H_0(X) \cong \oplus K \) where \( n \) is the number of connectivity components of \( X \).

**Proof.** Consider a connected digraph \( X \). We can join any two vertices \( v, w \in V_X \) by a sequence of edges \( v = i_0 \sim v_1 \sim \cdots \sim i_n = w \) where \( i_k \sim i_{k+1} \) means that at least one of the cases \( i_k \to i_{k+1} \) or \( i_k \leftarrow i_{k+1} \) is realized. In \( \Omega_0(X) \) we have

\[
e_{i_n} = e_{i_0} + \partial \left( \sum_{k=0,(i_k \to i_{k+1})}^{n-1} e_{i_k i_{k+1}} - \sum_{k=0,(i_k \leftarrow i_{k+1})}^{n-1} e_{i_{k+1} i_k} \right),
\]

and hence any element from \( \Omega_0(X) \) has the form \( e_{i_0} + \text{Im} \partial \). The element \( e_{i_0} \) does not lie in the image \( \partial \), since for any \( x = \sum_k a_k e_{i_k j_k} \in \Omega_1(X) \) we have

\[
\partial \left( \sum_k a_k e_{i_k j_k} \right) = \sum_k a_k e_{j_k} - \sum_k a_k e_{i_k},
\]

where the sum of coefficients in the right part is zero. The general case can be considered in a similar way. \( \square \)
Corollary 3.13. Let \( X \) be a connected digraph, and let \( Y \subseteq X \) be a non-empty connected sub-digraph of \( X \). Then \( H_0(X,Y) = 0 \).

Proof. Follows from Theorem 3.11 and Proposition 3.12. \(\square\)

Proposition 3.14. For a digraph \( X \) we have
\[
H_n(X) = \begin{cases} 
\bar{H}(X), & n \geq 1, \\
\bar{H}_0(X) \oplus K, & n = 0.
\end{cases}
\]

Proof. The proof is standard (see, for example, [21] and [28]). \(\square\)

Theorem 3.15. A map \( f : (X,Y) \to (X',Y') \) of digraph pairs induces a homomorphism \( f_* : H_n(X,Y) \to H_n(X',Y') \) \( (n \geq 0) \) fitting into a commutative diagram
\[
\cdots \to H_n(Y) \to H_n(X) \to H_n(X,Y) \to H_{n-1}(Y) \to \cdots \\
\downarrow \quad \downarrow \quad \downarrow \quad \downarrow \quad \downarrow \\
\cdots \to H_n(Y') \to H_n(X') \to H_n(X',Y') \to H_{n-1}(Y') \to \cdots
\]
in which the rows are the relative long homology exact sequences.

Proof. Follows from [26, Chpt. 2, 4]. \(\square\)

Theorem 3.16. i) Let two digraph maps \( f, g : (X,Y) \to (X',Y') \) be homotopic as digraph maps of pairs (see Definition 2.9). Then \( f_* = g_* : H_n(X,Y) \to H_n(X',Y') \) for any \( n \geq 0 \).

ii) Let a digraph map \( f : (X,Y) \to (X',Y') \) be such that its restrictions \( f|_X \) and \( f|_Y \) are homotopy equivalences. Then \( f_* : H_n(X,Y) \to H_n(X',Y') \) is an isomorphism for any \( n \geq 0 \).

Proof. Follows from the Five Lemma [26, Chpt. 1, 3] and Theorem 3.8. \(\square\)

Proposition 3.17. Let \( * \subset X \) be the one-vertex sub-digraph of a digraph \( X \). Then
\[
H_n(*) = \begin{cases} 
K, & \text{for } n = 0, \\
0, & \text{for } n \geq 1
\end{cases}
\] and \( \bar{H}_n(*) = 0 \) \( \forall n \in \mathbb{Z} \).

We have natural isomorphisms
\[
H_*(X,*) \simeq \bar{H}_*(X)
\]
and
\[
H_n(X,*) \simeq H_n(X) \quad \text{for } n \geq 1.
\]

Proof. The first statement follows directly from definition of path homology groups. The next statement follows from Proposition 3.14 and definition of relative homology groups (see also [28, §3.2]). \(\square\)

Now we give a digraph interpretation of the relative homology groups \( H_*(X,Y) \) and introduce the relative homology groups \( H_*(f) \) for a digraph map \( f : X \to X' \).

Theorem 3.18. For a digraph map \( f : X \to X' \) there is a homology long exact sequence
\[
\cdots \to H_n(X) \xrightarrow{f_*} H_n(X') \to H_n(C_f,X) \to H_{n-1}(X) \to \cdots,
\]
where we identify \( X \) with \( j(X) \subset C_f \) by means of the natural inclusion \( j : X \subset C_f \) from Definition 2.10.
Proof. Consider a commutative diagram of digraphs and digraph maps

\[
\begin{array}{c}
X \\ \downarrow r \\
\end{array} \quad \xrightarrow{j} \quad \begin{array}{c}
C_f \\
\end{array} \quad \xrightarrow{r} \\
\begin{array}{c}
X \\
\end{array} \quad \xrightarrow{f} \\
X' \end{array}
\] (3.13)

in which \( r \) is the deformation retraction. From (3.13) we obtain the commutative diagram of groups and homomorphisms

\[
\begin{array}{rcl}
\cdots & \longrightarrow & H_n(X) \\
& \downarrow & \xrightarrow{j_*} \\
& & H_n(C_f) \\
& \cong & \mathbb{I}_{r_*} \\
H_n(X) & \xrightarrow{f_*} & H_n(X') \\
\end{array}
\]

and the statement of the theorem follows. \( \square \)

In what follows we shall denote by \( H_*(f) \) the relative homology groups \( H_*(C_f, X) \).

Note that there is a result that is similar to Theorem 3.18 for reduced homology groups. It is an easy exercise to reformulate the result for the inverse cylinder \( C_f^- \).

Proposition 3.19. Let \( Y \sqsubseteq X \) and assume that there is a deformation retraction \( r: Y \to * \subseteq Y \). Then we have isomorphisms of relative homology groups

\[ H_*(X, Y) \cong H_*(X, *) \]

Proof. The natural map \((X, *) \to (X, Y)\) of digraph pairs induces the commutative diagram

\[
\begin{array}{c}
\Omega_*(*) \\
\downarrow i \\
\Omega_*(Y) \\
\end{array} \quad \xrightarrow{\mathbb{I}_{Id}} \quad \begin{array}{c}
\Omega_*(X) \\
\end{array}
\]

Now the result follows from Theorem 3.15 and the Five Lemma, since the maps induced by \( i \) and the identity map \( \mathbb{I}_{Id} \) are isomorphisms. \( \square \)

Corollary 3.20. For any inclusion \( i: Y \to X \) of digraphs we have isomorphisms of relative homology groups

\[ H_*(Cone_i, Cone(Y)) \cong H_*(Cone_i, *) \]

Proof. Any inclusion \( i \) induces the inclusion \( Cone(Y) \subseteq Cone_i \). Now the result follows from Proposition 3.19, since there is a deformation retraction of \( Cone(Y) \) onto its vertex \(*\). \( \square \)

Now consider a triple of digraphs \( Z \subseteq Y \subseteq X \). Denote the inclusions of the digraphs in the following way

\[ i: Y \to X, \quad j: Z \to Y, \quad k = i \circ j: Z \to X. \]

Theorem 3.21. For a triple of digraphs \( Z \subseteq Y \subseteq X \) there is the commutative diagram of abelian groups and homomorphisms

\[
\begin{array}{c}
\cdots \longrightarrow H_{n+1}(X, Y) \\
\downarrow & & \downarrow \\
H_n(Y) & & H_n(Z) \\
\downarrow & & \downarrow \\
H_{n-1}(Z) & & H_n(Y, Z) \\
\downarrow & & \downarrow \\
\cdots \longrightarrow H_n(Z) & & H_n(X) \\
\downarrow & & \downarrow \\
H_n(X, Y) & & \cdots
\end{array}
\]

(3.14)
consisting of the following relative long exact sequences

\[ \cdots \to H_{n+1}(X,Y) \to H_n(Y) \to \Omega^*_n(Y) \\
\cdots \to H_{n+1}(X,Z) \to H_n(Z) \to \Omega^*_n(Z) \\
\cdots \to H_{n+1}(Y,Z) \to H_n(Z) \to \Omega^*_n(Z) \\
\cdots \to H_{n+1}(X,Y) \to H_n(Y,Z) \to \Omega^*_n(Y,Z) \to \cdots. \]

Proof. By Proposition 3.9, there are the natural inclusions of chain complexes

\[ \Omega^*_s(Z) \to \Omega^*_s(Y) \to \Omega^*_s(X). \]

By the Noether isomorphism theorem (see [31, Chpt. 4]) there is a short exact sequence

\[ 0 \to \Omega^*_n(Y)/\Omega^*_n(Z) \to \Omega^*_n(X)/\Omega^*_n(Z) \to \Omega^*_n(X)/\Omega^*_n(Y) \to 0. \]

Thus we can write down the commutative diagram of chain complexes and chain homomorphisms

\[
\begin{array}{cccc}
0 & 0 \\
0 \to \Omega^*_s(Z) & \Omega^*_s(Y) & \Omega^*_s(X)/\Omega^*_s(Z) & 0 \\
0 \to \Omega^*_s(Z) & \Omega^*_s(Y) & \Omega^*_s(Z) & 0 \\
\Omega^*_s(X)/\Omega^*_s(Y) & \cong & \Omega^*_s(X)/\Omega^*_s(Y) & 0
\end{array}
\]

in which two rows and two columns are short exact sequences. Now, passing to the homology long exact sequences of these short exact sequences of chain complexes we obtain commutative diagram (3.14).

As follows from the proof, there exists the braid of exact sequence (3.14) also for reduced homology groups of the triple of digraphs.

Corollary 3.22. Assume that, for a triple of digraphs \( Z \subseteq Y \subseteq X \), one of the inclusions \( i \): \( Y \to X \) or \( j \): \( Z \to Y \) is a homotopy equivalence. Then in the first case we have an isomorphism \( H_s(Y,Z) \cong H_s(X,Z) \), and in the second case \( H_s(X,Z) \cong H_s(X,Y) \).

Proof. Follows from Theorem 3.11 and diagram (3.14).

Note that the braid (3.14) of exact sequences is natural relative to digraph maps of triples of digraphs.

Now for the path homology groups, we formulate and prove a result that is similar to the classical Mayer-Vietoris exact sequence.

Let \( X = Y_1 \cup Y_2 \) and \( Z = Y_1 \cap Y_2 \) be, respectively, the union and intersection of two digraphs. Then we can write down the following commutative diagram of the natural inclusions of the digraphs:

\[
\begin{array}{ccc}
Z & \xrightarrow{i^1} & Y_1 \\
\downarrow i^2 & & \downarrow j^1 \\
Y_2 & \xrightarrow{j^2} & X.
\end{array}
\]

(3.15)
For any \( p \geq -1 \) the commutative square (3.15) induces a commutative square of abelian groups

\[
\begin{array}{ccc}
\mathcal{A}_p(Z) & \xrightarrow{i^1_\ast} & \mathcal{A}_p(Y_1) \\
| & | & | \\
\downarrow i^2_\ast & & \downarrow j^1_\ast \\
\mathcal{A}_p(Y_2) & \xrightarrow{j^2_\ast} & \mathcal{A}_p(X),
\end{array}
\]

(3.16)

in which all homomorphisms are injective.

**Lemma 3.23.** Suppose that any allowed elementary path on \( X \) lies in \( Y_1 \) or \( Y_2 \). Then for \( p \geq -1 \) the square (3.16) induces the following short exact sequence of abelian groups:

\[
0 \longrightarrow \mathcal{A}_p(Z) \xrightarrow{\delta} \mathcal{A}_p(Y_1) \oplus \mathcal{A}_p(Y_2) \xrightarrow{d} \mathcal{A}_p(X) \longrightarrow 0,
\]

where \( \delta = (i^1_\ast, i^2_\ast) \) and

\[
d(a, b) = j^1_\ast(a) - j^2_\ast(b).
\]

**Proof.** The map \( \delta \) is evidently a monomorphism. The map \( d \) is an epimorphism by the assumptions. The condition \( d \circ \delta = 0 \) follows from the definition of these maps and commutativity of (3.16). The condition \( d(a, b) = 0 \) implies that the paths \( j^1_\ast(a) \) and \( j^2_\ast(b) \) coincide in \( \mathcal{A}_p(X) \), and since the maps \( j^1_\ast \) and \( j^2_\ast \) are monomorphisms, this implies that elementary allowed \( p \)-paths fitting into basis decompositions of \( a \) and \( b \) are the same and hence these elementary \( p \)-paths lay in \( \mathcal{A}_p(Y_1 \cap Y_2) = \mathcal{A}_p(Z) \). This means, that \( \ker d \subseteq \im \delta \), and the lemma is proved.

**Lemma 3.24.** Let the assumption of Lemma 3.23 be satisfied. Assume in addition that the homomorphism

\[
\Omega_p(Y_1) \oplus \Omega_p(Y_2) \longrightarrow \Omega_p(X)
\]

that is induced by \( d \) from Lemma 3.23 is an epimorphism for any \( p \). Then there is a short exact sequence of chain complexes

\[
0 \longrightarrow \tilde{\Omega}_\ast(Z) \xrightarrow{\delta} \tilde{\Omega}_\ast(Y_1) \oplus \tilde{\Omega}_\ast(Y_2) \xrightarrow{d} \tilde{\Omega}_\ast(X) \longrightarrow 0.
\]

**Proof.** It follows from Proposition 3.9 that there is a commutative diagram of chain complexes

\[
\begin{array}{ccc}
\tilde{\Omega}_\ast(Z) & \xrightarrow{i^1_\ast} & \tilde{\Omega}_\ast(Y_1) \\
| & | & | \\
\downarrow i^2_\ast & & \downarrow j^1_\ast \\
\tilde{\Omega}_\ast(Y_2) & \xrightarrow{j^2_\ast} & \tilde{\Omega}_\ast(X),
\end{array}
\]

(3.21)

in which all maps are inclusions. Hence the map \( \delta \) in (3.20) is a monomorphism. The map \( d \) is an epimorphism by the assumptions of the lemma. From commutativity of (3.21) we obtain that \( d \circ \delta = 0 \) in (3.17).

Now let \( d(a, b) = j^1_\ast(a) - j^2_\ast(b) = 0 \) in (3.17), where

\[
a \in \tilde{\Omega}_n(Y_1) \subset \mathcal{A}_n(Y_1), \quad b \in \tilde{\Omega}_n(Y_2) \subset \mathcal{A}_n(Y_2).
\]

By Lemma 3.23, there is an element \( x \in \mathcal{A}_n(Z) \) such that

\[
i^1_\ast(x) = a, \quad i^2_\ast(x) = b, \quad j^1_\ast \circ i^1_\ast(x) = j^2_\ast \circ i^2_\ast(x) \in \mathcal{A}_n(X).
\]

Since all maps in (3.16) are inclusions, we conclude that \( x \in \tilde{\Omega}_n(Y_1) \) and \( x \in \tilde{\Omega}_n(Y_2) \).

Hence \( \partial x \in \mathcal{A}_{n-1}(Y_1) \) and \( \partial x \in \mathcal{A}_{n-1}(Y_2) \), that is \( \partial x \in \mathcal{A}_{n-1}(Z) \). Hence \( x \in \tilde{\Omega}_n(Z) \) and lemma is proved.
Theorem 3.25. (Mayer-Vietoris exact sequence) Under the assumptions of Lemma 3.24 the square (3.14) induces a long exact sequence of homology groups:

$$\cdots \to \tilde{H}_n(Z) \xrightarrow{\delta} \tilde{H}_n(Y_1) \oplus \tilde{H}_n(Y_2) \xrightarrow{d} \tilde{H}_n(X) \xrightarrow{\partial} \tilde{H}_{n-1}(Z) \to \cdots,$$

where $\delta = (i_1^*, i_2^*)$, $d(a,b) = j_1^*(a) - j_2^*(b)$, and $\partial$ is a connecting homomorphisms.

Proof. Follows from Lemma 3.24 by the zig-zag lemma. \qed

Note that under the assumptions of Lemma 3.24 there is also the similar Mayer-Vietoris exact sequence of non-reduced homology groups.

Now we give yet one example in which the Mayer-Vietoris exact sequence exists.

Definition 3.26. Let $(Y_1, y_1)$ and $(Y_2, y_2)$ be based digraphs. The wedge sum (or bouquet)

$$X = Y_1 \lor Y_2$$

of these digraphs is a digraph $X$ with the set $V_X$ of vertices that is obtained from the disjoint union $V_{Y_1} \cup V_{Y_2}$ by identification of based vertices $y_1$ and $y_2$, and with the set of edges $E_X = E_{Y_1} \cup E_{Y_2}$. We shall denote by $*$ the vertex that is obtained by identification of $y_1$ and $y_2$.

Identifying $Y_i$ with the sub-digraph of $X$ and denoting $* = Z$, we have natural inclusions of digraphs as in commutative diagram (3.15).

Lemma 3.27. Let $X = Y_1 \lor_{y_1 \sim y_2} Y_2$ and $Z = * \subset X$. Then there is a short exact sequence of chain complexes (3.20) and hence the Mayer-Vietoris exact sequence as in Theorem 3.25.

Proof. We have the commutative square (3.21) in which all the maps are inclusions. Hence the map $\delta$ is a monomorphism and it follows from the commutativity that $d \circ \delta = 0$.

Let us show that $\ker d \subset \text{im} \delta$. If $\omega \in \ker d$ then $\omega = (a,b)$ where $a \in \tilde{\Omega}_*(Y_1)$, $b \in \tilde{\Omega}_*(Y_2)$ and $j_1^*(a) = j_2^*(b)$. However, the latter is possible only if $a$ and $b$ have dimensions 0 or −1. For these two cases the result follows directly from (3.21).

Finally, let us check that $d$ in (3.20) is an epimorphism. In the dimensions −1, 0, 1 this is evidently. If $p \geq 2$ and $\omega \in \tilde{\Omega}_*(X)$ then consider an elementary term $ce_{i_0, \ldots, i_p}$ of $\omega$ $(c \neq 0)$. We need only to show that all the vertices $i_0, \ldots, i_p$ lie either in $Y_1$ or in $Y_2$. Indeed, assume that this is not the case, that is, * is one of the vertices $i_1, \ldots, i_{p-1}$. The path $\partial (ce_{i_0, \ldots, i_p})$ contains the term $ce_{i_0, \ldots, i_p}$ that is not allowed. This term must be cancelled in $\partial \omega$ using another elementary term of $\omega$. However, the latter term should then be $-ce_{i_0, \ldots, i_p}$, which is not possible. \qed

Corollary 3.28. (Cf. [17, Th.4.17].) Under assumptions of Lemma 3.27 we have isomorphisms

$$\tilde{H}_n(Y_1 \lor Y_2, K) \cong \tilde{H}_n(Y_1, K) \oplus \tilde{H}_n(Y_2, K).$$

Proof. Follows from the Mayer-Vietoris exact sequence for $*, Y_1, Y_2, Y_1 \lor Y_2$ and the isomorphisms $\tilde{H}_i(*, K) = 0$ in Proposition 3.17. \qed

Now we give the path homology version of the excision axiom of Eilenberg-Steenrod.

Theorem 3.29. Let $X = (V_X, E_X)$ be a digraph in which there are two subsets $U_1, U_2$ of $V_X$ such that there are no outcoming arrows from $U_i$ to $V_X \setminus U_i$ for $i = 1, 2$. Denote
by $Y_i$ ($i = 1, 2$) the digraph that is obtained from $X$ by deleting all the vertices from $U_k$ with $k \neq i$ and all arrows adjoint to these vertices (see Fig. 3). Then the inclusion

$$j : (Y_1, Y_1 \cap Y_2) \to (X, Y_2)$$

induces an isomorphism of chain complexes

$$j_* : \Omega^*(Y_1) / \Omega^*(Y_1 \cap Y_2) \to \Omega^*(X) / \Omega^*(Y_2)$$

and, hence, an isomorphism of homology groups

$$j_* : H_n(Y_1, Y_1 \cap Y_2) \to H_n(X, Y_2).$$

**Figure 1.** Digraphs $X, Y_1, Y_2$.  

**Proof.** By Lemma 3.10 we have isomorphisms

$$\Omega_n(X) / \Omega_n(Y_2) \cong \Omega_n^{U_1}(X)$$

and

$$\Omega_n(Y_1) / \Omega_n(Y_1 \cap Y_2) \cong \Omega_n^{U_1}(Y_1).$$

The inclusion $j$ induces a morphism $j_*$ of chain complexes, so that we have the following commutative diagram:

$$
\begin{array}{ccc}
\Omega_n(X) / \Omega_n(Y_2) & \cong & \Omega_n^{U_1}(X) \\
\uparrow j_* & & \uparrow = \\
\Omega_n(Y_1) / \Omega_n(Y_1 \cap Y_2) & \cong & \Omega_n^{U_1}(Y_1). \\
\end{array}
$$

Here the homomorphism $\Omega_n^{U_1}(X) \to \Omega_n^{U_1}(Y_1)$ is induced by the inclusion and the fact that it is the identity follows from the hypothesis that there are no outcoming arrows from $U_2 = V_X \setminus V_{Y_1}$ to $V_{Y_1}$. Hence, $j_*$ is an isomorphism of chain complexes, which was to be proved.

Note that a similar result to Theorem 3.29 is true if we change in this theorem “outcoming arrows” to “incoming arrows”.

4. Homotopy Constructions: Cylinder, Cone and Suspension

In this section we give several new constructions of digraphs which are very helpful for developing path homology theory. In particular, we describe several transformations of digraphs that preserve homology groups.

**Definition 4.1.** For any digraph $X$ and any line digraph $I_n \in \mathcal{I}_n$ define a *direct cylinder of $X$* as the digraph

$$Cyl^d(X) = X \Box I_n, \quad I_n \in \mathcal{I}_n, n \geq 1.$$  

Note that there exist $2^n$ digraphs $X \Box I_n$ and hence, the cylinder is not unique.

It is easy to check that there is a strong deformation retraction $Cyl^d(X) \to X$ (see [16]), and hence we have a homotopy equivalence $Cyl^d(X) \simeq X$.

**Definition 4.2.** [16] A digraph map $h: I_n \to I_m$ is called a *shrinking* if $h(0) = 0$, $h(n) = m$, and $h(i) \leq h(j)$ whenever $i \leq j$.

Any shrinking map $h: I_n \to I_m$ is surjective and the preimage of any arrow of $I_m$ consists of exactly one arrow of $I_n$. Furthermore, we have necessarily $m \leq n$, and if $n = m$ then $h$ is a bijection.

Let $h: I_n \to I_m$ be a shrinking map. Then the cylinder $C_h$ and inverse cylinder $C_h^-$ of the map $h$ were defined in Definition 2.10. Define a *double cylinder* $C_{hh}$ of the map $h$ as the following digraph:

$$C_{hh} = C_h \cup C_h^-,$$

where

$$V_{C_{hh}} = V_{I_n} \cup V_{I_m}$$

and

$$E_{C_{hh}} = E_{I_n} \cup E_{I_m} \cup \{ i \to h(i) \mid i \in V_{I_n} \} \cup \{ i \leftarrow h(i) \mid i \in V_{I_m} \}.$$  

Fix a digraph $X = (V_X, E_X)$. We write $v \sim w$ if $v$ and $w$ are adjacent vertices of $X$. In order to define a *homotopy cylinder* of $X$ we need the following preliminary construction:

i) Choose a collection $C(V) = \{ I(v) \}_{v \in V}$ where each $I(v)$ is a line digraph from $\mathcal{I}_n(v)$ with $n(v) \geq 0$.

ii) For any pair $v \sim w$ we choose either a shrinking map $h_{v,w}: I(v) \to I(w)$ or a shrinking map $h_{w,v}: I(w) \to I(v)$.

iii) For any pair $v \sim w$ we define a digraph $C_{v\sim w}$ as follows. In the case $(v \to w) \in E_X, (w \to v) \notin E_X$ we set

$$C_{v\sim w} = \begin{cases} C_{h_{w,v}} & \text{if } h_{v,w} \text{ was chosen in ii),} \\ C_{h_{v,w}} & \text{if } h_{w,v} \text{ was chosen in ii).} \end{cases}$$

In the case $(v \to w) \in E_X, (w \to v) \in E_X$ set

$$C_{v\sim w} = \begin{cases} C_{h_{v,w}h_{v,w}} & \text{if } h_{v,w} \text{ was chosen in ii),} \\ C_{h_{w,v}h_{w,v}} & \text{if } h_{w,v} \text{ was chosen in ii).} \end{cases}$$

**Definition 4.3.** Assume that $X$ is a connected digraph and $E_X \neq \emptyset$. A *homotopy cylinder* $Cyl^h(X)$ of $X$ is a digraph that is given by the union

$$\bigcup_{v\sim w} C_{v\sim w},$$

where we identify the sub-digraphs $I(v)$ lying in various digraphs $C_{v\sim w}$ in a natural way.
By definition, we have natural inclusions
\[ i_v : I(v) \to \text{Cyl}^h(X) \quad \text{and} \quad j_{vw} : C_{v\sim w} \to \text{Cyl}^h(X), \]
for any vertex \( v \in V_X \) and for any pair \( v \sim w \).

Note that any direct cylinder \( \text{Cyl}^d(X) \) has a natural structure of homotopy cylinder.

For the next statements, we always assume that \( X \) is connected and \( E_X \neq \emptyset \).

**Proposition 4.4.** For a homotopy cylinder \( \text{Cyl}^h(X) \) there are natural inclusions
\[ i_0 : X \to \text{Cyl}^h(X) \quad \text{and} \quad i_1 : X \to \text{Cyl}^h(X) \]
and a retraction
\[ r : \text{Cyl}^h(X) \to X \]
such that \( r \circ i_0 = \text{Id}_X, \ r \circ i_1 = \text{Id}_X. \)

**Proof.** Define an inclusion \( i_0 : X \to \text{Cyl}^h(X) \) on the set of vertices by the composition
\[ v \xrightarrow{v \to 0} I(v) \xrightarrow{i_v} \text{Cyl}^h(X), \]
where the first map is the inclusion \( v \to 0 \in I(v) \). Define an inclusion \( i_1 : X \to \text{Cyl}^h(X) \) on the set of vertices by the composition
\[ v \xrightarrow{v \to n(v)} I(v) \xrightarrow{i_v} \text{Cyl}^h(X), \]
where the first map is the inclusion \( v \to n(v) \in I(v) \), where \( n(v) = |I(v)| \). Define the map \( r \) on the set of vertices by \( r(v, k) = v \) for \( v \in V_X, k \in V_I(v) \).

**Theorem 4.5.** The map \( r \) in Proposition 4.4 is a strong deformation retraction.

**Proof.** Denote by \( C \) the digraph \( \text{Cyl}^h(X) \). If all \( n(v) = 0 \) then there is nothing to prove. Consider a vertex \( v \in V_X \) with \( n(v) \geq 1 \). Then \( (v, n(v) - 1) \sim (v, n(v)) \) in \( C \).

Consider a set \( W \) of all vertices \( w \) of \( X \) that satisfy the following property: there is a sequence of vertices \( v = v_0, v_1, \ldots, v_s = w \) on \( X \) such that \( v_i \sim v_{i+1} \) in \( X \) for any \( i = 0, \ldots, s - 1 \), and
\[ (v_i, n(v_i)) \sim (v_{i+1}, n(v_{i+1})), \quad (v_i, n(v_i) - 1) \sim (v_{i+1}, n(v_{i+1}) - 1), \]
in \( C \). Define a digraph map \( \phi : C \to C \) on the set of vertices of \( C \) by
\[ \phi(u, k) = \begin{cases} (u, k - 1), & \text{for } (u, k) = (w, n(w)), \ w \in W \cup \{v\}, \\ (u, k), & \text{otherwise.} \end{cases} \]

The map \( \phi \) is a strong deformation retraction (see [16, Corollary 3.7]) of \( C \) to a subdigraph that is also a homotopical cylinder over \( X \) and that has \( |V_C| - |W| - 1 \) vertices. From now the result follows by induction using Proposition 2.8.

**Corollary 4.6.** For any finite digraph \( X \) and any homotopy cylinder digraph \( \text{Cyl}^h(X) \) we have an isomorphism
\[ \tilde{H}_*(X) \cong \tilde{H}_*\left( \text{Cyl}^h(X) \right). \]

**Proof.** Follows from Theorem 3.8.

Now we introduce a new definition of homotopy and prove that it is equivalent to our previous definition. As we shall see below this generalization is very natural.
Definition 4.7. Let $f, g : X \to Y$ be digraph maps. A digraph map $F : Cyl^h(X) \to Y$ is called a generalized homotopy of $f$ and $g$ if

$$F \circ i_0 = f, \quad F \circ i_1 = g,$$

where $i_0, i_1$ are the inclusions from Proposition 4.4. In this case the maps $f$ and $g$ are called generalized homotopic.

Theorem 4.8. Let $X$ be a finite digraph. Two digraph maps $f, g : X \to Y$ are generalized homotopic if and only if they are homotopic.

Proof. In one direction the statement is trivial since a homotopy provides evidently a generalized homotopy.

Now by Theorem 4.5 there is a strong deformation retraction

$$R : Cyl^h(X) \square I_n \to Cyl^h(X)$$

such that

$$R|_{Cyl^h(X) \square \{0\}} = \text{Id}, \quad R|_{Cyl^h(X) \square \{n\}} : Cyl^h(X) \square \{n\} \to i_0(X),$$

where the last map is the identity on $i_0(X)$, and as follows from the proof of Theorem 4.5 it maps isomorphically the sub-digraph $i_1(X)$ to $i_0(X)$ (for any vertex $v \in V_X$ we have $R(i_1(v)) = i_0(v)$).

Let $F$ be a generalized homotopy of $f$ and $g$. Consider a composition $\Psi$ of digraph maps

$$X \square I_n \cong \square \{0\} i_1(X) \square I_n \overset{R}{\to} Cyl^h(X) \overset{F}{\to} Y,$$

where $\Psi|_{X \square \{0\}} = F \circ i_1(X) = g$ and $\Psi|_{X \square \{n\}} = F \circ i_0(G) = f$. Clearly, $\Psi$ is a homotopy of $f, g$. \hfill \square

Corollary 4.9. Generalized homotopy digraph maps induce the same homomorphism of (reduced) path homology groups.

Definition 4.10. i) Define a homotopy cone $Cone^h(X)$ of a digraph $X$ as a digraph that is obtained from a homotopy cylinder $Cyl^h(X)$ by adding a new vertex $a$ and the set of arrows

$$\{(v, n(v)) \to a \mid \forall v \in V_X\}.$$

ii) Define an inverse homotopy cone $Cone^h(X)$ of a digraph $X$ as a digraph that is obtained from a homotopy cylinder $Cyl^h(X)$ by adding a new vertex $a$ and the set of arrows

$$\{(v, n(v)) \leftarrow a \mid \forall v \in V_X\}.$$

The vertex $a$ will be referred to as a vertex of the (inverse) homotopy cone.

Note, that the cone $Cone(X)$ and the inverse cone $Cone^-(X)$ of a digraph $X$ (see Definition 2.9) are particular cases of a homotopy cone and inverse homotopy cone, respectively. It follows directly from Definition 4.10, that there are natural inclusions $i : X \to Cone^h(X)$ and $i^- : X \to Cone^h(X)$ that are induced by the inclusion $i_0 : X \to Cyl^h(X)$. Using these inclusions we can consider the digraph $X$ as a sub-diagram of $Cone^h(X)$ and $Cone^h(X)$.

Theorem 4.11. Let $X$ be a digraph and let $Cone^h(X)$ be a homotopy cone with a vertex $\ast$. Then there are strong deformation retractions

$$r : Cone^h(X) \longrightarrow \ast, \quad r^- : Cone^h(X) \longrightarrow \ast,$$

and hence, in particular, $Cone^h(X) \simeq \ast \simeq Cone^h(X)$. 
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Proof. Similar to Theorem 4.5.

Definition 4.12. The homotopy suspension $S^h(X)$ of a digraph $X$ is a digraph defined as a union of two not necessarily equal digraphs of $\text{Cone}^h_1(X)$ and $\text{Cone}^h_2(X)$ that intersect in $X$:

$$S^h(X) = \text{Cone}^h_1(X) \bigcup_X \text{Cone}^h_2(X).$$

The inverse homotopy suspension $S^{h\sim}(X)$ of a digraph $X$ is a digraph defined as a union of two not necessarily equal digraphs of $\text{Cone}^{h\sim}_1(X)$ and $\text{Cone}^{h\sim}_2(X)$ that intersect in $X$:

$$S^{h\sim}(X) = \text{Cone}^{h\sim}_1(X) \bigcup_X \text{Cone}^{h\sim}_2(X).$$

Note that the suspension $S(X)$ and inverse suspension $S^{-}(X)$ of a digraph $X$ (see Definition 2.12) are particular cases of homotopy suspensions.

Now we would like to describe homology properties of homotopy suspensions.

Theorem 4.13. Let $X$ be a digraph. Then for any $n \geq 0$ there is an isomorphism $\tilde{H}_{n+1}(S(X)) \cong \tilde{H}_n(X)$.

Proof. By Definition 2.12 we have

$$S(X) = Y_1 \bigcup_X Y_2,$$

where $Y_i = \text{Cone}_{n_i}(X), i = 1, 2$ with distinct vertices $a_1, a_2$. Observe that any allowed elementary path $x$ on $S(X)$ lies in $Y_1$ or $Y_2$, so that the hypothesis of Lemma 3.23 is satisfied. Let us verify also the hypothesis (3.19) of Lemma 3.24, that is, any $\partial$-invariant path on $S(X)$ is a sum of $\partial$-invariant paths on $Y_1$ and $Y_2$. Clearly, any path $x \in A_n(S(X))$ can be represented in the form

$$x = w + w_1 + w_2,$$

where $w \in A_n(X), w_1 \in A_n^{(a_1)}(Y_1), w_2 \in A_n^{(a_2)}(Y_2)$ (in the notation of Lemma 3.10). Let now $x \in \Omega_n(S(X))$ so that $\partial x \in A_{n-1}(S(X))$. Since $\partial x = \partial w + \partial w_1 + \partial w_2$, arguing as in the proof of Lemma 3.10 we obtain that $\partial w \in A_{n-1}(X)$ and $\partial w_i = u_i + v_i$ where $u_i \in A_{n-1}(X)$ and $v_i \in A_{n-1}^{(a_i)}(Y_i)$. Consequently, $w \in \Omega_n(X), w_i \in \Omega_n(Y_i)$.

Hence, any $x \in \Omega_n(S(X))$ can be written in the form $x = (w + w_1) + w_2$ where

$$(w + w_1) \in \Omega_n(Y_1) \quad \text{and} \quad w_2 \in \Omega_n(Y_2).$$

By Lemma 3.24 we obtain the Mayer-Vietoris exact sequence of reduced homology groups

$$\cdots \to \tilde{H}_n(X) \to \tilde{H}_n(Y_1) \oplus \tilde{H}_n(Y_2) \to \tilde{H}_n(S(X)) \to \tilde{H}_{n-1}(X) \to \cdots.$$

The cone $Y_i$ is homotopy equivalent to a one-vertex digraph, hence all reduced homology groups of $Y_i$ are trivial. Now from the exact sequence we obtain the claim.

Theorem 4.14. For any finite digraph $X$ and for $n \geq 0$ there are isomorphisms

$$\tilde{H}_{n+1}(S^h(X)) \cong \tilde{H}_n(X),$$

where $S^h(X)$ is a homotopy suspension of the digraph $X$.

Proof. The proof is similar to Theorem 4.13.
5. Path homology theory and Eilenberg-Steenrod axioms

In this section we present an axiomatic approach to the definition of path homology theory on the category of digraph pairs. The situation here is very similar to the classical Eilenberg-Steenrod axioms of algebraic topology (see, for example, [27, §26]).

Denote by \( R \) a functor \( \mathcal{D}^2 \to \mathcal{D}^2 \) defined by the rule
\[
R(X,Y) = (Y, \emptyset) \quad \text{and} \quad R(f) = f|_Y \quad (f: (X,Y) \to (X',Y')).
\]
This functor evidently induces the functor \( \text{Ho} R : \text{Ho} \mathcal{D}^2 \to \text{Ho} \mathcal{D}^2 \) by the rule
\[
(\text{Ho} R)(X,Y) = (Y, \emptyset) \quad \text{and} \quad (\text{Ho} R)[f] = [f|_Y] \quad (f: (X,Y) \to (X',Y')),
\]
where \([f]\) denote the homotopy class of the map \( f \). Let \( \mathcal{A} \) be the category of abelian groups and homomorphisms of abelian groups.

**Definition 5.1.** A non-reduced homology theory on the category \( \text{Ho} \mathcal{D}^2 \) of digraph pairs and homotopy classes of digraph maps of pairs consists of the sequence of functors
\[
H_p : \text{Ho} \mathcal{D}^2 \to \mathcal{A} \quad \text{for} \quad p \in \mathbb{Z}
\]
and natural transformations
\[
\partial_n : H_n \longrightarrow H_{n-1} \circ R \quad \text{for} \quad p \in \mathbb{Z},
\]
such that the following axioms are satisfied.

i) **Exactness axiom:** for every pair \((X,Y) \in \text{Ho} \mathcal{D}^2\) the sequence
\[
\cdots \to H_{n+1}(X,Y) \xrightarrow{\partial_{n+1}(X,Y)} H_n(Y,\emptyset) \xrightarrow{H_n(i)} H_n(X,\emptyset) \xrightarrow{H_n(j)} H_n(X,Y) \xrightarrow{\partial_n(X,Y)} \cdots
\]
is exact, where
\[
i: (Y,\emptyset) \to (X,\emptyset), \quad j: (X,\emptyset) \to (X,Y)
\]
are the natural inclusions.

ii) **Excision axiom.** Consider two cases.
   (a) Let \( X \) be a digraph in which there are two sub-digraphs \( A_1 \) and \( A_2 \) such that there are no outcoming arrows from \( V_{A_i} \) to \( V_X \setminus V_{A_i} \) for \( i = 1, 2 \). Let \( Y_i(i = 1, 2) \) be obtained from \( X \) by deleting the digraph \( A_i \) and all incoming to \( V_{A_i} \) arrows starting from \( V_X \setminus V_{A_i} \). ("Outcoming arrows" can be replaced everywhere by "incoming arrows").
   (b) Let \( X = Y_1 \cup Y_2 \) and \( Y_1 \cap Y_2 = \ast \) is a one-vertex digraph.

In both cases \((a), (b)\) the inclusion
\[
j: (Y_1,Y_1 \cap Y_2) \to (X,Y_2)
\]
induces isomorphisms
\[
H_n(j) : H_n(Y_1,Y_1 \cap Y_2) \to H_n(X,Y_2), \quad n \in \mathbb{Z}.
\]

iii) **Additivity axiom:** if \( X = \bigcup_\alpha X_\alpha \) is the disjoint union of digraphs then
\[
H_n(X,\emptyset) = \bigoplus_\alpha H_n(X_\alpha,\emptyset).
\]

iv) **Dimension axiom:** for a one-vertex digraph \( \ast \) we have
\[
H_n(\ast,\emptyset) = \begin{cases} K, & n = 0, \\ 0, & n \neq 0, \end{cases}
\]
where \( K \) is fixed abelian group.

**Theorem 5.2.** There exists a homology theory that satisfies this system of axioms.

**Proof.** The proof follows from the results of Section 3. \( \square \)
Remark 5.3. The question remains, though, of what additional axioms are necessary to ensure that the path homology theory is a unique realization.

6. Examples

In this section we consider several examples which illustrate the difference between the path homology theory and the homology theory for topological or simplicial spaces.

Example 6.1. i) Let \( i : Y = \ast \cup \ast \subset X \) where \( X \) is the following digraph \( \ast \leftarrow \bullet \rightarrow \ast \). Then \( H_0(Y) = K \oplus K, H_0(X) = K \) and other homology groups of these digraphs are trivial. Hence \( H_1(X,Y) = K \) and \( H_1(Y) \cong H_1(Cone_i) \).

ii) Let \( i : Y = \ast \cup \ast \subset X \) where \( X \) is the following digraph \( \ast \rightarrow \bullet \leftarrow \ast \). Then \( H_0(Y) = K \oplus K, H_0(X) = K \) and other homology groups of these digraphs are trivial. Hence \( H_1(X,Y) = K \) and \( H_1(Cone_i) = 0 \).

Example 6.2. i) Consider a digraph \( X \)

\[
1 \rightarrow 2 \\
\downarrow \uparrow \\
3 \leftarrow 4. 
\]

Taking one point sub-digraphs \( A_1 = \{2\}, A_2 = \{3\} \) we can define sub-digraphs \( Y_1 \) and \( Y_2 \) and apply the excision axiom for computing \( H_p(X) \). We obtain that \( H_p(X) \cong K \) for \( p = 0, 1 \) and trivial for \( p \geq 2 \).

ii) Consider a digraph \( X \)

\[
1 \rightarrow 2 \\
\uparrow \downarrow \\
3 \leftarrow 4. 
\]

In this case we cannot cut \( X \) in two parts for applying the excision axiom. However, the homology groups of this digraph are the same as those in the previous example.
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