
Analysis on manifolds and volume growth

Alexander Grigor’yan

Contents

1. Setup 1
2. Parabolicity and recurrence 2
3. Stochastic completeness 3
4. Liouville properties 4
5. Bounded solutions of Schrödinger equations 5
6. Semilinear PDEs 6
7. Escape rate 6
8. Heat kernel lower bounds 9
9. Recurrence revisited 13
10. Heat kernel upper bounds 14
11. Biparabolic manifolds 15
References 18

1. Setup

Let M be a Riemannian manifold that is geodesically complete and non-compact.
Let d (x, y) denote the geodesic distance on M and μ be the Riemannian measure.
Consider geodesic balls

B (x, r) = {y ∈ M : d (x, y) < r} ,

that are necessarily precompact, and their volumes:

V (x, r) = μ (B (x, r)) .

In this survey we collect some old and new results relating the rate growth of V (x, r)
as r → ∞ to the properties of elliptic and parabolic PDEs on M.

Recall that the Laplace-Beltrami operator Δ on M is given in the local coordinates
x1, ..., xn as follows:

Δ =
1

√
det g

∂

∂xi

(√
det ggij ∂

∂xj

)

where g = (gij) is the Riemannian metric tensor and (gij) = (gij)
−1 . Equivalently, we

have Δ = div ◦∇ where ∇ is the Riemannian gradient and div – the corresponding
divergence.
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The heat kernel pt (x, y) of M is the minimal positive fundamental solution of the
heat equation

∂

∂t
u = Δu

on M × R+. It is known that the heat kernel exists on any manifold and is a smooth,
positive function of x, y ∈ M and t > 0 ([18]). For example, in Rn we have

pt (x, y) =
1

(4πt)n/2
exp

(

−
|x − y|2

4t

)

. (1.1)

The heat kernel satisfies the semigroup identity

pt+s (x, y) =

∫

M

pt (x, z) ps (z, y) dμ (z)

and, hence, can be used as a transition density for constructing a diffusion process on
M (see [17]). This diffusion process is called Brownian motion on M .

If M = Rn then one obtains in this way the classical Brownian motion in Rn with
the time scaled by the factor 2.

2. Parabolicity and recurrence

A function u ∈ C2 (M) is called superharmonic if Δu ≤ 0. A manifold M is called
parabolic if any positive superharmonic function on M is constant, and non-parabolic
otherwise.

For any compact set K ⊂ M define its capacity by

cap(K) = inf
ϕ∈C∞

0 (M), ϕ|K≡1

∫

M

|∇ϕ|2 dμ.

The following theorem gives equivalent characterizations of the parabolicity

Theorem 2.1. ([16, Thm. 5.1]) The following properties are equivalent:

• M is parabolic.
• Any bounded superharmonic function on M is constant.
• There exists no positive fundamental solution of −Δ on M .
• For all/some x, y ∈ M we have

∫ ∞

1

pt (x, y) dt = ∞. (2.1)

• For any compact set K ⊂ M , we have cap(K) = 0.
• Brownian motion on M is recurrent.

The Green function of Δ is defined by

g (x, y) =

∫ ∞

0

pt (x, y) dt.

The condition (2.1) is equivalent to the fact that g (x, y) ≡ ∞. If M is non-parabolic
then g (x, y) < ∞ for all x 6= y and, moreover, g (x, y) is the minimal positive funda-
mental solution of −Δ.

A celebrated theorem of Polya (1921) says that Brownian motion in Rn is recurrent
if and only if n ≤ 2. Indeed, one can see from the explicit formula (1.1) for the heat
kernel that the condition (2.1) holds if and only if n ≤ 2.
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Surprisingly enough, there exist rather good sufficient conditions for the recurrence
of Brownian motion in terms of the volume function. Let us fix a reference point x0

and set

V (r) = V (x0, r) .

Theorem 2.2. (Cheng-Yau [4]) If there exists a sequence rk → ∞ such that, for
some C > 0 and all k

V (rk) ≤ Cr2
k, (2.2)

then M is parabolic.

Theorem 2.3. ([8], [29], [37]) If
∫ ∞ rdr

V (r)
= ∞ (2.3)

then M is parabolic.

One can show that (2.2) implies (2.3) so that Theorem 2.2 follows from Theorem
2.3.

The condition (2.3) is sharp: if f (r) is a smooth convex function such that f ′ (r) > 0
and ∫ ∞ rdr

f (r)
< ∞,

then there is a non-parabolic manifold such that V (r) = f (r) for large r. On the
other hand, the condition (2.3) is not necessary for parabolicity: there exist parabolic
manifolds with arbitrarily large volume function V (r) as it follows from [16, Prop.
3.1].

3. Stochastic completeness

A manifold M is called stochastically complete if for all x ∈ M and t > 0
∫

M

pt (x, y) dμ (y) = 1.

Here are some equivalent characterizations of the stochastic completeness.

Theorem 3.1. ([16, Thm. 6.2]) The following conditions are equivalent.

• M is stochastically complete.
• For some/any λ > 0, any bounded solution u to Δu−λu = 0 on M is identical

zero.
• For some/any T ∈ (0,∞], the Cauchy problem

{
∂u
∂t

= Δu in M × (0, T )
u|t=0 = 0

(3.1)

has the only bounded solution u ≡ 0.
• The lifetime of Brownian motion on M is equal to ∞ almost surely.

The following theorem provides a volume test for stochastic completeness.

Theorem 3.2. ([9]) If ∫ ∞ rdr

log V (r)
= ∞ (3.2)

then M is stochastically complete.
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In particular, M is stochastically complete provided

V (r) ≤ exp
(
Cr2

)
(3.3)

or even if
V (rk) ≤ exp

(
Cr2

k

)
(3.4)

for a sequence rk → ∞. That (3.3) implies the stochastic completeness was also proved
by different methods also in [6], [30], [36].

The condition (3.2) is sharp: if f (r) is a smooth convex function such that f ′ (r) > 0
and ∫ ∞ rdr

f (r)
< ∞

then there exists a stochastically incomplete manifold with V (r) = exp (f (r)) . On
there other hand, there are stochastically complete manifolds with arbitrarily large
volume function as it follows from [16, Prop. 3.2].

4. Liouville properties

We say that M satisfies Lp-Liouville property if any harmonic function u ∈ Lp (M,μ)
is identically equal to a constant.

Theorem 4.1. ([38]) Any complete Riemannian manifold satisfies LP -Liouville
property for any 1 < p < ∞.

For p = 1 and p = ∞ this is not true: there are manifolds with non-trivial L1

harmonic functions (cf. [10]) as well as those with non-trivial L∞ harmonic functions:
for example, hyperbolic spaces Hn and connected sums Rn#Rn, n ≥ 3, – see [31].

Usually a volume information is not enough in order to decide whether L1- or L∞-
Liouville property holds as the latter are sensitive to existence of bottlenecks on the
manifold in question. However, analogous properties for superharmonic functions can
be derived from the volume growth. For L∞-superharmonic function that was Theorem
2.3, and a similar result for L1-superharmonic functions is stated in the next theorem.

Theorem 4.2. ([10]) Assume that
∫ ∞ rdr

log V (r)
= ∞. (4.1)

Then any positive superharmonic function u ∈ L1 (M,μ) is identical zero.

Proof. Indeed, (4.1) implies by Theorem 3.2 the stochastic completeness of M .
Hence, for the Green function g (x, y) we obtain
∫

M

g (x, y) dμ (y) =

∫

M

∫ ∞

0

pt (x, y) dt dμ (y) =

∫ ∞

0

∫

M

pt (x, y) dμ (y) dt =

∫ ∞

0

1 dt = ∞.

(4.2)
Fix some x ∈ M . Since the Green function g (x, ∙) is locally integrable, (4.2) implies
that g (x, ∙) 6∈ L1 (U c) where U c is the exterior of a neighborhood U of x. The the
maximum principle implies that any positive superharmonic function u is bounded
from below by const g (x, ∙) in U c, which implies that u 6∈ L1 (M) . �

Combining this argument with Theorem 3.1 we obtain that the L∞-Liouville prop-
erty for the equation Δu− λu = 0 (where λ > 0) implies the L1-Liouville property for
superharmonic functions. It may be interesting to investigate further relations between
different types of Liouville properties.
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However, the main open questions in this area are these.

Open Questions. Find optimal conditions in geometric terms for

(a) L1-Liouville property for harmonic functions;
(b) L∞-Liouville property for harmonic functions.

5. Bounded solutions of Schrödinger equations

Let Q (x) be a nonnegative continuous function on M , Q 6≡ 0. Consider the equation

Δu − Qu = 0 (5.1)

and ask if (5.1) has a non-trivial (≡non-zero) bounded solution, that is, if L∞-Liouville
property holds for (5.1).

In the case Q = const the L∞-Liouville property for (5.1) is equivalent to the
stochastic completeness of M . If Q is compactly supported then one can show that the
L∞-Liouville property for (5.1) is equivalent to the parabolicity of M .

In general, one can prove that (5.1) has a non-trivial bounded solution if and only
if it has a positive solution.

Set |x| = d (x, x0) and denote

q (r) = inf
|x|=r

Q (x) and F (r) =

∫ r/2

0

√
q (t)dt.

Theorem 5.1. ([11]) If there is a sequence rk → ∞ such that for some C > 0 and
all k

V (rk) ≤ Cr2
k exp

(
CF (rk)

2) (5.2)

then (5.1) has no bounded solution except for u ≡ 0.

Example 5.2. Let Q ≡ 1.Then we have q ≡ 1, F (r) = r/2, and (5.2) becomes
V (rk) ≤ exp (Cr2

k) , which coincides with the condition (3.4) for the stochastic com-
pleteness.

Example 5.3. Let Q have a compact support. Since q (r) = 0 for large enough
r, we obtain that F (r) = const for large r, and (5.2) becomes V (rl) ≤ Cr2

k, which
coincides with the sufficient condition (2.2) for the parabolicity.

Example 5.4. Assume that, for all large |x| and some c > 0,

Q (x) ≥
c

|x|2 log |x|
.

Then

F (r) ≥
∫ r/2

2

c

t
√

log t
dt '

√
log r

so that (5.2) is satisfied provided

V (r) ≤ CrN

for some C,N > 0 and all large r. Hence, in this case (5.1) has no bounded solution
except for zero. For example, this is the case for M = Rn.

On the other hand, if in Rn

Q (x) ≤
C

|x|2 log1+ε |x|

then (5.1) has a positive bounded solution in Rn.
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6. Semilinear PDEs

Consider on M the inequality

Δu + uσ ≤ 0 (6.1)

and ask if it has a non-negative solution u on M except for u ≡ 0. Here σ > 1 is a given
parameter. Note that any non-negative solution of (6.1) is superharmonic. Hence, if M
is parabolic then u must be identical zero. In particular, this is the case if V (r) ≤ Cr2.

Otherwise (6.1) may have positive solutions. For example, in Rn with n > 2 the
inequality (6.1) has a positive solution if and only if σ > n

n−2
(cf. [33]).

Theorem 6.1. ([25]) Assume that, for all large r,

V (r) ≤ Crp logq r, (6.2)

where

p =
2σ

σ − 1
and q =

1

σ − 1
. (6.3)

Then any nonnegative solution of (6.1) is identical zero.

The values of the exponents p and q in (6.3) are sharp: if either p > 2σ
σ−1

or

p = 2σ
σ−1

and q > 1
σ−1

then there is a manifold satisfying (6.2) where the inequality
(6.1) has a positive solution.

Theorem 6.1 can be equivalently reformulated as follows: if, for some α > 2

V (r) ≤ Crα log
α−2

2 r, (6.4)

then, for any σ ≤ α
α−2

, any nonnegative solution of (6.1) is identical zero. In this form
it contains the aforementioned result for Rn as in Rn (6.4) is satisfied with α = n.

Conjecture. ([26]) If ∫ ∞ r2σ−1dr

V (r)σ−1 = ∞ (6.5)

then any nonnegative solution of (6.1) is identical zero.

In particular, the function (6.4) satisfies (6.5) with σ = α
α−2

.
Similar results for a more general inequality Δu + Quσ ≤ 0 with Q (x) ≥ 0 were

obtained in [34]. In the view of results of Section 5, it may be interesting to investigate
the question of existence of positive solutions for a semilinear equation Δu−Quσ = 0.

Analogous problems for semilinear heat equation were addressed in [35].

7. Escape rate

Let {Xt}t≥0 be Brownian motion on M . An increasing positive function R(t) of
t ∈ R+ is called an upper rate function for Brownian motion if we have |Xt| < R (t)
for all t large enough with probability 1. Similarly, an increasing positive function
r (t) is called a lower rate function if we have |Xt| > r (t) for all t large enough with
probability 1.

Hence, for large enough t, Xt is contained in the annulus B (x0, R (t))\B (x0, r (t))
almost surely, as on Fig. 1.

Note that an upper rate function may exist only on stochastically complete mani-
folds, and a lower rate function may exist only on non-parabolic manifolds.

For example, in Rn the following function

R (t) =
√

(4 + ε) t log log t
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Figure 1. Upper and lower rate functions R (t) and r (t)

is an upper rate function for any ε > 0 as it follows from Khinchin’s law of iterated
log. By the theorem of Dvoretzky-Erdös, if r (t) /

√
t is decreasing then r (t) is a lower

rate function in Rn, n > 2, if and only if
∫ ∞(r(t)

√
t

)n−2
dt

t
< ∞ (7.1)

(cf. [7]). Here is an example of such a function:

r (t) =
C
√

t

log
1+ε
n−2 t

.

Theorem 7.1. ([21], [15]) Assume that, for all r large enough,

V (r) ≤ CrN , (7.2)

with some N,C > 0. Then the following function is an upper rate function:

R(t) =
√

2Nt log t. (7.3)

Under assumption (7.2), the upper rate function (7.3) is almost optimal (cf. [22]).
A similar result holds for simple random walks on graphs: it was proved by Hardy

and Littlewood in 1914 for Z and in [3] for arbitrary graphs.
To state the next result, we need the notion of an isoperimetric inequality. We say

that a manifold M satisfies the isoperimetric inequality if there exists c > 0 such that
for any bounded domain Ω ⊂ M with smooth boundary,

σ (∂Ω) ≥ cμ (Ω)
n−1

n , (7.4)

where n = dim M and σ is the (n − 1)-dimensional Riemannian measure on the hy-
persurface ∂Ω. For example, (7.4) holds in Rn and, more generally, on any Cartan-
Hadamard manifold that is a complete non-compact simply connected manifold with
non-positive sectional curvature (cf. [27]). It is easy to see that (7.4) implies that

V (x, r) ≥ c′rn

for some c′ > 0 and all r > 0.
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Theorem 7.2. ([20]) Assume that M satisfies the isoperimetric inequality (7.4)
and that ∫ ∞ rdr

log V (r)
= ∞. (7.5)

Define a function ϕ (t) as follows:

t =

∫ ϕ(t)

r0

rdr

log V (r)
.

Then R (t) = ϕ (Ct) is an upper rate function.

Example 7.3. If V (r) = CrN then

t '
ϕ2 (t)

log ϕ (t)

whence R (t) ' ϕ (t) '
√

t log t that matches (7.3).

Example 7.4. If V (r) = exp (rα) where 0 < α < 2 then

t ' ϕ (t)2−α

whence R (t) = Ct
1

2−α .

Example 7.5. If V (r) = exp (r2) then

t ' log ϕ (t)

whence R (t) = exp (Ct) .

The next result holds on any complete Riemannian manifold without assumption
about an isoperimetric inequality.

Theorem 7.6. ([28]) On any complete manifold M, satisfying (7.5), define function
ϕ (t) as follows:

t =

∫ ϕ(t)

r0

rdr

log V (r) + log log r
.

Then R (t) = Cϕ (Ct) is an upper rate function.

Example 7.7. Let V (r) ≤ C log r. Then

t '
ϕ2 (t)

log log ϕ (t)

and we obtain an upper rate function

R (t) = C
√

t log log t.

To state the next results about the lower rate function, we need the notion of a
Faber-Krahn inequality. For any precompact domain Ω ⊂ M , set

λmin (Ω) = inf
f∈C∞

0 (M)\{0}

∫
|∇f |2 dμ
∫

f 2dμ
.

In fact, λmin (Ω) is the minimal eigenvalue of the Laplace operator in Ω with the
Dirichlet boundary value on ∂Ω. By the theorem of Faber and Krahn, for Ω ⊂ Rn we
have

λmin (Ω) ≥ cnμ (Ω)−2/n (7.6)

where cn > 0 and the equality is attained if Ω is a ball.
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We say that a manifold M satisfies a relative Faber-Krahn inequality if there exist
c, ν > 0 such that, for any ball B (x, r) and any open set Ω ⊂ B (x, r) ,

λmin (Ω) ≥
c

r2

(
μ (B (x, r))

μ (Ω)

)ν

. (7.7)

As it follows from (7.6), in Rn the relative Faber-Krahn inequality (7.7) holds with

ν = 2/n and c = cnv
−2/n
n where vn is the volume of the unit ball in Rn.

More generally, the relative Faber-Krahn inequality holds on any complete manifold
with non-negative Ricci curvature (see [12]).

Theorem 7.8. ([16]) If M satisfies the relative Faber-Krahn inequality then M is
non-parabolic if and only if ∫ ∞ rdr

V (r)
< ∞ (7.8)

Proof. The necessity of (7.8) follows from Theorem 2.3, the sufficiency follows
from the upper bound

pt (x, x) ≤
C

V
(
x,
√

t
)

that holds under the relative Faber-Krahn inequality by [13]. �

Theorem 7.9. ([15]) Assume that a relative Faber-Krahn inequality holds on M .
Assume also that (7.8) is satisfied so that M is non-parabolic. Denote

γ(r) :=

(∫ ∞

r

sds

V (s)

)−1

. (7.9)

Let r(t) be an increasing positive function on (0,∞) such that
∫ ∞ γ(r(t))

V (
√

t)
dt < ∞. (7.10)

Then r(t) is a lower rate function for Brownian motion on M .

Example 7.10. Let V (x, r) ' rN for all large r and some N > 2. We obtain from
(7.9) γ(t) ' tN−2, and (7.10) amounts to

∫ ∞ rN−2(t)dt

tN/2
< ∞ ,

which coincides with the Dvoretzky–Erdös condition (7.1).

8. Heat kernel lower bounds

Here we show some results on pointwise lower bounds of the heat kernel that use
only the volume function. Recall that x0 is a fixed point of M and V (r) = V (x0, r) .

Theorem 8.1. ([5]) Assume that, for all r ≥ r0 > 0,

V (r) ≤ Crα, (8.1)

for some C, α > 0. Then, for all large enough t,

pt(x0, x0) ≥
1/4

V (
√

Kt log t)
, (8.2)
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where K = K (x0, r0, C, α) > 0. Consequently, for some c > 0,

pt (x0, x0) ≥
c

(t log t)α/2
. (8.3)

If M has non-negative Ricci curvature then by the theorem of Li-Yau [32] the heat
kernel satisfies on the diagonal the following two-sided estimate

pt (x, x) '
1

V (x,
√

t)
(8.4)

for all x ∈ M and t > 0. Hence, the lower bound (8.3) differs from the best possible
estimate (8.4) by the log-factor. However, under the hypothesis (8.1) alone, the lower
bound (8.2) is optimal and cannot be essentially improved (cf. [22]).

Theorem 8.2. ([5]) Assume that the function V (r) is doubling, that is,

V (2r) ≤ CV (r) ,

and that, for all t > 0,

pt (x0, x0) ≤
C

V
(√

t
) .

Then, for all t > 0,

pt (x0, x0) ≥
c

V
(√

t
) .

Let Ω be an end of M , that is, an open connected proper subset of M such that Ω
is non-compact but ∂Ω is compact. Moreover, assume that ∂Ω is smooth hypersurface.
Set also

BΩ (x, r) = B (x, r) ∩ Ω and VΩ (x, r) = μ (BΩ (x, r)) .

We consider the closure Ω as a manifold with boundary ∂Ω and apply to this man-
ifold the notion of parabolicity. We say that a function u ∈ C2(Ω) is superharmonic
if Δu ≤ 0 in Ω and ∂u

∂ν
|∂Ω ≥ 0 where ν is the exterior unit normal vector field on ∂Ω.

Then Ω is called parabolic if every positive superharmonic function in Ω is constant.
Brownian motion in Ω can be constructed by using the heat kernel in Ω with the Neu-
mann boundary condition, or, equivalently, from Brownian motion in M by imposing
reflecting conditions on ∂Ω. Similarly one handles other notions used in Section 2 so
that Theorems 2.1, 2.2 and 2.3 remain true also for Ω in place of M (see [8], [16,
Section 5]).

In the same way one extends to Ω the definition of stochastic completeness, which
is equivalent to the fact that the lifetime of the reflected Brownian motion in Ω is equal
to ∞. All the results of Section 8.83 remain true for Ω in place of M as well.

The following theorem is new.

Theorem 8.3. Let Ω be an end of M that satisfies the following two assumptions:

• there exists x0 ∈ Ω, C > 0 and N > 2 such that

VΩ (x0, r) ≤ CrN (8.5)

for all large enough r.
• Ω is non-parabolic.

Then, for any x ∈ M , there exist tx > 0 and cx > 0 such that

pt (x, x) ≥
cx

(t log t)N/2
for all t ≥ tx. (8.6)
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Conjecture. If (8.5) is satisfied with N ≤ 2 (and, hence, Ω is parabolic) then, for all
x ∈ M and t ≥ tx,

pt (x, x) ≥
cx

tα

with some α > 0. It is expected that if N < 2 then α = 4−N
2

, whereas for N = 2 the
value α can be taken arbitrarily close to 2 (cf. [24, Example 6.11]).

Proof. Consider in Ω all functions v ∈ C2 (Ω) ∩ C(Ω) that satisfy the following
conditions

• v is harmonic in Ω
• 0 ≤ v ≤ 1 in Ω
• v = 0 on ∂Ω.

Denote by vΩ the maximal function that satisfies all these conditions – it exists as
the supremum of all such v. This function is called a subharmonic potential of Ω (see
[16, Def. 4.2]). In fact, vΩ (x) is equal to the probability of the event that Brownian
motion started at x ∈ Ω never hits ∂Ω.

For example, if Ω is the exterior of the unit ball in Rn then Ω is non-parabolic
provided n > 2 and vΩ (x) = 1 − |x|2−n (cf. [18, Exercise 8.15]).

The set Ω is called massive if vΩ > 0 in Ω. The set Ω can be regarded as the exterior
of a compact set ∂Ω on the manifold Ω. By [16, Corollary 4.6], Ω is massive provided
Ω is non-parabolic, which is the case now. Hence, we have vΩ > 0 in Ω.

Let pΩ
t (x, y) denote the heat kernel in Ω with the Dirichlet boundary condition on

∂Ω. It follows from [23, Rem. 2.1] that if M is stochastically complete then, for all
x ∈ Ω, ∫

Ω

pΩ
t (x, y) dμ (y) ↘ vΩ (x) as t → ∞. (8.7)

We apply this result with Ω in place of M considering Ω is an open subset of Ω. By
Theorem 3.2 and (8.5), Ω is stochastically complete so that (8.7) is satisfied.

The rest of the argument is a modification of that in [5] and [18, Thm. 16.5]. We
have, for all t > 0, x, y ∈ Ω and r > 0

pΩ
2t (x, x) =

∫

Ω

pΩ
t (x, y)2 dμ(y) ≥

∫

BΩ(x,r)

pΩ
t (x, y)2 dμ(y)

≥
1

VΩ (x, r)

(∫

BΩ(x,r)

pΩ
t (x, y) dμ(y)

)2

=
1

VΩ (x, r)

(∫

Ω

pΩ
t (x, y) dμ(y) −

∫

Ω\BΩ(x,r)

pΩ
t (x, y) dμ(y)

)2

. (8.8)

Recall that ∫

Ω

pΩ
t (x, y) dμ(y) ≥ vΩ (x) .

If r is chosen so large that
∫

Ω\BΩ(x,r)

pΩ
t (x, y) dμ(y) ≤

1

2
vΩ (x) , (8.9)

then it follows from (8.8) that

pΩ
2t (x, x) ≥

v2
Ω (x)

4VΩ (x, r)
. (8.10)



12 ALEXANDER GRIGOR’YAN

Let us specify r = r (t) that satisfies (8.9). Using pΩ
t ≤ pt, we obtain

∫

Ω\BΩ(x,r)

pΩ
t (x, y) dμ(y) ≤

∫

Ω\BΩ(x,r)

pt (x, y) e
d2(x,y)

8t e−
d2(x,y)

8t dμ(y)

≤

(∫

M

p2
t (x, y) e

d2(x,y)
4t dμ(y)

)1/2

×

(∫

Ω\BΩ(x,r)

e−
d2(x,y)

4t dμ(y)

)1/2

. (8.11)

Next use the fact that, on any manifold M , the function

E (x, t) :=

∫

M

p2
t (x, y) e

d2(x,y)
4t dμ(y)

is finite and monotone decreasing in t ([13], [18, Thm. 12.1 and Cor. 15.9]). Hence,
assuming t ≥ 1, we obtain

∫

M

p2
t (x, y) e

d2(x,y)
4t dμ(y) ≤ E (x, 1) =: E (x) .

The integral in (8.11) can be estimated as follows:
∫

Ω\BΩ(x,r)

e−
d2(x,y)

4t dμ(y) =
∞∑

k=0

∫

BΩ(x,2k+1r)\BΩ(x,2kr)
e−

d2(x,y)
4t dμ(y)

≤
∞∑

k=0

exp

(

−

(
2kr
)2

4t

)

VΩ

(
x, 2k+1r

)
.

The hypothesis (8.5) implies that, for R > 1,

VΩ (x,R) ≤ CxR
N (8.12)

with a constant Cx depending on x. Hence, we obtain, for r > 1 and t > 1,
∫

Ω\BΩ(x,r)

e−
d2(x,y)

4t dμ(y) ≤
∞∑

k=0

Cx exp

(

−
4kr2

4t

)
(
2k+1r

)N
.

Assume now that
r2

4t
≥ 1. (8.13)

Observing that

exp

(

−
4kr2

4t

)
(
2k+1r

)N
= 2N tN/2 exp

(

−
4kr2

4t

)(
4kr2

t

)N/2

≤ const tN/2 exp

(

−
4kr2

8t

)

and summing up the geometric series, we obtain
∫

Ω\BΩ(x,r)

e−
d2(x,y)

4t dμ(y) ≤ Cxt
N
2 exp

(

−
r2

8t

)

.

It follows that
∫

Ω\BΩ(x,r)

pΩ
t (x, y) dμ(y) ≤

(

E (x) Cxt
N
2 exp

(

−
r2

8t

))1/2

.
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Hence, to ensure (8.9) it suffices to have

(

E (x) Cxt
N
2 exp

(

−
r2

8t

))1/2

≤
1

2
vΩ (x) .

that is,

r2

8t
≥ ln

4E (x) Cx

vΩ (x)2 +
N

2
ln t.

If t ≥ tx where tx is large enough, then this inequality is satisfied provided

r2

8t
= N ln t,

that is, for

r =
√

8Nt ln t. (8.14)

For this r we clearly have also (8.13). Consequently, we obtain (8.9) and, hence, (8.10).
Substituting (8.12) and (8.14) into (8.9), we obtain

pΩ
2t (x, x) ≥

v2
Ω (x)

4Cx (8Nt ln t)N/2
,

which yields

pΩ
t (x, x) ≥

cx

(t log t)N/2
for all t ≥ tx. (8.15)

Since pt (x, y) ≥ pΩ
t (x, y) we obtain (8.6) for all x ∈ Ω. Finally, by means of a local

Harnack inequality, (8.6) extends to all x ∈ M . �

9. Recurrence revisited

For any α ∈ (0, 2), the operator (−Δ)α/2 is the generator of a jump process on M
that is called the α-process. It is a natural generalization of the symmetric stable Levy
process of index α in Rd. By a general semigroup theory, the Green function g(α)(x, y)

of (−Δ)α/2 is given by

g(α)(x, y) =

∫ ∞

0

tα/2−1pt(x, y)dt,

and the recurrence of the α-process is equivalent to g(α) ≡ ∞, that is, to
∫ ∞

tα/2−1pt(x, x)dt = ∞. (9.1)

Theorem 9.1. ([16, Thm. 16.2]) If for all large enough r

V (r) ≤ Crα, (9.2)

then the α-process is recurrent.

Proof. Indeed, by Theorem 8.1 we have

pt(x0, x0) ≥
c

tα/2 logα/2 t
.

Substituting into (9.1) we see that the integral diverges. �
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10. Heat kernel upper bounds

We say that a manifold M has bounded geometry if there exists ε > 0 such that all
balls B (x, ε) are uniformly quasi-isometric to a Euclidean ball Bε of radius ε; that is,
there is a constant C and, for any x ∈ M , a diffeomorphism ϕx : B (x, ε) → Bε such
that ϕx changes the Riemannian metric at most by the factor C

In particular, M has bounded geometry if its injectivity radius is positive and the
Ricci curvature is bounded from below.

Theorem 10.1. ([2]) Let M be a manifold of bounded geometry. Assume that, for
all x ∈ M and r ≥ r0 > 0,

V (x, r) ≥ crN , (10.1)

where c > 0. Then, for all x ∈ M and large enough t,

pt(x, x) ≤ Ct−
N

N+1 . (10.2)

For any N ≥ 1, there exists an example of a manifold with V (x, r) ' rN and

pt (x, x) ' t−
N

N+1 ,

for all x ∈ M and t ≥ 1. Indeed, take any fractal graph where the volume function is
of the order rα and the on-diagonal decay of the heat kernel is of the order t−α/β. It is
known that such a graph exists for any couple α, β satisfying

2 ≤ β ≤ α + 1

(see [1]). Choose α = N and β = N + 1 and then inflate the graph into a manifold.
One of such graphs, the Vicsek tree, is shown on Fig. 2.

Figure 2. Vicsek tree

For this fractal we have

α =
log 5

log 3
and β = α + 1 =

log 15

log 3
.

It is possible to prove that on any manifold of bounded geometry there exists c > 0
such that

V (x, r) ≥ cr,
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for all x ∈ M and large enough r, that is, (10.1) holds with N = 1 (this follows, for
example, from [14, Theorem 2.1]). Hence, on any manifold of bounded geometry we
have

pt (x, x) ≤
C
√

t
,

for all x ∈ M and large enough t. Note for comparison that, for a cylinder M = K ×R
where K is a compact manifold, we have

V (x, r) ' r and pt (x, x) ' t−1/2

for all x ∈ M and large enough r, t.

11. Biparabolic manifolds

A function u ∈ C4(M) is called bi-superharmonic if Δu ≤ 0 and Δ2u ≥ 0.
For example, let M be nonparabolic and consider the Green operator

Gf =

∫ ∞

0

g (x, y) f (y) dμ (y) ,

where g (x, y) the Green function. If f is non-negative and superharmonic then the
function u = Gf is bi-superharmonic provided it is finite.

Here is another example of bi-superharmonic functions in a precompact domain
Ω ⊂ M . Let τΩ be the first exit time from Ω of Brownian motion Xt. If f is a
non-negative continuous function on ∂Ω then the function

u (x) = Ex (τΩf (XτΩ
))

solves the following boundary value problem





Δ2u = 0 in Ω
Δu|∂Ω = −f,
u|∂Ω = 0,

and, hence, is bi-superharmonic in Ω.
A manifold M is called biparabolic, if any positive bi-superharmonic function on M

is harmonic, that is Δu = 0.
Note that the notion of parabolicity also admits a similar equivalent definition: M

is parabolic if and only if any positive superharmonic function on M is harmonic.
One can show that Rn is biparabolic if and only if n ≤ 4. For example, if n > 4

then u (x) = |x|−(n−4) is bi-superharmonic but not harmonic.

Theorem 11.1. ([19]) If for all large enough r

V (r) ≤ C
r4

log r
(11.1)

then M is biparabolic.

The condition (11.1) is not far from optimal in the following sense: for any β > 1
there exists a manifold M with

V (r) ≤ C r4 logβ r

that is not biparabolic.
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Conjecture. If

V (r) ≤ Cr4 log r or even

∫ ∞ r3dr

V (r)
= ∞,

then M is biparabolic.

Recall that M is parabolic if and only if G ≡ ∞ that is, Gf ≡ ∞ for any non-zero
f ≥ 0. For the proof of Theorem 11.1 we use the following lemma.

Lemma 11.2. The following conditions are equivalent:
(i) M is biparabolic.
(ii) G2 ≡ ∞ (that is, G2f ≡ ∞ for any non-zero functions f ≥ 0)

Proof of Theorem 11.1. Assuming (11.1), we prove that G2f ≡ ∞ for any
non-negative non-zero function f . It is easy to compute that

G2f (x) =

∫ ∞

0

tPtf (x) dt =

∫ ∞

0

∫

M

tpt(x, y)f(y)dμ(y)dt.

Fix an arbitrary x ∈ M and choose R > 0 so big that the ball B(x0, R) contains both
supp f and x. By the local Harnack inequality, we have, for all x, y ∈ B (x0, R) and
t > 2R2

pt (x, y) ≥ cpt−R2 (x0, x0) ≥ cpt (x0, x0) ,

where c = c (x0, R) > 0. Hence, we obtain, for large enough t0,

G2f(x) ≥
∫ ∞

t0

∫

B(x0,R)

tpt(x, y)f(y)dμ(y)dt ≥ c||f ||L1

∫ ∞

t0

tpt(x0, x0)dt.

By Theorem 8.1, we have, for large t,

pt (x0, x0) ≥
1/4

V
(√

Kt log t
) ≥

c

v
(√

t log t
) ,

where

v(r) :=
r4

log r
.

For large t we have

v(
√

t log t) ' t2 log t,

whence ∫ ∞

t0

tpt(x0, x0)dt ≥ c

∫ ∞

t0

tdt

v
(√

t log t
) '

∫ ∞

t0

dt

t log t
= ∞.

We conclude that G2f (x) = ∞, which was to be proved. �

Now let us construct for any β > 1 an example of a manifold M that is not
biparabolic and satisfies

V (r) ≤ Cr4 logβ r.

Fix n ≥ 2 and consider a smooth manifold M = R× Sn−1, where any point x ∈ M is
represented in the polar form as (r, θ) where r ∈ R and θ ∈ Sn−1.

Define the Riemannian metric g on M by

g = dr2 + ψ2(r)dθ2, (11.2)

where dθ2 is the standard Riemannian metric on Sn−1 and ψ(r) is a smooth positive
function on R. Define the area function S (r), r ∈ R, by

S (r) = ωnψ (r)n−1 ,
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where ωn is the volume of Sn−1. We choose S (r) as follows:

S(r) =

{
e−rα

, r > 2,
|r|3 logβ |r|, r < −2,

(11.3)

where α, β are arbitrary real numbers such that

α > 2 and β > 1. (11.4)

The manifold M looks as on Fig. 3.

Figure 3. Manifold M with two ends

Proposition 11.3. Under the hypotheses (11.3) and (11.4), the manifold M is not
biparabolic, and the volume growth function of M satisfies

V (r) ≤ Cr4 logβ r. (11.5)

Proof. Fix a reference point x0 = (0, 0) . The volume estimate (11.5) follows from

V (r) '
∫ r

−r

S (t) dt.

In order to prove that M is not biparabolic, it suffices to construct a positive harmonic
function h on M such that the function u := Gh is finite at least at one point. Indeed,
in this case we have u ∈ C∞(M) and Δu = −h. Hence, Δu < 0 and Δ2u = Δh = 0 so
that u is bi-superharmonic, but not harmonic; hence, M is not biparabolic.

Choose h as follows:

h(r) =

∫ r

−∞

dt

S(t)
. (11.6)

It is finite by (11.3) and harmonic on M because it depends only on r and

Δh =
∂2h

∂r2
+

S ′ (r)

S (r)

∂h

∂r
=

1

S (r)

∂

∂r

(

S (r)
∂h

∂r

)

= 0.

Then one proves that, for any x = (r, θ) ,

g (x0, x) '

{
h (r) , if r < −2,
1, if r > 2.
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We have

Gh(x0) =

∫

M

g(x0, x)h(x)dμ(x) ' 1 +

∫ −2

−∞
h2(r)S(r)dr +

∫ ∞

2

h(r)S(r)dr.

For r < −2 we have

S (r) = |r|3 logβ |r| and h (r) '
∫ r

−∞

dt

|t|3 logβ |t|
'

1

|r|2 logβ |r|
.

Since β > 1, we obtain
∫ −2

−∞
h2 (r) S (r) dr '

∫ −2

−∞

1

|r| logβ |r|
dr < ∞.

For r > 2

S (r) = e−rα

and h (r) '
∫ r

0

etαdt '
erα

rα−1
.

Since α > 2, we have
∫ +∞

2

h (r) S (r) dr '
∫ ∞

2

dr

rα−1
< ∞.

Hence, Gh (x0) < ∞, which was to be proved. �
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Revista Matemática Iberoamericana, 40 (2004) 1-31.

[2] Barlow M.T., Coulhon T., Grigor’yan A., Manifolds and graphs with slow heat kernel decay, Invent.
Math., 144 (2001) 609-649.

[3] Barlow M.T., Perkins E.A., Symmetric Markov chains in Zd: how fast can they move?, Probab.
Th. Rel. Fields, 82 (1989) 95–108.

[4] Cheng S.Y., Yau S.-T., Differential equations on Riemannian manifolds and their geometric ap-
plications, Comm. Pure Appl. Math., 28 (1975) 333-354.

[5] Coulhon T., Grigor’yan A., On-diagonal lower bounds for heat kernels and Markov chains, Duke
Math. J., 89 (1997) no.1, 133-199.

[6] Davies E.B., Heat kernel bounds, conservation of probability and the Feller property, J. d’Analyse
Math., 58 (1992) 99-119.

[7] Dvoretzky A., Erdös P., Some problems on random walk in space, Proc. Second Berkeley Sympo-
sium on Math. Stat. and Probability, University of California Press, 1951. 353-368.

[8] Grigor’yan A., On the existence of positive fundamental solution of the Laplace equation on Rie-
mannian manifolds, (in Russian) Matem. Sbornik, 128 (1985) no.3, 354-363. Engl. transl.: Math.
USSR Sb., 56 (1987) 349-358.

[9] Grigor’yan A., On stochastically complete manifolds, (in Russian) DAN SSSR, 290 (1986) no.3,
534-537. Engl. transl.: Soviet Math. Dokl., 34 (1987) no.2, 310-313.

[10] Grigor’yan A., Stochastically complete manifolds and summable harmonic functions, (in Russian)
Izv. AN SSSR, ser. matem., 52 (1988) no.5, 1102-1108. Engl. transl.: Math. USSR Izvestiya, 33
(1989) no.2, 425-432.

[11] Grigor’yan A., Bounded solutions of the Schrödinger equation on non-compact Riemannian man-
ifolds, (in Russian) Trudy seminara I.G.Petrovskogo, (1989) no.14, 66-77. Engl. transl.: J. Soviet
Math., 51 (1990) no.3, 2340-2349.

[12] Grigor’yan A., The heat equation on non-compact Riemannian manifolds, (in Russian) Matem.
Sbornik, 182 (1991) no.1, 55-87. Engl. transl.: Math. USSR Sb., 72 (1992) no.1, 47-77.

[13] Grigor’yan A., Heat kernel upper bounds on a complete non-compact manifold, Revista
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