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1 Introduction

A weighted manifold (called also a manifold with density) is a Riemannian manifold M endowed
with a measure p that has a smooth positive density with respect to the Riemannian measure.
The space (M, uu) features the weighted Laplace operator A, generalizing the Laplace-Beltrami
operator, which is symmetric with respect to measure p. It is possible to extend A, to a
self-adjoint operator in L2 (M, ), which allows to define the heat semigroup e!®u. The heat
semigroup has the integral kernel p; (z,y), which is called the heat kernel of (M, u) and which
is the subject of this survey.

The notion of a weighted Laplacian was introduced by I. Chavel and E. Feldman [33] and by
E. B. Davies [55]. Many facts from the analysis on weighted manifolds are similar to those on
Riemannian manifolds. However, in the former setting one has an added flexibility of changing
the measure without changing the underlying Riemannian structure, which happens to be a
powerful technical tool, as was earlier observed by E. B. Davies and B. Simon [60]. A natural
setup for this approach would be a metric measure space with an energy form in the spirit of
[74], but this would bring additional technical complications, caused by the singularity of the
space.



We have selected here those results about heat kernels on weighted manifolds, which empha-
size the role of the reference measure . The material presented here naturally splits into the
following categories.

1. The textbook material. This includes already mentioned constructions of the Laplace op-
erator and the heat kernel, criteria for stochastic completeness, comparison results of
heat kernels (Sections 2-4), as well as the construction of the Brownian motion and the
Feynman-Kac formula (Section 8).

2. The heat kernel estimates obtained in the past 10-15 years. These are the core results
in this area, and many applications depend upon them. They include upper bounds of
heat kernels via Faber-Krahn inequalities, Gaussian upper estimates (Section 5), Harnack
inequalities, and two sided Li-Yau estimates (Section 6).

3. Selected applications of heat kernel estimates. These are estimates of the number of neg-
ative eigenvalues of Schrodinger operators including estimates of the stability index of a
minimal surface (Section 7), as well as certain path properties of the Brownian motion
and symmetric stable processes (Section 9).

4. New estimates for the heat kernels of Schridinger operators. Our approach is based on
the following well-known observation, which goes back to [173] and [116]: if a Schrédinger
operator H = —A, + ® (z) has a positive solution h (z) then 3 o H o h = —Aj; where
measure fi is defined by dii = h%du. Hence, the question of obtaining bounds for the
heat kernel pf (z,y) of H amount to that of the heat kernel p; (z,y) of Az. The key
results which enable one to estimate p; have been proved recently in [110]. Using them,
we obtain a number of new estimates for p{ (z,v) including the case of a potential ® (z)

in R™ decaying as |z| "2 when & — oo (Section 10).

The new results are presented with proofs, and for many surveyed results the proofs are
outlined.

For other aspects of heat kernels, we refer the reader to the following articles and references
therein:

e heat kernels and curvature — [78], [150], [157], [182], [215], [218], [219];

e heat kernels in presence of group structure — [4], [5], [6], [19], [20], [46], [136], [171], [179],
[180], [184], [213];

e heat kernels on fractals and fractal-like spaces — [12], [13], [14], [97], [101], [114], [119],
[141], [142]

e heat kernels of non-linear operators — [63], [65];

e heat kernels of higher order elliptic operators — [56], [145], [184];
e heat kernels of non-symmetric operators — [72], [144], [176];

e heat kernels of subelliptic operators — [17], [18], [134], [135];

e heat kernels in infinite dimensional spaces — [20], [67].



NoTATION. For positive functions f (z) and g (z) on a set X, we write
f@)~g(x) forzeX

if there is a positive constant C, such that

<~

(m) or
@) <C f € X.

For example, f (z) ~ 1 means that the function f is bounded between two positive constants.
We write

ct<

@

f(z) <h(z,c,C) forze X,
if there are positive constants ci,c2, C1, C2 such that
h(z,c1,C1) < f(z) < h(z,c2,02) forz e X.
For example, f (z) < Cexp (—cx) means that
Crexp(—aiz) < f(z) < Coexp (—cax).

We reserve the letters ¢ and C for positive constants whose values are unimportant and can change at any

occurrence, unless otherwise stated.

2 The Laplace operator

2.1 Differential operators on manifolds

Let M be a (connected) Riemannian manifold and g be the Riemannian metric on M. For any
smooth function u on M, the gradient Vu is a vector field on M, which in local coordinates

z!, ..., 2" has the form

; o Ou
v __ 1]

where summation is assumed over repeated indices. For any smooth vector field F' on M, the
divergence div F' is a scalar function on M, which is given in local coordinates by

@Fi) .

divF =

1 0 (
V/det g 0z
Let v be the Riemannian volume on M, that is,

dv = \/det gdzt...dz".

By the divergence theorem, for any smooth function v and a smooth vector field F', such that
either v or F' has compact support,

/ udivFdv = —/ (Vu, F) dv, (2.1)
M M
where (-,+) = g (+,-). In particular, if F' = Vv for a function v then we obtain
/ udivVudr = —/ (Vu, Vo) dv, (2.2)
M M

provided one of the functions u,v has compact support. The operator

A :=divoV



is called the Laplace (or Laplace-Beltrami) operator of the Riemannian manifold M. From (2.2),
we obtain the Green formulas

/ uAvdu:—/ <Vu,Vv>du:/ v Audy. (2.3)
M M M

Let now p be another measure on M defined by
dp = h2dv

where h is a smooth positive function on M. A triple (M, g,un) (which will be frequently
abbreviated to (M, pt)) is called a weighted manifold. The associated divergence div,, is defined
by
div, Fi= L div (@F) = .~ ¢ (n*v/aetgF?)
B2 h2 h2y/det g 0z' ’

and the Laplace operator A, of (M, g, ) is defined by

. 1 . (Vh,V)
A, i=div, oV = 72 div (h*V) = A +2 . (2.4)
It is easy to see that the Green formulas holds with respect to the measure pu, that is,
/ uAyvdp = —/ (Vu,Vv)du = / v A udp, (2.5)
M M M

provided u or v belongs to C§° (M).

Example 2.1 Let a(x), b(x) be smooth positive functions on a weighted manifold (M, g, u),
and consider new metric ¢ and measure i defined by

g=ag and dp=bdu.

Let us show that the Laplace operator ﬁ;; of the weighted manifold (M, g, 1) is given by
X 1. /b
Aﬁ = B leM(EV).

In particular, if a = b then

< 1
Ap=—A

Indeed, using the obvious fact V = %V where V is the gradient of §, we obtain by (2.5), for all
u,v € C§° (M),

L ~ o~ 1
/uAﬁvdu = —/(Vu, Vu)zdp = —/;(VU, Vv)qg bdp
b . b 1. b ~
- —/(Vu, aVv>g dp = /udlvu(EVv) dp = /u (Z dlvu(aVv)> dp,

whence the claim follows.



2.2 Laplacian as an operator in L?

Initially the operator A, is defined on smooth functions, in particular, on the space D := C§° (M)
of smooth compactly supported functions, but then it extends by duality to distributions from
the space D’. However, our aim is to consider A, as an operator in L? = L? (M, ). By (2.5),
the operator A, in L? with the domain D is symmetric and non-positive definite. It is natural
to ask whether the operator A, |, has a self-adjoint extension in L? and whether it is essentially
self-adjoint. Let W' = W1 (M, u) be the space of all functions f € L2, whose distributional
gradient Vf is also in L. Then W' is a Hilbert space with the inner product

(6, v) :/ uvdu+/ (Vu, Vo) dpu.
M M

Let W{ be the closure of D in W', and define the space W¢ = W (M, ) as follows:
Wg:{fewol:AﬂfGIP},

where A, f is understood in distributional sense. Since D C W¢, the operator AH\WOQ is an

extension of Ay|,. It easily follows from the definitions of W, W§ and (2.5) that the Green
formula

/ uA vdp = / (Vu, Vo) du (2.6)
M M
holds for all u € W and v € W§.

Theorem 2.2 ([35], [54], [75], [185], [192]) The operator Au’wg is a self-adjoint non-positive
definite operator in L?. Moreover, the operator AH\WOQ is a unique self-adjoint extension of

Aulp with the domain in Wy .
If in addition the manifold M is geodesically complete then the operator A, |, is essentially
self-adjoint, that is, A#|W02 is a unique self-adjoint extension of A,|p.

Approach to the proof. The first part amounts to the fact that the space W is Hilbert
so that the quadratic form & (u,v) = [,,(Vu, Vo)du with the domain Wy is closed in L.
Therefore, it has the generator, which is a self-adjoint operator with domain WO2 and, hence, is
the Friedrichs extension of A,|,.

In the second part, the completeness is used to ensure that the cutoff functions in geodesic
balls have compact supports. Using them as test functions, one proves that any L?-function u
satisfying the equation A, u —u = 0 is identically equal to zero (see [216]). Consequently, one
obtains that u € L? and Ayu € L? imply u € W}, whence the claim follows. m

The operator AM|W02 is called the Dirichlet Laplace operator of (M, ). This term is moti-
vated by the following observation. Let {2 be a non-empty relatively compact open set in M,
and consider the Dirichlet eigenvalue problem

(2.7)

Ayu+Au=0 in Q,
u =20 on 012,

where A\ = const. This problem can be considered in a weak sense as follows: find a non-zero
function u € W (€2, p) such that, for all v € Wy (Q, p),

—/(Vu,V@de—A/uvd,uzO.
Q Q



It is easy to prove that u is a solution to this problem if and only if u € Wg (Q, u) and A pU+Au =
0. Considering (2, ) as a weighted manifold, we conclude that the eigenvalues of the weak
Dirichlet problem in 2 are exactly the eigenvalues of the self-adjoint operator —AM|W02 (1) in

L2 (Q, ).

Theorem 2.3 ([185]) For any non-empty relatively compact open set Q& C M, the spectrum of
the operator _AM|W02(Q,M) is discrete and consists of a sequence {\, (Q)}7=, of non-negative real
numbers such that A\ (2) — 400 as k — oo.

If in addition M \ Q is non-empty then A (Q) > 0.

Approach to the proof. The discreteness of the spectrum of —A, follows from the
compactness of the resolvent (—A, + id)_l. For the latter, one uses the compact embedding
theorem saying that the identical embedding I/VO1 (Q, 1) = L?(Q, i) is a compact operator. In
R™ it is known as the Rellich-Kondrashov theorem, and on manifolds it can be deduced from
the Rellich-Kondrashov theorem patching €2 by small charts. The compact embedding theorem
is also used to prove the second assertion of Theorem 2.3. m

Assuming that the eigenvalues in the sequence {\; ()} are counted with multiplicity, one
has the Weyl’s asymptotic formula:

2/n
Ak (Q) ~ ¢, (ﬁ) as k — oo, (2.8)

where n = dim M and the constant ¢, > 0 is the same as in R™.

Let M be a compact manifold. Then we have A\; (M) = 0 because function f = const is an
eigenfunction. Since A, f = 0 implies f = const (we assume by default that any Riemannian
manifold is connected), the multiplicity of the bottom eigenvalue is 1 and, hence, A2 (M) > 0.
Evaluating or estimating the eigenvalues of the Laplacian on compact manifolds is an interesting
and well developed area. We do not touch it here and refer the reader to [30], [31], [39], [59],
[133], [190] and the references therein.

Let now (M, p) be an arbitrary weighted manifold, and let A\pi, (M) denote the bottom of
the spectrum of —AM]WOQ(M’H).

Theorem 2.4 (The Rayleigh principle) On any weighted manifold (M, p),

o Sy IV du
Amin (M) = inf =M~ T 2.9
(M) feT\ {0} [ Fdp (2.9)

where T is any class of test functions such that D C T C W¢.

Proof. By the variational principle for the operator —A#|W02 and by the Green formula
(2.6), we obtain

- Vf*d
dn M) = nf —Buh ) e Sy VAT
rewg\oy (1172 rewgrioy 112,

The proof is finished by the observations that D C W¢ C W¢ and D is dense in W}. =
For any open set  C M, let Apin (©2) be the bottom of the spectrum of —A“|W02(Q )" We

say that a sequence {0}, of open sets Qi C M is exhausting if Qi C Q41 for all k and the
union of all sets €2, is M.



Corollary 2.5 The function Q — Apin () is decreasing on expansion of Q. Also, for any
exhausting sequence {Qx}, Amin (%) — Amin (M) as k — oco.

Proof. Both claims follow immediately from (2.9) with 7 = D since the functional space
D () increases on expansion of € and the union of all spaces D () is D (M). =

In particular, we have Apin (2) > Apin (M).
2.3 Some examples
Example 2.6 Consider in R measure du = e~ dz. The Laplace operator of (R, u) is given by

d 2 d d? d
A= L (e L) 2 L 9 @
T e (e dw) dz? ~ “Tdx

Its eigenfunctions are the Hermite polynomials

k
k z2 d —z2
hk (Z) = (—1) € we y (210)

where k =0, 1,2, ..., because they satisfies the equation
hi, — 2xhy, + 2khy, = 0.

Since the sequence {hy } 5, forms an orthogonal basis in L? (R, 41), we conclude that the spectrum
of —AH|W5 is discrete and consists of the simple eigenvalues {2k}77.

Example 2.7 For the Euclidean space R™ with the Lebesgue measure u, the operator A,
coincides with the classical Laplace operator

n 82
A= —.
2 o7

X

The spectrum of —A|W02 is [0, +00) and there are no eigenvalues, which can be easily established
by using the Fourier transform.

Example 2.8 For the hyperbolic space H" with the Riemannian measure p, the spectrum of

1)2

—AH|W02 is [("1 ,00), again without eigenvalues (see [30]).

Example 2.9 For the sphere S™ with the Riemannian measure u, the spectrum of _Au|wo2 is
discrete, and its distinct eigenvalues are given by

M=k(k+n-1), k=0,1,..,
where the multiplicity of Ag is 1 and the multiplicity of Ag, & > 1, is equal to

(k+n—2)!

1k (2k+n—1)

(see [22] and [30]).



Figure 1: The Riemannian metric on a model manifold

2.4 Laplacian on model manifolds

Let g be a Riemannian metric on R™ such that g can be represented in the polar coordinates
(r,0) in R™ as follows
g = dr® +*(r)d6?, (2.11)

where ¢ (r) is a positive smooth function on R;. Here § € S"! and df* is the standard
Riemannian metric on S"~! (see Fig. 1).

manifold M = (R", g) is called a Riemannian model. Any positive smooth function ¥ on R
such that ¥(0) = 0, ¥/(0) = 1, and 9" (0) = 0, determines such a manifold (see [80], [139]). For
example, if ¢(r) = r then M is R™ with the standard Euclidean metric. If ¢(r) = sinhr then
M is isometric to the hyperbolic space H". If ¢(r) = sinr, where 0 < r < 7, then closing the
annulus {(r,0) : 0 < r < 7} by adding two points r = 0 and r = 7, we obtain S”. If ¥ (r) =1
for » > 7o then M can be viewed as the cylinder R, x S*~!, which is closed by gluing it to a
compact manifold.

The Riemannian volume element of the model M is given by dv = ™! (r) dr |df| where
|df| is the Riemannian volume element on S"~!. Fix a positive smooth function h on M, which
depends only on the polar radius r, and define a new measure p on M by du = h?dv. The
weighted manifold (M, p) is called a weighted model.

Let o be the origin of the polar coordinates on M, and let B, be the geodesic ball of radius
r centered at o, that is

B, ={(p,0) e M:0<p<r}.

Set V' (r) = u(B,) and observe that

V(r):/OTS(t)dt

where S(r) = wptp(r)""*h? (r) is the boundary area of the ball B, and w, = [S""!|. We will
refer to V (r) as the volume function of the model and to S (r) as the boundary area function.
The Laplace operator on (M, i) is represented in the polar coordinates as follows

0? 0 1
A, =— — + ——A 2.12
o2 +m(r) or + 2 (r) o (2.12)

where Ay is the Laplace operator on S~ ! with the standard Riemannian metric, and the function
m (r) is defined by

Y, )

m(r) = =(n-1) e nr)

(2.13)



(see [35], [96]). If u is the Riemannian measure of M then m (r) is the mean curvature of the
sphere |z| = r in the radial direction. For example, m (r) = 2= in R”, m (r) = (n — 1) cothr in
H", and m (r) = (n — 1) cot r on S™. For an arbitrary weighted model (M, u), we will still refer
to m (r) as the mean curvature function of (M, u).

Theorem 2.10 ([94]) For any ball B, on a weighted model (M, 1), we have

(2.14)

where the function F is defined by

F() ve [ 5]
r):= sup —.

0<t<r ¢ S(t)

Approach to the proof. The proof is based on a certain relation between eigenvalues
and capacities (see [158, Theorem 2.3.2/1]) and on the fact that the capacities of the balls B,

can be explicitly computed (see [82], [96]). m
Theorem 2.10 will be used below in Section 5.5.

3 The heat kernel

In this section, (M, p) is always a weighted manifold unless otherwise stated.

3.1 Heat semigroup

Any self-adjoint semi-bounded above operator H in L? = L? (M, 1) defines the heat semigroup
{etH } +>0» Which is a family of positive definite bounded self-adjoint operators in L?. We will
normally deal with the heat semigroup

Pt = etAl—L (3.1)

where the domain of A, is Woz, and refer to {Pt}tZO as the heat semigroup of the weighted
manifold (M, p).

Theorem 3.1 ([35], [54], [185], [190], [192]) For any f € L?, the function (t,z) — P;f (x) has
a version u (t,z) that is C> smooth in (t,x) € Ry x M. The function u(t,x) satisfies the heat
equation 5
u
E = AM’LL,
the initial condition ,
u(t,-) L—>f ast — 0+,

and the estimate
essinf f < w (t,z) < esssup f. (3.2)

Approach to the proof. Using the functional calculus of self-adjoint operators, one easily
shows that the function P;f (z) satisfies the heat equation in the L2-sense, that is, as a path
t — Pif in L?. Then one applies the Weyl’s lemma saying that a distributional solution to the
heat equation is, in fact, a C°°-smooth function (for example, this follows from Hérmander’s
condition for hypoellipticity — see [126, Theorem 22.2.1]). Alternatively, C°°-smoothness can be
proved using elliptic regularity and the Sobolev embedding theorem (see [54] and [190]). The
proof of (3.2) is based on a version of the parabolic maximum principle. ®

From now on, we will denote by P, f its C°°-version.

10



3.2 Heat kernel and fundamental solutions

A smooth function u (t,z) on Ry x M is called a fundamental solution of the heat equation at
a point y € M if the function u (¢,x) satisfies in Ry x M the heat equation

ou
and the Dirac condition
u(t,) =6y ast— 0+,

The latter is understood in the distributional sense as follows: for any ¢ € D := C§° (M),

/Mu(t,x)go(x)du(a:)%gp(y) ast— 0+. (3.4)

If in addition u (¢, z) is positive and, for all ¢ > 0,

/ w(t,z) dp (z) < 1, (3.5)
M

then u (¢, x) is called a regular fundamental solution at y. Observe that if a function w (¢, z) is
positive and satisfies (3.5) then the Dirac condition (3.4) is equivalent to the following: for any
open set U containing y,

/u(t,x)du(m)%l ast— 0+.
U

Lemma 3.2 Eztend a regular fundamental solution u(t,z) to t < 0 by setting u(t,z) = 0.
Then u (t,x) satisfies in R x M the following equation in the distributional sense:

ou

o~ Duu =00y, (3.6)
where 0oy is the Dirac function in R x M with the pole at (0,y). Also, u (t,z) is C°°-smooth in
R x M away from the pole (0,y).

Sketch of proof. By (3.5), u(t,z) is locally integrable in R x M so that it indeed can be
considered as a distribution in R x M. The equation (3.6) easily follows from (3.3) and (3.4).
Since wu satisfies the heat equation (3.3) in R x M away from (0,y), it follows by Weyl’s lemma
that u (¢, z) is C°°-smooth in this domain. =

A function ¢ (z,y) on Ry x M x M is called a (regular) fundamental solution of the heat
equation if, for any y € M, the function (¢,z) — ¢ (z,y) is a (regular) fundamental solution at
y.

A function p; (x,y) defined on Ry x M x M is called the heat kernel of the operator A, if,
forall feL? t>0,x € M,

B (z) = /Mpt (2.9) f () dp (1) - (3.7)

In other words, the heat kernel p; is the integral kernel of the operator P, = et®#.

Theorem 3.3 ([22], [23], [30], [35], [54], [185], [190], [192]) Any weighted manifold (M, p) pos-
sesses a unique heat kernel p; (x,y), which is a C* function on Ry x M x M. Furthermore, the
heat kernel satisfies the following properties.

11



e p:(x,y) is a reqular fundamental solution to the heat equation.

o Symmetry:
pe(z,y) =pe (y, ). (3.8)

o The semigroup identity:
pre @) = [ p(ep ) du(e). (39)

Approach to the proof. The difficult part is the existence of the heat kernel. The classical
approach, which goes back to [163], [164] uses a parametrix of the heat equation to construct a
fundamental solution p; (z,y) with the above properties. Then one proves that p; (z,y) is the
integral kernel of the heat semigroup F;.

An alternative approach is to construct first the heat kernel p{ in a relatively compact open
set  C M using the eigenfunction expansion formula (3.14) (cf. Example 3.4 below). Then one
shows that p§’ increases as Q expands, which allows to construct the heat kernel p; as the limit
of p{ when Q exhausts M (cf. Theorem 3.5 below). The finiteness of the limit follows from
Jopi (z,y)dp(y) < 1.

Yet another approach uses the Sobolev embedding theorem in relatively compact charts on
M to show that, for any compact set K C M, there exists a function Fx (¢) such that, for all
feL?andt >0,

Sup [P f] < Fi (8) ||l (3.10)

(this approach can also be used in the proof of Theorem 3.1). Then the existence of the heat
kernel follows by the Riesz representation theorem. Note that in all the proofs the existence of
the heat kernel comes from certain local properties of manifolds inherited from R™.

The symmetry (3.8) of the heat kernel follows from the self-adjointness of operator P;, and
the semigroup identity (3.9) follows from P, s = P,P;. m

Since p; > 0 and

/m@wW@SL (3.11)
M

the identity (3.7) allows to extend the operator P; to all bounded or non-negative Borel functions
fon M.
It follows from (3.8) and (3.9) that

po(o.2) = [ o) dn ) = I (o) I, (3.12)
which in particular implies that p; (z,-) € L.

Example 3.4 If {E)},. is the spectral resolution of the operator —AM\WOQ in L? (M, j1) then
we obtain from (3.1)

P = / e MdE),. (3.13)
0

Assume that the spectrum of —A#‘Woz is discrete and consists of eigenvalues {A; (M)}y2,

(counted with multiplicity), and let {¢,}r; be the corresponding sequence of eigenfunctions
forming an orthonormal basis in L?. Then (3.13) implies the following eigenfunction expansion
formula for the heat kernel:

pi(z,y) =Y e Moy (2) oy (y). (3.14)
k=1

12



As a consequence, we obtain

lim 08PLBY) gy (3.15)

t—00 t

Another useful consequence of (3.14) is a trace formula:
o0
/ P2y dp (o) = 3 e O, (3.16)
M k=1

For any open subset Q C M, denote by p (x,y) the heat kernel of the weighted manifold
(€, u). The next result is based on the parabolic comparison principle.

Theorem 3.5 ([30], [66]) The heat kernel pi* increases on expansion of Q. Moreover, if {0 }oo ,
is an exhausting sequence then p* (z,4) — p; (,y) as k — co.

Combining Theorem 3.5 with the parabolic comparison principle, one obtains the following
alternative characterization of the heat kernel.

Corollary 3.6 ([30], [66]) For any y € M, the heat kernel p; (x,y) is the minimal positive
fundamental solution at y.

Hence, p; (z,y) is also the minimal regular fundamental solution at y.
Corollary 3.7 On any weighted manifold (M, p), we have, for all x,y € M,

i 08P (z,y)

t—o00

= —Amin (M). (3.17)

Proof. Set A = Ay (M). Since the spectrum of P; is bounded by e, we obtain that
| Pt|| < e~* and hence, for any f € L2,
1P fllze < e £l - (3.18)

Setting f = ps (x, -), for some s > 0, z € M, and noticing that by (3.8) and (3.9) P.f = pys (z, ),
we obtain by (3.12) and (3.18)

Pa(trs) (€, 2) = [Pees (2,) |72 < e ps (,-) 172 = € pas (,2) (3.19)
whence it follows that |
limsup 08P (@:2)
t—o0 t

Observing that

Pt (2,y) = /Mp; (@,2)pe (2,9) dpn(2) < Iy (@) lz2llpe (0, ) 2 = Ve (2, 2) e (3, ),

we obtain |
lim sup 08P @ Y)
t—o0 t
To prove the opposite inequality, take any relatively compact open set €2 C M and recall that by
Theorem 2.3 the spectrum of the Dirichlet Laplace operator in (€, u) is discrete. By Example

3.4, the heat kernel p* of (€, u) satisfies (3.17). Since by Theorem 3.5 p; > pi?, we obtain

lim inf
t—o0

lngt (may) > A (Q)
; = min .

13



Letting Q0 — M and noticing that, by Corollary 2.5, Apin (2) — A, we finish the proof. =
An interesting question of describing the large time behavior of

_)\min (M)

€ tpt (l’, y)

was settled in [34], [176], [178].
The following two results use the local Euclidean methods to obtain short time asymptotics
of the heat kernel.

Theorem 3.8 ([174], [206]) On any weighted manifold (M, 1), we have

. Lo
limtlogp; (z,y) = —d” (2,y), (3.20)
where d (xz,y) is the geodesic distance between the points x,y € M.
See [124] for an abstract version of (3.20).

Theorem 3.9 ([22], [79]) On any weighted manifold (M, ) of dimension n, there exists a
smooth positive function u (x,y) on M x M such that, for all x € M,

Lo (L2

pt(z,y) ~ W e ym ) u(z,y) ast—0, (3.21)

provided y remains in a small enough neighborhood of x.

See [165] for a short time asymptotics of p; (x,y) for arbitrary z,y.

3.3 Stochastic completeness

A weighted manifold (M, p) is called stochastically complete if, for all y € M and ¢t > 0,
/M pi (,y) du(z) = 1. (3.22)

Corollary 3.10 On a stochastically complete manifold, any regular fundamental solution u (t, z)
at a point y € M coincides with the heat kernel p; (z,y) and hence is unique.

Proof. Indeed, by Corollary 3.6, u (t,z) > p; (x,y) whereas by (3.5) and (3.22)

/M u(t,z) dp (z) < /Mpt () du ().

Hence, we conclude u (t,z) = p; (z,y). ®
Consider the classical the Cauchy problem to find a smooth function u (¢, z) on Ry x M such
that
gu —
u(0+,)=f on M,
where f € C (M) is a given function. If in addition u is required to be a bounded function then
we refer to this problem as a bounded Cauchy problem. It follows from Theorem 3.1 that, for
any f € Cy (M), the function u (t,z) = P.f (z) is a bounded solution to the Cauchy problem
(3.23).
It is well-known that in R™ a solution to the bounded Cauchy problem is unique, but in
general this is not the case. For example, if (M, p) is stochastically incomplete then the Cauchy
problem (3.23) with f = 1 has two distinct solutions: w (t,z) =1 and u (¢,z) = P, f (x) < 1.

{ Ju _ Ayu on Ry x M, (3.23)

14



Theorem 3.11 ([51], [96], [140]) The following conditions are equivalent.

(a) A manifold (M, ) is stochastically complete.
(b) Any non-negative bounded solution to the equation A,v —v =0 on (M, ) is identical 0.

(¢) The bounded Cauchy problem on (M, ) has unique solution.

A manifold (M, p) is called parabolic if any bounded subharmonic function (that is, a bounded
function v € C? (M) satisfying A,v > 0) is identical constant. For example, if M is compact then
(M, p) is parabolic because any subharmonic function satisfies the strong maximum principle.
It is well-known that R™ is parabolic if and only if n < 2 (for general criteria of parabolicity see
Section 9.1).

Corollary 3.12 Any parabolic manifold is stochastically complete.

Proof. Indeed, any non-negative bounded solution to the equation A, v —v = 0 is sub-
harmonic, whence it follows that v = const. Applying the equation again, we conclude v = 0.
]

A convenient criterion of stochastic completeness is given in terms of the volume function of
balls. Let d (z,y) be the geodesic distance on M and let B (z,r) denote the geodesic ball on M
of radius r centered at x, that is

B(x,r)={ye M :d(x,y) <r}.

Recall that a manifold M is geodesically complete if and only if all geodesic balls are relatively
compact sets.
Define the volume function V (x,r) of (M, u) by

14 (LL‘, T) = (B ('Ta T‘)) )
and notice that V (x,r) is finite on any geodesically complete manifold.

Theorem 3.13 ([83], [96]) Let M be a geodesically complete manifold. If, for some point x € M,

> rdr
e — .24
/ logV (z,r) (3.24)

then (M, ) is stochastically complete.

Approach to the proof. To show that any bounded solution u (¢,z) to the Cauchy
problem (3.23) with the initial function f = 0 is identical zero, one uses a test function in the
form un?e® where 7 is a cutoff function and

d*(z, A)

f(t,fL‘) = m:

where A is a certain subset of M. A crucial observation is that |Vd(-,A)] < 1 and hence &
satisfies the inequality

o€ 2
5 TIVel <o (3.25)

See [83], [96] for further details. m
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Remark 3.14 The condition (3.24) is, in particular, satisfied if, for large enough r,
V (z,r) <exp (CTQ) . (3.26)

The fact that (3.26) implies the stochastic completeness was also proved by various methods in
[55], [138], [195], [199]. Historically, the first result in this direction is due to Gaffney [76] who
proved the stochastic completeness assuming that log V' (z,r) = o (r).

Note that the stochastic completeness is in general not stable under quasi-isometry! as was
shown in [155].

Example 3.15 Let (M, pu) be a weighted model introduced in Section 2.4. Then (M,u) is
stochastically complete if and only if

V),
/ 0] dr = oo (3.27)

(see [86] and [96]). For example, if V (r) = exp (r?*¢) where ¢ > 0 then the integral in (3.27)
converges and hence (M, u) is stochastically incomplete (the first example of geodesically com-
plete but stochastically incomplete manifold was produced in [8]). This also shows that the
condition (3.24) for stochastic completeness is sharp.

Example 3.16 Let (M, ) be R with the Lebesgue measure. It is well known that in this case
the Gauss-Weierstrass function

1 jz — y|?
Pt (2, y) = W eXp | — T (3.28)

is a regular fundamental solution to the heat equation. Since R™ is stochastically complete
(which follows from (3.26), or (3.27), or Theorem 3.11), we conclude by Corollary 3.10 that the
function (3.28) is the heat kernel in R™.

Example 3.17 Let M be a geodesically complete manifold with bounded below Ricci curvature,
and let p be its Riemannian measure. It follows from the Bishop-Gromov volume comparison
theorem that

V(z,r) <exp(Cr) (3.29)

(see for example [27]) so that M is stochastically complete. In particular, R” and H" are
stochastically complete. The stochastic completeness for Riemannian manifolds with bounded
below Ricci curvature was first proved in [217] (see also [96], [127], [129] for certain extensions
of this result). It was proved earlier in [8] that a Cartan-Hadamard manifold is stochastically
complete provided its sectional curvature is bounded below.

Example 3.18 We say that a weighted manifold (M, u) has bounded geometry if there ex-
ists a positive number ry (called a radius of bounded geometry) such that all geodesic balls
(B (x,ro), ) are uniformly quasi-isometric to a Euclidean ball of radius r9. We claim that a
manifold of bounded geometry is stochastically complete. It is easy to see that for such a man-
ifold there is a constant N such that any ball of radius rg can be covered by at most N balls of
radius 7¢/2. Then one proves by induction in k that any ball of radius kry/2 can be covered by
at most N*~1 balls of radii ro/2. It follows that all balls are relatively compact and the volume
function V (z,r) satisfies (3.29), whence the claim follows.

YA quasi-isometry is a diffeomorphism of two weighted manifolds, which changes the geodesic distances and
the measures at most by a constant factor.
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It is also worth mentioning that on manifolds of bounded geometry not only a regular
fundamental solution is unique but also any positive fundamental solution is unique and hence
coincides with the heat kernel (see [130], [143], [170]).

Example 3.19 Let (M, i) be a geodesically complete weighted manifold with p (M) < co. Let
us show that for all x,y € M,

pe(z,y) — ﬁ as t — oo. (3.30)

Clearly, 0 is an eigenvalue of the Dirichlet Laplace operator on (M, ) with eigenfunction ¢ (z) =

1 . eps . ..
——=—. Using the spectral decomposition (3.13) for the heat semigroup P; and noticing that
\/m g 1% p ( ) group 3 g

e M 1¢x—0} as t — oo, we obtain by the dominated convergence theorem that, for any f € L?,

Pf— dENf = (f,p) @ ast— oc.
{0}

Choose f = ps(z,-), for some s > 0 and x € M, and observe that by (3.8) and (3.9) P,f =
Pr+s (z, ), whereas by the stochastic completeness of (M, ),

1 o
(f7$0)90:m/Mps(x,-)du——M( 7

Combining the two previous equations, we obtain (3.30).

4 Relations between different heat kernels

4.1 Direct products

We say that a weighted manifold (M, u) is the direct product of weighted manifolds (M, )
and (M", ") if M is the Riemannian product of M’, M" and p = p/ ® p”. The corresponding
Dirichlet Laplacians A,/ and A, obviously extended to L?(M, 1), commute and Ay =0y +
A,r. Therefore, etBu = et et®u and hence the heat kernel p: on M is a tensor product of the
heat kernels p; and p} on M’ and M"| respectively; that is,

pe (z,y) = o} (2, ) pi (2, y") (4.1)

where x = (2/,2") € M and y = (¢/,y") € M.

For example, to prove that (3.28) gives the heat kernel in R™ one can first show this in the
case n = 1 and then extends to an arbitrary n by induction using (4.1).

For another example, let (M’ ') be R™ with the Lebesgue measure and (M”,u”) be a
compact manifold. Then by (4.1), (3.28) and (3.30), the heat kernel on the direct product has
the following asymptotics as t — oo:

pi(z,y) ~ p" (M) (dmt) ™2 (4.2)

4.2 Isometries

We say that a mapping I : M — M is an isometry of a weighted manifold (M, g,u) if I is a
diffeomorphism preserving g and u. We claim that then I preserves the heat kernel, that is,

pt(I(2),1(y) =pt(z,y). (4.3)
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Define the operator J on functions by Jf = foI~!. It is clear that J maps L? to L? and
D to D, and it is follows from the definition of A, that Jo A, = A, 0 J on D. By duality,
this identity extends to D’ and in particular to Wg, which means that the Dirichlet Laplacian
commutes with J. Hence, so does also the operator P;, whence (4.3) follows.

For example, if (M, g, u) is a weighted model and o is its origin then the rotation group in
S*~1 acts isometrically on M. We conclude that the heat kernel p; (o,x) does not depend on
the polar angle 0 of x and hence can be viewed as a function of ¢ and r only where r is the polar
radius of z.

4.3 Comparison of heat kernels
We start with the following elementary lemma.

Lemma 4.1 Let (M, p) and (M,J) be weighted models, 0,0 be their origins, S (r),S (r) be
their boundary area functions, and py, py be their heat kernels, respectively. Assume that (M, 1)
is stochastically complete and that S (r) = S (r). Then p; (0,z) = p; (0, %) whenever |x| = |Z|.

Proof. The function u (t,x) = p; (0, z) is a regular fundamental solution on M at o, that is
ou

E:AU,

/Mu (t,z)dp(z) <1, (4.4)

/ u(t,z)du(x) -1 ast—0.
Br

Since u (¢, x) depends only on t and r = |z| (see Section 4.2) we can use the notation u = w (¢, r)
and rewrite (4.4) as follows:

ou 0% n S’ (r) Ou
ot or2  S(r)or’

/ Cultr)S () dr <1, (4.5)

0

Q

R

/ u(t,r)S(r)dr—1 ast—0.

\ J o

Since S () = S (r), these conditions are satisfied also with S replaced by S, which means that
u (t,7) is a regular fundamental solution on (M , 1) at 0. The stochastic completeness of (M, u)
implies that of (M , 11) because the manifolds satisfy (3.27) simultaneously. By the stochastic
completeness of (]Tj , 1), we conclude that wu (¢,7) coincides with the heat kernel p; (0, z) for any
Z € M with |Z| = r, which was to be proved. m

In fact, the statement of Lemma 4.1 is true without the assumption of stochastic complete-
ness.

The idea behind the proof of Lemma 4.1 can be extended to obtain inequalities between the
heat kernels. Let (M, i) be a geodesically complete weighted manifold and let o € M. Then the
polar coordinates (r,0) at o are defined in the domain M \ {0} \ cut(o) where cut(o) is the cut
locus of o (see Fig. 2).

The Laplace operator of (M, 1) has the following representation in the domain of the polar
coordinates (r,6):
0u ou

Ayu = 52 +m (r,0) 5 + Ag, u, (4.6)
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Figure 2: The polar coordinates in M \ {o} \ cut(o)

where S, = 0B (o,r) is the geodesic sphere, Ag_ is the Laplace operator on S,, and m (r,0) is
the mean curvature of S, at the point (r,6) in the radial direction (see [35], [80], [96], [190]).
Note that (2.12) is a particular case of (4.6). For any x € M, we write |z| = d (o, z).

Theorem 4.2 Let (M, p), o, m(r,0) be as above, and let p; be the heat kernel on (M, u). Let
(M, 1) be a weighted model with the origin o, and let m (r) be its mean curvature function and
i be the heat kernel on (M, Ji).

(a) ([35]) If in the domain of the polar coordinates on (M, ),

m (r,0) <m(r), (4.7)
then
pe(0,x) > pt (0,2)
for allt >0 and all z € M, % € M such that |z| = |z|.
(b) ([62]) Assume in addition that cut(o) = 0. If, for all v > 0 and 6 € S*71,
m (r,0) > m(r),
then
Pt (07 :E) < ﬁt (57 i) )
forallt >0 and all z € M, % € M such that |z| = |7.

Approach to the proof. (a) One of the key points is that the function u (¢,x) = p; (0, z)

on M is decreasing in |z|, that is % < 0. Transplanting this function on M by means of polar

coordinates and using (4.6), (4.7), we obtain that

9%u ou _ 0%u ou  ~
Au=—— — > 1y == = A~
W= 5oy +m(r,0) 3 = 92 +m(r) 5 il
whence 5
2L _Au<o. (4.8)

ot
This inequality holds in the domain of polar coordinates, that is, away from cut(o). If cut(o) =
() then, by the comparison principle for solutions to parabolic equations, one concludes that
u(t,z) < p(o,z). In the general case, one still shows that (4.8) holds on M in a weak sense,
for which one approximates M \ cut(o) by domains with smooth boundaries.
(b) This part is proved in the same way, without complications with the cut locus. Note that
the statement of part (b) is not true if cut(o) is non-empty. =
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4.4 Change of measure

Any real-valued function ® € ngoc (M, ) can be considered as a multiplication operator in

L% (M, p) with the domain D. Clearly, the sum —A, + ® is a symmetric operator on D, and
one can ask if it admits a self-adjoint extension. We start with the following simple but useful
observation.

Lemma 4.3 Assume that a smooth positive function h on M satisfies the equation
Ay h — ®h = 0. (4.9)

Let i be a measure on M defined by dji = h*>du. Then

1

Aj=o(B,—®)oh, (4.10)

m
where the both operators A, — ® and Ay are considered on the domain D (M).

Remark 4.4 The functions h and % in (4.10) are considered as multiplication operators. In
words, the identity (4.10) means that operators Ay and A, —® are related by the Doob transform.

Proof. Observe that the mapping f + hf provides an isometry of L? (M, i) and L? (M, u)
which preserves D. Using (4.9), we obtain that, for any f € D,

2Vh

1 div, (R*Vf) = Auf + — VS

Auf = 33

(hALf +2VhVf + fAh — Bfh)

S

(Bu (fh) = ®fh),
whence (4.10) follows. m

Corollary 4.5 Under the hypothesis of Lemma 4.3, the operator (—A, + ®)|, in L? (M, i) ad-
mits a self-adjoint extension. Furthermore, if M is geodesically complete then operator (—A, + ®)|p
is essentially self-adjoint in L* (M, ).

Proof. By (4.10), the operators Aﬁ'D in L? (M, i) and (A, — ®)|, in L? (M, p1) are unitary
equivalent. Using the self-adjoint extension of Aﬁ‘D constructed in Theorem 2.2, we obtain
a non-positive definite self-adjoint extension of the operator (A, — ®)|,. If M is geodesically
complete then, by Theorem 2.2, the operator Az ‘D is essentially self-adjoint in L? (M, 1), whence
it follows that (—A, 4+ ®)|, is essentially self-adjoint in L* (M, p). m

Example 4.6 It follows easily from (4.10) that for any f € D,
(fa (_A,u + @) f)LQ(M,u) = - (gv Aﬁg)Lz(M,ﬁ) )
where g = f/h. Applying the Green formula to both sides, we obtain the inequality

/M (|Vf|2 + <I>f2) dp > 0. (4.11)

For example, if M = R"™ \ {0}, p is the Lebesgue measure, and h (z) = |z|° then set

Ah _ B+ (n-2)8

o =
h ks
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2
The constant 3% + (n — 2) B takes the minimal value —@ for 8 =1 — 5. Hence, using this
B, we obtain from (4.11) the Hardy inequality:

o2 2
/RR\VJ”IQduZ%/ f—Qdu,

for any f € D(R"\ {o}).
Let now M = {z € R" : |z| > 1} and h (z) = |z|' 2 log” |z|. It is not difficult to check that
this function satisfies the equation

Ah+<(n_2>2+ 7 (1=7) >h:0. (4.12)

4lzl* faf*log? |a]

Taking v = %, we obtain the following improvement of the Hardy inequality:

(n—2)° / ? 1 2
ViPdu> — | “Sdu+> | ———dy,
/R”| | 4 ez A e |2 log? ||

for any f € D (x| > 1). For further results in this direction see [10], [11].

Lemma 4.7 Assume that a smooth positive function h on M satisfies the equation A, h—®h =
0. Let H be the self-adjoint extension of the operator (—A, + ®)|p in L* (M, p) constructed in
Corollary 4.5. Then the corresponding heat semigroup P® = e *H has the heat kernel p? given
by

pi (z,y) = P (x,9) h () h(y), (4.13)

where p; is the heat kernel of the weighted manifold (M, 1) with measure i defined by
dii = h2dp. (4.14)

Remark 4.8 Tt is useful to observe that P® = e*AtPt(I’_A, where A = const. Hence, we obtain
from (4.13) the identity
) A\t
~ p (z,y)e
pe(z,y) = . 4.15
=R ) 19

Proof. Let H be the operator —Ag with the domain W¢ (M, 1). By Lemma 4.3 and
Corollary 4.5, the operators H and H are related by the Doob transform H= % o H o h whence
H =hoHo 3. Hence, the heat semigroup P® = e™*# in L? (M, ) is related to the heat
semigroup P, = e—tH in 2 (M, 1) by

~ 1
P®=hoPo-.
t O tOh

Therefore, for any f € D,
PEf (2) = h () /M@ (#,9) f (4) ——dfi (4) = h () /M B (2,9) £ () R () da ()

whence (4.13) follows. m
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4.5 Some examples of heat kernels in R

Let M be an open interval in R, u be the Lebesgue measure in M, and h be any positive smooth
function on M that defines a new measure & by dii = h?du. Then we have

d? d
A= 9,
B dx? + Yaz

where ¢ = % On the other hand, a simple computation shows that h” — ®h = 0 where

o = <p2 + cp’.
We conclude by (4.10) that
d? d 1 d?
Aﬁ:ﬁJJ@%:EO (@—(Qf—i—go/)) oh. (4.16)

Let us consider now some concrete examples of the function h.

Example 4.9 Let M =R and
1
h(z)= e 2%
As follows from Example 2.6 and (3.14), the heat kernel p; of (R, e " dz) admits the following
representation

~ > _ hk :L') hk y
Dbt ('xay) :Ze 2kt%?
k=0 )

where hj, are the Hermite polynomials defined by (2.10). This series can be evaluated (cf. [50,
p.181]), which leads to the formula

B 1 2zye2t — (m2 + y2) o4t
pt(a:,y):—exp — +t].
(27 sinh 2¢)/2 ( 1—e

By (4.16) we obtain

d? d d?
Aﬁ = i 2:17% = €%$2 o (— — 2+ 1) oe_%xz.

Denoting by ¢; (z,y) the heat kernel of the operator j—; — 22 in (R, dz), we obtain by (4.15)

@ (z,y) = pe(z,y)h(z)h(y)e”
_ ; ox 4mye‘2t _ (xQ + yz) (1 n e_4t)
 (2wsinh2¢)Y/? P < 2(1 — e %) > : (4.17)

The function ¢; is a modification of the Mehler kernel.

Example 4.10 Let M =R and

Then (4.16) yields



If p; is the heat kernel of Az in (R,exzdaz) and, as above, ¢; is the heat kernel of % — 2% in

(R, dx) then, by (4.15) and (4.17),

- g (z,y) e’ 1 (Zwye‘% —a? —y? )
pe(z,y) = = exp — —t]. 4.18
Loy =5, (@)h(y)  (2rsinh2t)Y/? 1—e (4.18)

Note that, by Theorem 3.13, the weighted manifold (R, e’ dz) is stochastically complete. There-
fore, another way of proving (4.18) would be to verify that the right hand side of (4.18) is a
regular fundamental solution of the heat equation in (R, e’ dx), which implies then by Corollary
3.10 that, indeed, it is the heat kernel of (R, e”2d1‘).

Example 4.11 Let M =R, and
h(r) = sinhr.

Then we have ¢ = %/ = cothr and ® = p? + ¢’ = 1. By (4.16) we obtain

d? d 1 d? .
Ap = ) + 2coth7“% = o (W — 1) o sinhr.

If p; is the heat kernel of the operator Ay in (R+, sinh? rdr) and p; (z,y) is the heat kernel of
the operator j—; in (R4, dr) then we obtain by (4.15)

~ pe(z,y)e”” e’ ( _la—yl? _|z+y|2)
pe(@y) =" = e” m o —e w .
sinh z sinh y (47rt)1/2 sinh z sinh y

4.6 Hyperbolic spaces

Let M = H™ and p be the Riemannian measure. Then the heat kernel p; (z,y) depends only on
r = d(z,y) and ¢, and it admits the following representations (see [30], [54], [62], [106], [161]):

if n =2m + 1 then
(_1)m 1 1 o\" ,mQt,ﬁ
= — 4.1

P (@,9) (2m)™ (4nt)t/2 \ sinhr Or ‘ " (4.19)

and if n = 2m + 2 then

2
—1)m 2 mt1)2 1 m. oo I
pe(z,y) = ( )m v2 e t( 8) / ( . .

: 9, 1
sinhr Or cosh s — coshr)?

It was shown in [58] that, for all ¢ > 0 and z,y € H",

n—3
1+r+t)2 (1+7r 72
pt (T,y) ~ ( t’)1/2 ( ) exp (—)\t RbThe \/Xr> : (4.20)
where A = ("_41)2 is the bottom of the spectrum of the Laplace operator on H". In particular,

if x,y are fixed then
1
e (z,y) ~ 7373 &XP (=At) ast— oo.

By (4.19) one obtains a simple formula for the heat kernel on H?:

(2,1) 1 r T, (4.21)
T,Yy) = ——5——€xp|———1t]. .
Pe®, Y (47)3/? sinhr AT
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Of course, once the formula is known, one can prove it as follows: first show that the right
hand side of (4.21) is a regular fundamental solution, and then apply Corollary 3.10 using the
stochastic completeness of H". We show here how one can obtain (4.21) from scratch. Fix a
point y = o in H? and try to find p; (, 0) . Consider the polar coordinates (r,8) in H? centered
at o, and let S () be the boundary area function of H?, that is,

S (r) = 4w sinh? .
By (2.12), the radial part of the Laplace operator A, in the coordinates (r,6) is as follows:

2 S o O B
A = — = — 4+ 2cothr—.
H or2  S(r)or Or? +aco "or

Let h () be a smooth positive function on H?, which depends only on r = |z| so that we write
h = h(r). Then S(r) = h?(r)S(r) is the boundary area function of the weighted manifold

(H3, ZZ) where dji = h?du. Choose
r

h(r) =

so that S (r) = 47r? is equal to the boundary area function in R3. By a miraculous coincidence,
h happens to satisfy in H? \ {o} the equation

sinh r

Auh+h =0, (4.22)

which is verified by a straightforward computation. Extending h () to the origin by h (o) = 1,
we obtain that o is a removable singularity for h and hence h satisfies (4.22) in H3. By (4.15)
with & = —1, we conclude that
4 (z,y) e’

h(z)h(y)’
where p; is the heat kernel on (H3, ;7) Since the boundary area functions of (H3, ﬁ) and (]R3, d:p)

are the same, we conclude by Lemma 4.1 that their heat kernels at the origins are the same,
whence

ﬁt (-T,Z/)

B (@0) = — o exp (-1
Dt (z,0) = (47rt)3/2 exp (=)

Finally, we obtain

1

2
o B AN
Pt (x,0) = py (x,0) e "h(z)h (o) = (47Tt)3/2 €xp ( At t) sinhr’

which was to be proved.

5 Heat kernel estimates

Let (M, ) be a weighted manifold. For any relatively compact open set Q@ C M, denote by
Ak (©2) the k-th smallest eigenvalue of the (weak) Dirichlet problem for A, in Q counted with
multiplicity (cf. Theorem 2.3).
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5.1 Uniform Faber-Krahn inequality

Let A be a function on (0,400). We say that a weighted manifold (M, u) satisfies the (uniform)
Faber-Krahn inequality with function A if, for any non-empty relatively compact open set 2 C
M,

A (9) > A (9). (5.1)

For example, R” satisfies the Faber-Krahn inequality with function A (v) = cv=2/™. Also,
any Cartan-Hadamard manifold of dimension n satisfies the Faber-Krahn inequality with the
same function A (but possibly with a different constant c¢). If K is a k-dimensional compact
manifold then the Riemannian product M = R™ x K satisfies the Faber-Krahn inequality with

function 2
v <1,
rw=ef U ST (5.2

where n = dim M = k + m (see [45]). Any n-dimensional manifold with bounded geometry
satisfies the Faber-Krahn inequality with the function

U_Q/”, v <1,
A(v):c{ _g v>1 (5.3)

(see [91], [95)).

Theorem 5.1 ([89]) Assume that (M, p) satisfies the Faber-Krahn inequality (5.1) with a pos-
itive continuous decreasing function A such that

dv
—_ . 5.4
frait <= >4
Then, for allt > 0,

sup pi (z,z) < s
sup pi (7,2) < oy

where the function v is defined by the identity

7(¢)
dv
- { ol (5.6)

Approach to the proof. Assuming that (5.1) holds, one deduces the following Nash type
inequality: for any non-zero function u € D,

Vul2dy > (1 2y (21ulLs 7
Ml uldp > (1 —¢€) |lul|7: — |, (5.7)

€ [lull?.

for any € € (0,1). Then one applies Nash’s argument [172]: extending (5.7) to u = p; (z,-) and

noticing that
1d
[ v dn == [ s udi= =5 5l (5.8)

and [lu/[z: < 1, one obtains from (5.7) and (5.8) a differential inequality for |[u[|3, = pa (=, ),
whence the result follows. m
Any function 7 (t) defined on Ry by (5.6), satisfies the following properties:

7' (1)

yeCHRy), ' (H)>0, ~(0)=0, 7(c0)=o00, and o)

is decreasing in t.  (5.9)

25



Conversely, any function v satisfying (5.9) determines the function A by

(5.10)

which is a positive continuous decreasing function on Ry satisfying (5.4), (5.6).
Given § > 0, let us say that a function v on Ry is d-reqular if ~ satisfies (5.9) and, in
addition,

forall 0 <t<s <2t
Theorem 5.2 ([89]) Let v (t) be a §-regular function. If, for all t > 0,

1
sup p; (2, ) < ——, (5.11)
rxeM v (t)

then (M, ) satisfies the Faber-Krahn inequality with function cA, where A defined by (5.10) and
¢ =c(d) > 0. Furthermore, for any non-empty relatively compact open set Q C M and for any
positive integer k, we have

M () > A (@) . (5.12)

Approach to the proof. Applying the trace formula (3.16) in €2, one obtains
/ P (@, @) dp (z) = Ze*)\i(ﬂ)t > ke Mt
@ i=1

which in combination with (5.11) already contains some lower bound for A (€2). Optimizing the
choice of ¢, one obtains (5.12). m
Theorems 5.1 and 5.2 imply that the heat kernel upper bound

C
su z,z) < —0, 5.13
zEAI/)Ipt ( ) Y (t) ( )

is equivalent to the Faber-Krahn inequality

AL () = e (1 (),

provided the function + is d-regular and it is related to A by (5.6) or (5.10). For an alternative
equivalent condition for (5.13) in terms of a log-Sobolev inequality see [54].
Combining Theorems 5.1 and 5.2, we obtain also the following result.

Corollary 5.3 ([89], [115]) Under the hypotheses of Theorem 5.1, assume that the function
v (t) is d-regular. Then, for any non-empty relatively compact open set @ C M and for any

positive integer k, we have
Q
A (Q) > cA (%) .

Example 5.4 If A is given by (5.2) then (5.6) yields
2 <1,

, 121,
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and we obtain by (5.5)

/2 <1,
SUD i (z,2) < C{ P2 s (5.14)

In this case, Corollary 5.3 yields the estimate

2/n
AMQ)Zc(ﬁ) itk > (),

which matches the Weyl’s asymptotic formula (2.8) up to a constant factor.

Since on a manifold of bounded geometry the Faber-Krahn inequality holds with function
(5.3), we obtain from (5.14) the following consequence.

Corollary 5.5 ([33], [42], [91], [212]) If (M, p) has bounded geometry then, for all t > 1,

sup p; (z,z) < Ct~V/2, (5.15)
xeM

See also [37] for other estimates of heat kernels on manifolds of bounded geometry.
In the case when v (¢) = ct™/2, there is a number of equivalent conditions for the heat kernel
estimate (5.11).

Theorem 5.6 The condition

sup py (z,x) < Ct™2, for all t > 0, (5.16)
xeM

is equivalent to each of the following (all hold for any non-negative function f € D):

(7) ([211]) The Sobolev inequality:
n—2
(/ f’f—%du) < C/ V1 dp, (5.17)
M M

(13) ([28], [43]) The Nash inequality:

() ([ )" o

(z92) ([52], [53], [54]) The one-parameter log-Sobolev inequality: for any € > 0

provided n > 2.

/M f?log ﬁdu < €/M |Vf\2d,u + (C — glog5> /M f2dp. (5.18)

(v) ([29], [89]) The Faber-Krahn inequality: for all non-empty relatively compact open sets
Qc M,
M () > ep (@)™
Of course, this theorem implies that all conditions (i) — (iv) are equivalent each to other. It
is curious to mention that the first proof of this fact was obtained exactly in this way, via the
equivalence to the heat kernel estimate (5.16). Direct proofs can be found in [9] and [115].
The following theorem extends the result of Corollary 5.5.
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Theorem 5.7 ([15]) Let (M, u) be a weighted manifold of bounded geometry. Assume that, for
all points x € M and all v > 719,
V(x,r) > V(r), (5.19)

where V is a continuous increasing bijection from (rg,+00) to (vo,+00), and ro,vy are positive
reals. Then, for all t > to :=rd,

C
su r,x) < , 5.20
xEZ\];/)Ipt( ) ’Y(Ct) ( )
where function v is defined by
v(t)
Lty = / V1(s)ds. (5.21)
vo

Approach to the proof. The proof consists of obtaining the Faber-Krahn inequality (5.1)
with the function

with subsequent application of Theorem 5.1. =
Example 5.8 If V (r) ~ r® then (5.21) yields for large ¢
¥ () = taii

and hence
sup pi(z,z) < Ct™art, (5.22)
xeM
It is not difficult to show that on any manifold of bounded geometry the volume growth is at
least linear that is, (5.19) holds with V (r) ~ r. Hence, (5.22) holds with o = 1, which yields
the estimate of Corollary 5.5.
Note that the estimate (5.22) with o = n is not sharp in R” where one has p; (z,z) = ct—"™/2.
A manifold where the estimate (5.22) is sharp was constructed in [15] using fractal structures.

Example 5.9 If V (r) = €" then by Theorem 5.7 we obtain a very moderate upper bound for

the heat kernel: log £
sup pi(w,2) < C—ot,
xeM t

and again the examples in [15] show that this estimate is nearly optimal.
We conclude this section with heat kernels on covering manifolds.

Theorem 5.10 ([47]) Let M be a geodesically complete non-compact Riemannian manifold and
u be the Riemannian volume on M. Let M be a regular cover of a compact manifold. Fix
zo € M and set

V (r) = V(zg,r). (5.23)

Then the manifold (M, ) satisfies the Faber-Krahn inequality with the function

A(w) = ¢ (V_+(CU))2 . (5.24)

The following statement is an immediate consequence of Theorems 5.1 and 5.10.
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Corollary 5.11 Under the hypotheses of Theorem 5.10, the heat kernel on (M, u) satisfies the
estimate

sup p¢ (z,x) <
zeM ( ) Y (Ct)7

where the function v (t) is defined by the identity

() =1 ()2
;= / Vo () dv (5.25)
0 (%

Example 5.12 If V (r) =~ " then (5.24) yields A (v) ~ v~2/" and Corollary 5.11 yields

sup pt (z,x) < Cct /2,
zeM

In this case, also a similar lower bound for p; (z,z) holds (see Theorem 5.30 below).

Example 5.13 Assume that V (r) > exp (cr) for large r (whereas for small r we always have
V (r) o~ r™ with n = dim M). Then (5.24) yields, for large v,

By Corollary 5.11, we obtain v () > cexp (ct1/3) and

sup pt (z,2) < Cexp (—ct1/3) , for large t.
zeM

It turns out that if in addition the deck transformation group of M is polycyclic then a matching
lower bound holds (see [3], [46]) so that the term #/3 in the exponential is sharp.

5.2 Gaussian upper bounds

The following theorem shows that the Gaussian exponential term appears naturally in the heat
kernel upper estimates on arbitrary manifolds.

Theorem 5.14 ([55], [76], [90], [95]) Let (M, ) be a weighted manifold and let A and B be two
u-measurable sets on M. Then

2
[ [ i tuiant) < Vidamess (-S4, (5.26)
AJB

where d(A, B) is the geodesic distance between sets A and B.

Let us consider the following weighted integral of the heat kernel:

d2
Polta) = [ r(e.z)ex ( (@ Z)) au(2), (5.27)
u Dt
where D € (0, +o00]. A priori, the value of Ep (¢,x) may be +oo.

Lemma 5.15 ([89]) For any D € (0,+o0| and all x,y € M, t > 0, the following inequality
holds

na) < VE@ R Ep e (-0 (529
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The proof of (5.28) is an easy application of the semigroup identity (3.9) and the Cauchy-
Schwarz inequality.

Lemma 5.16 ([89]) If D > 2 then for any x € M, the function Ep(t,z) is decreasing in t. In
particular, if Ep(t,xz) < oo for some t =ty then Ep(t,z) < oo for all t > ty.

Approach to the proof. The proof of the monotonicity of Ep (¢,z) amounts to verifying
that its time derivative is non-positive. It is essential for the proof that |Vd (z,-)| < 1, which

implies that the function £ (¢, z) = dz%’ty) satisfies (3.25). m

Theorem 5.17 ([92], [205]) Assume that, for some x € M and for all t > 0,

C
bz, x S Y 5.29
where y(t) is an increasing positive function on Ry satisfying the following condition:
t
7 (ab) <AZ (as) forall0 <t <s, (5.30)
v (t) 7 (s)
for some constants a, A > 1. Then, for any D > 2 and all t > 0,
Ep(t,z) < ; 5.31
(o)< (531)
for some € =€ (a,D) > 0.
By putting together Theorem 5.17 and Lemma 5.15, we obtain the following result.
Corollary 5.18 Assume that, for some points x,y € M and for all t > 0,
C C
pt(.fC,.%') S and pt(y’y) S N (532)
71(t) V2(t)

where vy, and 74 are increasing positive function on Ry both satisfying (5.30). Then, for any
D >2andallt >0,

B SN (Y )
nen < e () (539

Corollary 5.19 Let (M, p) be a complete weighted manifold, ® be a smooth function on M such
that the equation Ay h — ®h = 0 has a positive solution. Assume that, for some points x,y € M
and for all t > 0,

C

(3] (3]

ps (x,x) < and p; (y,y) < 5.34
t ( ) l(t) t ( ) ( )

V2(t)’
where v, and 7y are increasing positive function on Ry both satisfying (5.30). Then, for any
D>2andallt >0,

P (z,y) <

— ex & (z,y)
71 (et)v2(et) p( 2Dt ) (5.35)
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Proof. Let i be the measure on M such that dji = h%du, and let p; be the heat kernel of
(M, 11). By Lemma 4.7, we have

py (z,y) =Dt (z,y) b (x) h (y).

Hence, the hypotheses (5.34) imply

pe(z,2) < R o (yy) < 72 ()12 ()

By Corollary 5.18, we conclude

= (o C ox _d2(az,y)
) S GOk (@) h (W) »(- %55

whence (5.35) follows. m

Corollary 5.20 ([85], [89]) On any weighted manifold (M, ) and for any D > 2, Ep(t,z) is
finite for allt >0, x € M.

Sketch of proof. By Theorem 5.17 and Lemma 5.16, it suffices to prove that for any
x € M there exist positive constants C' and T such that

pe(z,z) <Ct™2, forall0<t<T, (5.36)

where n = dim M.

Fix a small relatively compact open set §2 containing the point x. By compactness argument,
the weighted manifold (€2, u) satisfies the following Faber-Krahn inequality: for all open sets
U C Q, such that 4 (U) < $u(9),

A (U) > en(U)2™,

where ¢ > 0 depends on 2. Hence, by a slight modification of Theorem 5.1, we obtain that the
heat kernel p{® of (Q, i) satisfies the estimate

Pz, z) <CtT™2, forallt e (0,T),

where C and T depend on §2.
Consider the function

u(t,y) = pi(z,y) — pi’(z,y)

and extend it to ¢ < 0 by setting u (t,y) = 0. By Theorem 3.3 and Lemma 3.2, this function

satisfies in R x €2 the equation % = A,u and hence it is C°°-smooth in R x ). In particular,

the function ¢ — u(t, x) is bounded on [0, T, say u(t,z) < C. Then we obtain, for all 0 < ¢ < T,
pe(z,7) = pi(x,z) + u(t,x) < Ct "+ C,

whence (5.36) follows. m
The following theorem seems to be new.

Theorem 5.21 On any weighted manifold (M, ) and for any D > 2, there exists a positive
continuous function ®(t,xz) on Ry x M, which is decreasing in t and such that the following
inequality holds

2 X
pt(mvy) S q)(t’l‘)q)(tvy) €xp (_Amin(M)t - %) ’ (537)

for allx,y € M and t > 0.
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Proof. Let us first set

B(t, ) = ED(%t,x). (5.38)

By Corollary 5.20, this function is finite. By Lemma 5.16, the function ®(t,z) is decreasing in
t. By Lemma 5.15, we obtain

2
prlay) < B(t,2)B(t, ) exp (-%) | (5.39)
t
This estimates still does not match (5.37) because of the lack of the term At in the exponential,
where A = A\pin (M). To handle this term, let us find a positive smooth function h satisfying on
M the equation
Ayh+ A =0

(by [197], [216], such a function h exists for any A\ < Apin (M)). Consider the measure i defined
by dii = h%du and the heat kernel p; on the weighted manifold (M, z). Applying (5.39) on
(M, 11), we obtain that there exists a function ®(¢,z) decreasing in ¢ such that

ile) < B0t ew (-5 ). (5.40)

By (4.15) we have

pe(x,y) = pe(z, y)h(x)h(y)e ™,

which together with (5.40) yields (5.37) with ® (t,z) = ®(¢t,x)h (z). =

Remark 5.22 As it follows from the construction of the function ® (¢,x) and from the proof of
Corollary 5.20, for any compact set K C M there exist positive constants C' and T such that

®(t,z) <Ct™* forallze Kand 0<t<T. (5.41)

Example 5.23 For the heat kernel p; on (R, e’ dz) given by (4.18), one obtains the following
estimate of the form (5.37):

1 (22 +yH) et (z—y)?
S _ _ ¢ 5.42
Pt (7, y) (2 sinh 2¢) 1/2 xp < 2cosht 2 sinh 2¢ ( )

< @ (L)@ (t,y) exp (—M —t) :

4t

with the function

P (t ) 1 e 2 et 1
x)i=— — exp| —=x i
7 (27 sinh 2t)1/4 P 2sinht  2t) )’

which is decreasing in .

5.3 On-diagonal lower bounds

In this section, we collect the heat kernel lower estimates that use only the volume function
V(x,r).
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Theorem 5.24 ([44]) Let (M, ) be a geodesically complete weighted manifold, and assume that
for some point x € M and all v > rg,

V(z,r) < Cr?, (5.43)
where C, a,rg are some positive constants. Then, for all t > tq,

(x x) > 1—/2
P, ) = V(z,+/Atlogt)’

where A > 0 depend on x,79,a,C and tog =ty (r9).

(5.44)

In particular, we obtain from (5.43) and (5.44)

Cc

pe(x,2) 2 —.
(@) (tlogt)™/?

Clearly, in the case when o = n and M = R" this estimate is not sharp because of the factor
(log t)"/ 2. However, in general assuming only the volume growth condition (5.43) one cannot
get rid of this factor as it was shown on example in [44] (see also [16] and [103]).

For a more general volume function, we have the following generalization of Theorem 5.24.

Theorem 5.25 ([44]) Let (M, ) be a geodesically complete weighted manifold, and assume that,
for some point x € M and all v > 1o,

V(z,r) <V(r), (5.45)

where V(r) > 1 is a continuous increasing function on (rg,00) such that the function

,,,2

log V(r)

T is an increasing bijection from (rg,+o0) to (to,+00), (5.46)

and ro,to are positive reals. Let R(t) be the inverse function to (5.46), that is, R (t) is defined
for t >ty by the identity
R(t)

I 5.47
log V(R(1) (547
Then, for all t > ty,
(0,2) > ——12 (5.48)
TS Vi r(AnD) |
where the constant A > 0 depends on x and rg.
Of course, (5.48) implies also
1/2
> ——
P8) 2 YR D)

Example 5.26 If V(r) = exp (r®) for 0 < a < 1, then we obtain from (5.47) R (¢) ~ t?== and
hence o
pe(x,x) > cexp (—Ctﬁ) . (5.49)

If V(r) = r® then (5.47) gives R (t) ~ v/tlogt, and we obtain the statement of Theorem 5.24.
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Sketch of proof of Theorems 5.24 and 5.25. Fix some R > 0 and set 2 = B(z, R).
Using (3.12), the Cauchy-Schwarz inequality, and the stochastic completeness of (M, ) (which
follows from Theorem 3.13), we obtain

_ 2 T 2 T
pu(z,z) = /Mm W)du(y) > /Q P (e, y)dp(y)

- ( / pt(fv,y)du(y))2 -5 (1 - pt<x,y>du(y>)2. (5.50)

Assume that R = R(t) is so that

/ pe(z, y)duy) < & < 1. (5.51)
B(z,R)°

Then (5.50) yields
pt(l',.%') Z

which will be the desired estimate.
Applying again the Cauchy-Schwarz inequality and using the notation Ep (¢, z) defined in
(5.27), we obtain

2

/ pe(z,y)du(y) | < Ep(t,z) / exp(—M> du(y). (5.52)

Dt
(z,R)° B(z,R)°

If D > 2 then, by Corollary 5.20, Ep (¢, ) is finite and decreasing in t so that for large ¢ it can
be replaced by a constant. Estimating the integral in (5.52) by the volume growth hypothesis,
one obtains (5.51). m

5.4 Relative Faber-Krahn inequality

In this section we always assume that (M, u) is a geodesically complete weighted manifold. We
say that (M, u) satisfies the relative Faber-Krahn inequality if there exist positive constants J, ¢
such that, for any geodesic ball B (z,7) on M and for any non-empty relatively compact open

set  C B(x,r), 5
A(Q) > r—cz (Vu(é’z;)) . (5.53)

For example, the relative Faber-Krahn inequality holds in R™ with § = 2/n since V (z,r) =
cr™ and hence (5.53) amounts to the uniform Faber-Krahn inequality (5.1) with A (v) = cv=2/™.

Theorem 5.27 ([88]) If M has non-negative Ricci curvature and p is the Riemannian volume
then (M, ) satisfies the relative Faber-Krahn inequality.

Approach to the proof. The following key property of manifolds of non-negative Ricci
curvature is used in the proof of this theorem and Theorem 6.4 below. For any x € M and

0 < s < 1, define a homothety I'Y : M — M by

Ff (y) =Yy (SZ) )

34



Figure 3: Homothety I'Y

where 7, , : [0,]] — M is a shortest geodesics between z and y such that v, ,(0) = x and
Ya,y (1) = y. Then, for any Borel set A C M,

p(T5 (A)) = cu(4), (5.54)

where ¢ = ¢ (s) > 0 (see Fig. 3). A similar but somewhat different measure contraction property
was considered in [196]. m

The class of weighted manifolds with the relative Faber-Krahn inequality is much wider than
those with non-negative Ricci curvature. In particular, this class is stable under quasi-isometry.
Another example of stability: a connected sum of k copies of the same manifold satisfying the
relative Faber-Krahn inequality also satisfies the relative Faber-Krahn inequality (see [112]).

We say that a weighted manifold (M, u) satisfies the volume doubling property if, for all
x €M andr >0,

V(z,2r) < CV (z,7).

Theorem 5.28 ([89]) The following conditions are equivalent:
(a) (M,u) satisfies the relative Faber-Krahn inequality.

(b) (M, u) satisfies the volume doubling property and the heat kernel on (M, pn) admits the
estimate

C

pe(z,2) < m, (5.55)

for allz € M and t > 0.

(¢) (M, p) satisfies the volume doubling property and the heat kernel on (M, ) admits the

estimate 2
exp (—cﬂ> , (5.56)

C
pt (z,y) < W 7

forallxz,y € M andt > 0.

Approach to the proof. The proof of (a) = (b) is based on a certain mean value
inequality for solutions to the heat equation (see [88], [95], [148]). The proof of (b) = (a) is
similar to that of Theorem 5.2. The implication (¢) = (b) is trivial whereas (b) = (c) follows
by Corollary 5.18 with additional application of the volume doubling property. m

As it is clear from Corollary 5.18, the constant ¢ in the exponential in (5.56) can be made
arbitrarily close to }1. In fact, it can be taken exactly }1 at the expense of additional factors as
in the following statement.
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Theorem 5.29 ([95]) Let (M, u) satisfy the relative Faber-Krahn inequality. Assume in addi-
tion that for some o > 0 and for all0 <r < R and x € M,

Then, for all z,y € M andt > 0,

c d(z,y)\*" ( d(x,yf)
(z,y) < 1+ exp | — . (5.58)
e W(x,wz)wy,ﬁ)( Vi ) R

Note that the condition (5.57) with some « follows from the volume doubling property.
Hence, (5.58) holds on any complete manifold satisfying the relative Faber-Krahn inequality.
The exponent a — 1 in the middle factor in (5.58) is sharp as one can see from the example
M = S" with a = n (see [165]).

Theorem 5.30 ([44]) Assume that for some point x € M,
V(z,2r) < CV (z,r) forallr >0

and o
) < —————,  forallt>0.
pt (z, ) V(x,\/z) for a

Then, for allt > 0,
c

p (2, 2) > Vv (5.59)

Approach to the proof. The proof is similar to that of Theorem 5.24, with the enhance-
ment that the term Ep(t,z) in (5.52) is estimated not just by a constant but using Theorem
5.17, which in the present setting yields

ED(t7 .’E) <

¢
Vv (:E, \/f) '
This allows to replace the term v/Zlogt in (5.44) by v/t as in (5.59). =
Corollary 5.31 The following conditions are equivalent:

(a) (M, up) satisfies the relative Faber-Krahn inequality.

(b) The heat kernel on (M, u) satisfies the estimates

C dz(m,y)>
) < ——e — . 5.60
o) = 5 Xp( T (500
for all x,y € M and t > 0, and

(5.61)

forallx € M and t > 0.
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Proof. The implication (a) = (b) follows from Theorems 5.28 and 5.30. To prove (b) =
(a) observe that (5.60) and (5.61) imply for t = (2r)?

¢ < ( )<L
V (z,r) =P o) = V (z,2r)’

whence the volume doubling property follows. By Theorem 5.28, the upper bound (5.60) and
the volume doubling property imply (a). =

Corollary 5.32 ([150]) If M has non-negative Ricci curvature and p is the Riemannian volume
then the heat kernel on (M, u) satisfies the upper bounds (5.56), (5.58) and the lower bound
(5.59).

In fact, Li and Yau [150] proved also a Gaussian lower bound for p; (x,y), which will be
discussed below in Section 6.1.

5.5 On-diagonal estimates on model manifolds

In this section, (M, ) is always a weighted model introduced in Section 2.4. Denote by o the
origin of M and set B, = B(o,r). Recall that V (r) is the volume of B, and S (r) is the
boundary area of B,.

The next theorem is a version of Theorem 5.1 when all conditions are spherically symmetric.

Theorem 5.33 ([44]) Assume that, for any r > 0,
A (Br) 2 A(V (1)), (5.62)

where the function A satisfies the same hypotheses as in Theorem 5.1. Then, for all t > 0,

4
pt (0,0) < 5.63
where the function ~y is determined via A as in (5.6).
Corollary 5.34 ([94]) We have, for allt > 0,
(0,0) < —— (5.64)
Y= VRER) |
where the function R (t) is defined by
R(t) S (T)
t= F(r dr, 5.65
| rogs (5.65)
and F' is defined by
Todt
F(r):= sup {V / —] . 5.66
0 =sw VO [ 55 (5.66)

Proof. By Theorem 2.10, the condition (5.62) holds with the function A (v) defined implicitly
by the identity
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Changing v = V () in the integral (5.6), we obtain

Vi)
t:4/ F(T)S(r)dr,

whence v (t) = V (R (t/4)) . Substituting into (5.63) we obtain (5.64). m

Of course, obtaining explicit estimates for the function F'(r) may be a difficult task. Under
additional hypotheses, one can do it as in the next statement.

Given a constant Q > 1 and a positive function f (r) on an interval (a,b), we say that f is
Q-quasi-increasing on (a,b) if

f(r1)) <Qf (r2) whenever a <ry <ry <b. (5.67)

Of course, if Q = 1 then f is an increasing function. If f € C! (a,b) then a sufficient condition
for f to be @-quasi-increasing is

b fl
/ [—] dr <logQ. (5.68)
a LF]Z
We say that f is quasi-increasing if it is ()-quasi-increasing for some @ > 1.

Corollary 5.35 ([44]) Assume that the function

T V(r) is Q-quasi-increasing on R . (5.69)
S(r)
Then, for allt > 0,
4
- _ 5.70
P00 S Y R (et (10
where ¢ = # and the function R (t) defined by
R(t) 174 (T)
t= dr. 5.71
Lo o7

Proof. It is easy to see that the function

Todt

used in the definition (5.66) of F' (r), vanishes at both ends £ = 0 and £ = r. Hence, there is a
point ¢ € (0,7) where function (5.72) takes the maximum value so that

"odt

~—

- (v0 [55) -5 [ 555

_V© Tdt (V9
F(T)—S—S(f)/S m—(m) -

and hence



By the condition (5.69),

whence

Substituting this inequality in (5.65) we obtain

ROV (r)
2
t<qQ /0 o) dr,

so that the definition of R (¢) can be changed to (5.71) with simultaneous replacing ¢ in (5.64)
by t/Q% m

Example 5.36 Let V (r) = exp (r ) for large r where 0 < o < 1. Then ((:)) = a7 and
(5.71) yields, for large ¢, R (t) ~ t>~=. By Corollary 5.35, we obtain, for large ¢,

bt (07 0) < CeXp (—ctﬁ) .
The exponent ﬁ is sharp as by Theorem 5.25 we have a matching lower bound (5.49), that is
pi (0,0) < Cexp (—ctﬁ) .

For more general model manifolds, two sided estimates of p; (0, 0) are presented in Theorem 5.42
below.

Corollary 5.37 ([44]) If the function r — 50 is monotone increasing on R, then, for all

t>0,
C

v (Vi)
If in addition the function V (r) satisfies the doubling condition, that is V (2r) < C'V (r) for all
r > 0 then

pt (0,0) < (5.73)

(5.74)

Approach to the proof. The proof of (5.73) in [44] consists of showing that V' (\/t/2> <

V (R (t/8)) where R (t) is the function from (5.71). The lower bound in (5.74) follows from
Theorem 5.30. =

Remark 5.38 The estimate (5.74) remains true if the hypothesis of monotone increasing of
V (r) /S (r) is replaced by V (r) < CrS (r), while still assuming the volume doubling (see [94]).
Under a stronger hypothesis V' (r) ~ S (r) one obtains also off-diagonal estimates — see Lemma
6.15 below.
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5.6 Estimates with the mean curvature function

In this section, we obtain estimates of p; (0,0) on a weighted model (M, u) using the mean

curvature function m (r) = “Z./((:)). The main result is Theorem 5.42, which we state and prove

after some preparation.

Lemma 5.39 Assume that m > 0 and m’ < 0 on (rg,+00) for some rg > 0. Then, for large

enough t,
4

< ——— .
pt (0,0) < VR () (5.75)
where function R (t) is defined by
/M)W (5.76)
t= . .
W M)

Proof. In order to use Corollary 5.35, we need to verify that V (r) /S (r) is quasi-increasing
on Ry. For r < rp we have % ~ r, which is quasi-increasing. Hence, it suffices to prove that

V (r) /S (r) is quasi-increasing on (rg, +00). By (5.68), it suffices to show that

/T OO [(I‘////?I]dr < 0. (5.77)

By hypotheses m > 0, we have S’ (r) > 0 on (rg,+o0), and, by hypothesis m’ < 0, the
function S (r) /S’ (r) is increasing on (rg, +00). Therefore, for any r > ro,

V(r)—V(rO):/TS(t)dt< 5(r) /TS’(t)dt: SU) 5y — 8 (ro),

S50 5 (r)
whence S’( S( ) S( )
T T)— To
S SV () =V (ro) (5.78)
Using the identity
/sy S &
vV/S VvV S
we obtain
V/S) . S(r) S()-S(r) _Sro) V() -V (r)S(r)
VIS 2 V) V-V V@OV E V() (5.79)
L V) (S0) = S(r)
= TV W)V (n))
and henee (V/S)'T _ V(ro) (S(r) — S (ro)
70 r) — S (rg
{vw] SV W) Vi) (5.80)

Obviously, we have

/‘X’S(r)drz 1 <0
o VA V(o) T

because V (1) — oo as r — oo (this follows from S’ > 0 which implies that S (r) > ¢ for large
r). Therefore, integrating the right hand side of (5.80) from ry to oo, we obtain (5.77).
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To finish the proof we are left to show that the function R from (5.71) can be replaced by
the one from (5.76). For that, it suffices to show that, for large enough R,

RV(’I“ R dr
Ok / i (5.81)
Indeed, by (5.78) we have ) o) )
Vir)—Vi(rg S(r) 1
S-S0 5 m() (552
whereas
Vi) _V0ro)m(o) 1 _ C
S(ro) = S(ro) m(r) m(r)

just because m (r) is decreasing. Hence, we obtain

RV(r /R dr
T S(T o

which together with the trivial estimate

implies (5.81). =

Remark 5.40 If 7o = 0 then the proof is much simplified since by (5.79) the function % is

increasing on (0, +o00) and by (5.82) S((:)) < ( ) for all » > 0, which implies that (5.75) holds
for all t > 0.

Lemma 5.41 Assume that m > 0 and m' < 0 on (rg, +00) for some ro > 0. Then the function
> o

r
log V' (r)

18 an increasing bijection from (r1,+00) to (t1,+00) for some (large) positive r1 and t1.
g 01) ) ) ge) p

(5.83)

Proof. Since the function S (r) is increasing, we have V (co) = oo. Since the function
m (r) is bounded from above, we have S (r) < exp (Cr) and V (r) < exp (Cr) . In particular, the
function (5.83) goes to 0o as r — co. We are left to prove that, for large enough r,

Differentiating the left hand side, we reduce this to the inequality

Sy
ViegV ’

which will true for large r if we prove that

lim sup VITSV <1 (5.84)

Observe that
rS)  rS'+S  rm+1

(ViegV)  SlogV+S logV +1
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and, using m’ < 0 and (5.78),

(rm+1)  rm'+m m V(r)
logV+1)  S/V =SV V(@) -V)

Going backwards and using I'Hospital’s rule, we obtain (5.84). m

Theorem 5.42 Assume that the mean curvature function m(r) of a weighted model (M, )
satisfies the conditions m > 0 and m' <0 on (rg,+00), for some ro > 0. Then, for large t, we
have

R (ct
P (0,0) < exp (—#) , (5.85)
where function R (t) is determined from the equation
R (1)
—— =1 (5.86)
m (R (1))

If in addition function m satisfies for large r the inequality

/ m(s)ds < Crm(r), (5.87)
70
then, for large t,
1 2
(0.0 = o () (5.59)

Example 5.43 If m (r) ~ 7 for large r, where 0 < 3 < 1 then R (t) ~ tﬁ, whence, for large
t, s
pt (0,0) < cexp <—Ct1+6) )

This estimate obviously matches the estimates from Example 5.36, which correspond to g =
1—-a.

Note that the functions m (r) ~ + and m (r) ~ @ do not satisfy (5.87).

= =

Proof. Since
R dr R

o M) = m(R)

the function R (t) defined from (5.76) is larger than the function R (¢) defined by (5.86), and
hence we obtain from Lemma 5.39 that for the latter function R (¢) and for large enough ¢,

4

<. 5.89
P00 S VR (o) (559
Let us prove that, for large enough R,
1
V (R) > 4exp (iRm (R)) . (5.90)

Indeed, using the identity

S(r) = S (ro) exp ( / 0 m (1) dt) (5.91)
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and Jensen’s inequality, we obtain

R
V(R) = /0 S (r)dr

_ S(ro)/ORexp</r:m(t)dt)dr
S (ro) Rexp (}l%/o (/T:m(t) dt) dr)

R
S (ro) Rexp (% /TR (r — ro)m (R) dr)

0

2
= S(ro) Rexp <%m (R))

v

Y

so that 1
logV (R) > log S (r9) + log R + §Rm (R) —rom (R).
Since m (R) < m (rg), for large enough R we obtain (5.90) (the constant factor 4 in (5.90) can

be replaced by any other positive number).
For R = R (ct) we have by (5.86) m (R) = R/(ct) so that (5.90) yields

V(R (ct)) > dexp (%@) > 4exp <@> ,

C

(provided ¢ < 1/2 which can be assume here) which together with (5.89) yields (5.85).
By Lemma 5.41, the function (5.83) satisfies the hypotheses of Theorem 5.25. Therefore, by
Theorem 5.25, we obtain, for large enough ¢,

1/2

> 5.92
P00 = Ve ey’ 592
where R* (¢) is the inverse function to (5.83), that is
(R*)”
— =1. 5.93
logV (R*) (5.93)
In particular, we have
R*)
V(RY) :exp( t)
so that (5.92) can be rewritten as follows:
1 R* (Ct)? 1 R* (Ct)?
> = AR S A 94
pt(o,o)_zexp< ol )_Qexp< ; (5.94)

The lower bound (5.88) will follow from (5.94) if we prove that, for large ¢,
R*(t) <R(CY).
Comparing (5.86) and (5.93), we see that it suffices to verify that for large enough R,

R <c R?
m(R) — logV (R)’
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which in turn will follow from
log (V(R) =V (rg)) < CRm(R).

Since by inequality (5.82) from the proof of Lemma 5.39 and by (5.91)

V(R) =V (ro) < S“;)) ~ exp (/:ma)dt) S(ro),

m( m (r)

it suffices to prove that, for large enough R,

R
/r " m(r)dr +10g S (o) + og ﬁR) < CRm(R). (5.95)

The first term in (5.95) is dominated by the right hand side by hypothesis (5.87). This hypothesis
implies also that, for large enough r, say, for r > Ry,

<10

m(r) zf/mrm(s)dsz

Therefore, iterating this estimate, we obtain, for large enough R,

R R
d log R
m(R)ZE m(r)dr2£ —TZcOg .
Ry R Ro T R
In particular,
Rm (R) > clogR (5.96)

whence it follows that the constant term log S (ro) in (5.95) is dominated by the right hand side,
for large enough R. Finally, (5.96) implies

1
log—— <1 <
Ogm(R) <logR+C < CRm(R),
1

so that the term log &z in (5.95) is also dominated by the right hand side. m

5.7 Green function and Green operator

The Green function g (x,y) of a weighted manifold (M, p) is defined by

g(z,y) = /000 pt (z,y) dt, (5.97)

and it takes the values in [0,4o00] including +oco. For example, in R™ we have g(z,y) =
cnlz—y|* ™ if n > 2 and g(z,y) = +oo for n < 2 (a fundamental solution log in R?

1
p
is not a Green function in our sense because it is signed). Y

For = y, the integral in (5.97) always diverges at ¢ = 0 provided n = dim M > 1, because
pi(z,2) ~ t7/% as t — 0 (see Theorem 3.9). We say that the Green function is finite if
g (x,y) < oo for all distinct x,y € M. Various conditions for the finiteness of Green function
will be discussed in Section 9.1. Here we state only one simple result, but before that let us
notice that if the Green function is finite then it determines the Green operator G, which acts
on functions on M as follows:

Gf (x) = /Mg (2.9) f () dps () (5.98)
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Lemma 5.44 Assume that Amin (M) > 0. Then the Green function g is finite, g(z,:) €
L} (M, p) for allz € M, and
—-Aug (z,-) = 9. (5.99)

Moreover, the Green operator G is the inverse operator to —A,|y,» in L2,
0

Remark 5.45 The equation (5.99) is understood in the distributional sense so that the Green
function is a fundamental solution of the operator —A,. It also follows from (5.99) that the
function g (z, -) is harmonic outside x and hence is smooth.

Proof. The convergence of the integral in (5.97) for distinct z,y follows from Theorem 5.21
(cf. (5.37) and (5.41)). It also follows from Theorem 5.21 that, for any compact set X C M and
for any T > 0, there is a constant C such that

pi (z,y) < Ce ™ forallz,y € K andt>T, (5.100)

where A = Apmin (M) (alternatively, (5.100) can be deduced from (3.19)). Using (3.11), (5.97),
and (5.100), we obtain

/M%M@@)—

St~

/m@wmmwﬁ+/7@mwmmmw
K T

K K
¢ -AT
< T+ e M (K) < o0,
whence it follows that g (z,-) € L} ..
The spectrum of operator H := —A#|W02 is located in [\, +00) and hence, H~! exists, is a

bounded operator, and ||H~!|| < A~!. By the functional calculus, we have
o0
/ e"Hat = gL, (5.101)
0

Comparing (5.101) with (5.97) we see that the Green operator G coincides in L? with H~!.
Consequently, for any f € L? there is a unique solution u € W02 to the equation

—Auu =, (5.102)

and this solution is given by u = Gf. To prove (5.99) it suffices to verify that, for any u € D,
- [ 9o A du ) = u(a). (5109

Indeed, the function w is in W and satisfies the equation (5.102) with f = —A,u. Hence, by
the above remark, u = G f, which is exactly (5.103). m

Corollary 5.46 Let Q be a non-empty relatively compact open subset on M such that M \ Q
is non-empty. Then the Green function g of (Q,u) is finite and, for any f € L*(Q, ), the
function

u () = /Q % (,9) £ (4v) du (v)

is the unique solution to the equation —A,u = f in the class VVO2 (2, 1), where A, is understood
in the distributional sense.
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Proof. By Theorem 2.3, we have Ayi, () > 0. By Lemma 5.44, the Green function g% is
finite and the Green operator G is the inverse to the Dirichlet Laplace operator in L2 (2, ),
whence the claim follows. m

Corollary 5.47 If the Green function g of a weighted manifold (M, u) is finite then it is the
minimal non-negative fundamental solution of —A, on M.

Proof. The manifold M is non-compact because otherwise g = co by (3.30). Let {Qx}p-

be an exhausting sequence on M such that all Q are relatively compact and hence M \ Qj, # 0.

By Theorem 2.3 and Lemma 5.44, the weighted manifold (Qy, 1) has a finite Green function g%
satisfying in €2 the equation

~A,g" (x,-) = b, (5.104)

It follows from Theorem 3.5 and (5.97) that the sequence { gﬂk} increases and converges to g as
k — oco. On the other hand, (5.104) implies that, for all m < k, the function g** (x,-) — g% (,-)
is harmonic in ,,, for any x € ),,. Therefore, the function
g (1‘, ) - ng (]37 ) = lim (gﬂk (mv ) - ng (1‘7 ))
k—o0

is also harmonic in §2,,,. Therefore, g (, -) satisfies (5.99) in €2,,,, and letting m — oo we conclude
that g (z,-) satisfies (5.99) in M.

If f is another non-negative fundamental solution at z, that is, —A,f = d;, then the
difference f — g% (z,-) is harmonic in Q. The minimum principle implies f — ¢ (z,-) > 0
whence it follows that f > g (z,:). =

Remark 5.48 As one can see from the proof, if g (z,y) is finite for some couple z,y then it is
finite for all distinct z,y.

Example 5.49 Let (M, 1) be a weighted model, o be its origin, and S () be its boundary area
function. Then the Green function at o has the following explicit value:

> ds
= — 5.105
g ('/‘67 0) , S (S) Y ( )
where r = |z|. Furthermore, the Green function of the central ball Bg is given by
R
ds
Br : 5.106
o (o) = [ 5 (5.106)

The latter is verified by showing that this function is harmonic away from o (cf. (2.12)), satisfies
(5.99), and vanishes on the boundary. Then (5.105) follows from (5.106) by passing to the limit
as R — oo (cf. Corollary 5.47).

Estimates of the Green function can be frequently obtained from estimates of the heat kernel
and (5.97). The following lemma is useful is such cases.

Lemma 5.50 Let F' (t) be a positive monotone increasing function on Ry and set

Gr) = /OOO . (1\5) exp (—é) dt. (5.107)

If F satisfies the doubling property

F(2r)<CF(r) forallr>D0, (5.108)
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then
G(r) ~ / %, (5.109)

where the constants bounding the ratio of the both sides in (5.109) depend only on the constant
C from (5.108). If in addition

F(r) r\ o
> — .
Fs) _c(S> , forallr >s>0 (5.110)
where ¢ > 0 and o > 2 then )
r
~ 111
)~ 5o (5.111)

where the constants bounding the ratio of the both sides in (5.111) depend only on ¢,C and a.

Proof. Splitting the integral in (5.107) into the sum of the integral over (0, 7“2) and (7“2, +oo)
and noticing that the latter integral is of the order [~ Ii‘(ij) , we obtain the lower bound in (5.109).
To prove the upper bound, it suffices to appropriately estimate from above the former integral.

Noticing that
o) 2r 2
/ sds > / sds > o r ’
v F(s) 7 Fls) F(r)

we conclude that it suffices to verify that

/OT2 ﬁ exp (—T—:) dt < const % (5.112)

By (5.108) there are constants o/ > 0 and C’ > 0 such that

!

(?8) < (g)a , forallr>s>0,

so that, for all r > /%,
F(r) /( r )a
— <[ — .

Substituting into (5.112) and changing in the integral 7 = ¢/r2, we see that (5.112) amounts to

1
/ 1
/ T exp (——) dr < const,
0 T
which is true.

To prove the second claim, it suffices to show that

/OO sds < nsti
. F(s) - O E@)

which by (5.110) amounts to

o r o
/ (—) sds < const r2,
T s

and which is true by a > 2. =
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Example 5.51 Let (M, ) be a geodesically complete manifold satisfying the relative Faber-
Krahn inequality. Using the heat kernel upper bound (5.56) and Lemma 5.50, we obtain that
the Green function satisfies the estimate

& sds
g(z,y) < C/ : (5.113)
d(z,y) V (mv 8)
In particular, the Green function is finite provided
*  sds
— . 5.114
[ vam <o 41

As we will see later, this condition is also necessary for the finiteness of the Green function (see
Theorem 9.7 and Corollary 9.9).

6 Harnack inequality

6.1 The Li-Yau estimate

In this section we assume that (M, u) is a geodesically complete weighted manifold. We say that
the heat kernel on (M, p) satisfies the Li-Yau estimate if, for all z,y € M and t > 0,

_ C B d? (z,y)
e (z,y) < mexp ( e—y ) . (6.1)

P. Li and S.-T. Yau [150] proved this estimate on geodesically complete Riemannian manifolds
with non-negative Ricci curvature using the gradient estimates (see Theorem 6.5 below). Per-
haps, for the first time the estimate (6.1) appeared in the work of A.K. Gushchin [117] in the
context of parabolic equations in unbounded domains in R™ (see also [118]). Here we survey
the approach to (6.1), which originates from [88] and [187] and which applies to a large class of
weighted manifolds.

We say that (M, u) satisfies the (uniform parabolic) Harnack inequality if, for any ball
B (z,r) on M and for any positive solution w (¢,z) of the heat equation in the cylinder C =
(0, r2) X B (z,1), the following holds:

supu (t,z) < Cinfu(t,z)
c- C+
where C_ = (;117"2, %7’2) x B (z, %r) and Cy = (%rQ,r2) x B (z, %r) (see Fig. 4).
It is well known that the Harnack inequality holds for uniformly parabolic equations in R™

— see [166]. The relation to heat kernels is given by the following statement, which originated
from [146] and [144].

Theorem 6.1 ([73], [122], [193]) A manifold (M, u) satisfies the Li- Yau estimate if and only if
it satisfies the Harnack inequality.

To characterize manifolds with the Harnack inequality, we need one more notion. We say
that a weighted manifold satisfies the (weak) Poincaré inequality if there exists € € (0,1) such
that for any ball B (z,r) and for any function u € C! (B (z,r)),

inf / (u—s)*du < Cr2/ \Vul? dp. (6.2)
s€R JB(zer) B(z,r)

(The term “weak” refers here to the factor e < 1).
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Figure 4: Cylinders C4 and C_

Theorem 6.2 ([88], [187]) A manifold (M, ) satisfies the Harnack inequality if and only if it
satisfies the doubling volume property and the Poincaré inequality.

Hence, the Li-Yau estimate holds if and only if the doubling volume property and the Poincaré
inequality hold.
The proof of Theorem 6.2 uses the following result, which is of its own interest.

Theorem 6.3 ([88], [187]) If (M, p) satisfies the Poincaré inequality and the volume doubling
property then it satisfies the relative Faber-Krahn inequality.

Note that the converse to Theorem 6.3 is not true: it is possible to show that a connected
sum of two copies of R™, n > 3, satisfies the relative Faber-Krahn inequality but not the Poincaré
inequality (see Example 6.22 below).

Using Corollary 5.31, we obtain that the Poincaré inequality and the doubling volume prop-
erty imply the upper bound and the on-diagonal lower bound in (6.1). The off-diagonal lower
bound requires additional tools, which we do not touch here and which are similar to Moser’s
original proof of the Harnack inequality in R™ (see [166] and [181]).

It is worth mentioning that if (M, u) satisfies the Li-Yau estimate then the constant ¢ in the
exponential in the upper bound in (6.1) can be taken arbitrarily close to ;11. Furthermore, by
Theorem 5.29, one can take ¢ = zll at expense of an additional polynomial factor.

Connection to the Ricci curvature comes from the following statement.

Theorem 6.4 ([27], [88]) If M has non-negative Ricci curvature and p is the Riemannian
volume then (M, 1) satisfies the Poincaré inequality and the volume doubling property.

In fact, both Poincaré inequality and volume doubling property come from the property
(5.54) of the homothety on such manifolds. Clearly, Theorems 6.4 and 6.3 imply Theorem 5.27.
Successive application of Theorems 6.4, 6.2, and 6.1 yields the following result.

Theorem 6.5 ([150]) If M has non-negative Ricci curvature and p is the Riemannian volume
then the heat kernel on (M, 1) satisfies the Li-Yau estimate (6.1).
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The above results are schematically presented on the following diagram:

H thet 88 — 150
concfifuril(?n (65'};) 2) iz] [:>] ’ Gradient estimates ‘

(88] Thm.6.4 [150]
U
~ Coexn —ed@w)
Volume doubling & Thm.6.2 Harnack Thm.6.1 _ e
Poincaré inequality inequality Pt = V (2,V1)
Thm.6.3
I
Relative Cexp (,C@
531 R W
Faber-Krahn Cﬂr:> Dt < V(@)
i i >__¢c
inequality > LCDR

Finally, let us mention that if the heat kernel satisfies the Li-Yau estimate then, by Lemma
5.50, the Green function can be estimated as follows:

9(z,y) = /d h | ijs). (6.3)

(z,y

6.2 Manifolds with relatively connected annuli

For a weighted manifold (M, ), fix a reference point o € M, which will be called an origin, and
use the notation

|z| :=d(z,0) and V(s):=V(o,s). (6.4)

We say that M has relatively connected annuli if there exists a positive constant K such that,
for all large enough r and all z,y € M with |z| = |y| = r, there exists a continuous path
v :[0,1] = M with v(0) = x, y(1) = y whose image is contained in B(o, Kr)\ B(o, K~'r) (see
Fig. 5).

Kr

Figure 5: Path « connects points « and y in B (o, Kr) \ B (o, K‘lr)

For example, any model manifold of dimension n > 2 (in particular R™) has relatively
connected annuli.

We say that a weighted manifold (M, u) satisfies the volume comparison condition if, for all
x € M and r = |z|,

Vi(r)<CV(x (6.5)

1
5 ﬁr).
It is clear that the volume doubling property implies the volume comparison condition.
A ball B (z,r) is called remote if r <  |z|, and central if z = o.
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Theorem 6.6 ([110]) Let (M, ) be a complete non-compact weighted manifold with relatively
connected annuli. Assume that the volume doubling property and the Poincaré inequality hold
for remote balls in (M, p). Then these properties hold for all balls in (M, p) if and only if (M, u)
satisfies the volume comparison condition.

Approach to the proof. It is easy to see that it suffices to prove the volume doubling
property (VD) and the Poincaré inequality (PI) for central balls. One obtains (V' D) for central
balls from (VD) for remote balls and from (6.5). Most non-trivial part is to prove (PI) for a
central ball. For that, fix a large enough number p and split a central ball B (o, p™) into a series
of annuli {A4y};_, where

Ay = B(o,p) and Ay, = B(o,p*)\ B(o,p*!) for k > 1.

First, one proves a version of (PI) in each annulus Ay covering it by a bounded number of
remote balls. Next, consider the family I' = {Ax},_, as a graph with vertices Aj and edges
connecting Ay and Agyq1. Put also weight my = p (Ag) on each vertex Ay. Then one can prove
a certain discrete Poincaré inequality on the weighted graph I' using the fact that the sequence
{my} of weights grows exponentially in k& (which follows from (V' D)). Combining it with (PI)
in each annulus Ay one obtains (PI) in B (o0,p"). m

Example 6.7 Let M be a Riemannian model of dimension n > 2, and let V (r) and S (r) =
V' (r) be, respectively, the volume function and the boundary area function of M (see Section
2.4). Using Theorems 6.2 and 6.6, it was shown in [110] that M satisfies the Harnack inequality
provided the following conditions hold:

V(r)<Cr"™ and V (r)~rS(r). (6.6)

Under the standing assumption that S (r1) ~ S (r9) if 71 =~ 72, these conditions are also necessary
for the Harnack inequality.

6.3 Non-uniform change of measure

In this section (M, u) is a geodesically complete non-compact weighted manifold. It is easy to
see that the volume doubling property and the Poincaré inequality are invariant under quasi-
isometry. Hence, we obtain from Theorem 6.2 that the Harnack inequality is invariant under
quasi-isometry. This highly non-trivial result was first proved in [187]. Let us state for further
references the following particular case.

Corollary 6.8 If the heat kernel on (M, u) satisfies the Li- Yau estimate and h ~ 1 is a smooth
function on M then the heat kernel on (M, ) also satisfies the Li-Yau estimate, where dp =
h2du.

We will state below a more general result about the heat kernel on (M, ) when h is not
necessarily bounded. We use the notation and terminology from the previous section.

Theorem 6.9 ([110]) Assume that (M, u) satisfies the Harnack inequality and has relatively
connected annuli. Let h be a smooth positive function on M satisfying the following two condi-
tions, for all k =1,2,...:

hg:= sup h<C inf h (6.7)

1mn
2k —1<|g| <2k 2k—1<|a| <2k
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and

k
D RV (2Y) < CRIV(2M). (6.8)
=1

Define i by dji = h®du. Then (M, i) satisfies the Harnack inequality.
Moreover, if h satisfies (6.7) then (6.8) is not only sufficient but also necessary for (M, )
to satisfy the Harnack inequality.

Sketch of proof. By Theorem 6.2, we know that (M, u) satisfies the volume doubling
property (VD) and the Poincaré inequality (PI), and we need to verify that (VD) and (PI)
hold on (M, ). Since function h is nearly constant in any remote ball, both (VD) and (PI) for
remote balls on (M, ) trivially follow from those properties on (M, u). Observing that (6.8)
is equivalent to the volume comparison condition for (M, i), we conclude by Theorem 6.6 that
(VD) and (PI) hold for all balls on (M, ). m

Remark 6.10 Let us set

h(r) = sup h(x). (6.9)

|z|=r

Then conditions (6.7) and (6.8) can be equivalently stated as follows:
h(z)~h(|z|) forallz e M (6.10)

and

2

/TEQ V() E R )V (), foralr>2 (6.11)
1 S

(note that the opposite inequality in (6.8) is trivial).
For example, if V (r) ~ r® and h (r) ~ r® for large r then (6.11) holds for 8 > —a/2.

Corollary 6.11 ([110]) Assume that M has relatively connected annuli and let the heat kernel
on (M, ) satisfy the Li-Yau estimate. Let h be a smooth positive function on M satisfying the
conditions (6.10) and (6.11). Then the heat kernel p; of (M, i), where dii = h®du, admits the
following estimate, for all x,y € M andt > 0,
d2
_ M) 7 (6.12)

¢ exp( &
V(a, VOR (|| + Vi) t

and the Green function g admits the estimate

~ o sds
9 (z,y) 2/ — : (6.13)
d(zy) V(z,s)h" (|z| + s)

Proof. It follows from Theorems 6.9 and 6.1 that the heat kernel p; on (M, 1) satisfies the
Li-Yau estimate, that is

ﬁt($7 y) =

~ C d? (w,y))
T,y) X =—exp | —c ,
P = ) p( t
where

V) =i @)= [ i
B(z,r)
Using (6.10) and (6.11), it is not difficult to see that
V(z,r)~V (x,r)#(\x! +7), (6.14)
whence (6.12) follows. Finally, (6.13) follows from (6.12) and Lemma 5.50. =
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Remark 6.12 Since pi(z,y) = p:(y, z), the estimate (6.12) can be “symmetrized” as follows:

Cexp (—c@)
pe(z,y) = — — : (6.15)
V@ VOV (5, VR (j2] + VE) B (Jy] + V)

Example 6.13 Let M = R", n > 2, and p be the Lebesgue measure. Set (z) = 2 + |z| and let
h be a smooth function on R™ such that h (z) ~ (z)? for all z € R™ where 3 > —%. Then h (z)
satisfies the conditions (6.10), (6.11), and we obtain by Corollary 6.11 that the heat kernel p;
on (R™, 1) satisfies the estimate

2\ 28 v — oyl
pr(z,y) < Ct 2778 (1 + <—\/%) exp (—c&> . (6.16)

Example 6.14 In the setting of the previous example, let h = h () depend only on r = |z| so
that (R™, i) is a weighted model. Assume that h (r) = r~™/2 for 7 > 1 so that the condition (6.8)
fails. By Theorem 6.9, the Li-Yau estimate is not true in this case (in fact, the volume doubling
property fails). The boundary area function S (r) on (R™, p) is given by S(r) = e 1h2(r) =

cr~! whence we obtain the volume function V (r) = clogr+V (1), for r > 2. Since the function
V' (r) /S (r) is increasing, Corollary 5.37 applies, and we obtain by (5.74)

~ 1
pt(070)3~ gﬁ for t > 2.

Finally, if h (z) ~ ()7 with 3 < —% then z (R") < oo and by (3.30), p; (z,y) — i(RM) 7! as
t — oo.

In conclusion of this section, let us prove a certain heat kernel estimate for weighted models.
Let (M, i) be a weighted model with the origin o, V' (r) be the volume function of (M, p), and
S (r) = V' (r) be the boundary area function (cf. Section 2.4).

Lemma 6.15 Let (M,pu) be a weighted model of dimension n > 2, and assume that, for all
r>0,
V(r)~rS(r). (6.17)

Then the heat kernel p; on (M, u) satisfies the estimate

__c el
pt (0, ) < % (\/E) exp < ; > , (6.18)

forallz € M andt > 0.

It is worth mentioning that the condition (6.17) is always satisfied for a bounded range of
r, so it suffices to require it for large r. In a particular case V (r) = r® for large r, where
0 < a < 1, the upper bound in (6.18) was proved in [91], using a different approach. If (M, u) is
a Riemannian model and V' (r) = r® for large r where a > n then, by Example 6.7, the Harnack
inequality on (M, p) fails, whereas the estimate (6.18) is still true.

Proof. Consider a positive function h (r) defined by the equation

S (r) = wpr™ R (r) . (6.19)
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In other words, S (r) coincides with the boundary area function of the weighted model (R™, h? (|z|) dz).
Let p; (z,y) be the heat kernel of (R",h? (|z|) dz). Manifold (M, ) is stochastically complete
since it satisfies (3.27). Hence, we conclude by Lemma 4.1 that

Dt (O>$) =Pt (0737) )

where we identify M and R™ by means of the polar coordinates.
The hypothesis (6.17) implies that the function h satisfies the condition (6.11) in (R",dx).
Therefore, by Corollary 6.11,

_ _ C & (0,2)\  C |22
Do, ) < mexp (—c . > ~ (\/E) exp (—CT> ,

whence (6.18) follows. m

6.4 Conformal change of the metric tensor

For a manifold with relatively connected annuli, we use the notation and terminology from
Section 6.2.

Theorem 6.16 ([113]) Let (M,g,u) be a geodesically complete weighted manifold that satis-
fies the Harnack inequality and has relatively connected annuli. Let a (x) be a smooth positive
function on M such that

a(x)~a(|z|) forallz e M, (6.20)

where @(r) := sup|,—, a (), and
/ a(s)ds~a(r)r for all > 2. (6.21)
1

Then the weighted manifold (M,g, p) with the metric § = ag is also geodesically complete,
satisfies the Harnack inequality, and has relatively connected annuli.

The proof is similar to Theorem 6.9 and also uses Theorem 6.6.
Define a function p (r) by the identity

p(r)
r= / a(s)ds. (6.22)
0

It is possible to show that the volume of the geodesic ball B (z,r) in the metric g admits the
following estimate

= r

B @) =V (= 5y ) (6:23)
where, as before, |z| is the distance from z to the origin o in the metric g, and V (z,r) is the
volume of the geodesic ball B (z,r) in the metric g. Combining Theorems 6.1 and 6.16, we
obtain the following result.

Corollary 6.17 ([113]) Assume that (M, g, 1) is a geodesically complete manifold with relatively
connected annuli and let the heat kernel of (M, g, u) satisfy the Li-Yau estimate. Let a (z) be a
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smooth positive function on M satisfying the conditions (6.20) and (6.21). Then the heat kernel
pr of (M, g, ), where g = ag, satisfies the following estimate, for all z,y € M and t > 0,

¢ J(x’y)2> , (6.24)

Bule,y) = exp <—c
Vi t
v ( a—am(ﬁ)))

where d is the geodesic distance in the metric g.

Example 6.18 Consider the manifold (R", g, u) where n > 2, ¢ is the Euclidean metric and p
is the Lebesgue measure. Assume that a (z) ~a(|z|) and

a(r) ~r® forr > 1.

The condition (6.21) is satisfies provided o > —1, which will be assumed in the sequel. It follows
1
from (6.22) that p (r) ~ rT+e, whence (6.24) yields, for ¢t > 1,

an gY 2
Dt (z,y) < Ct™ 2+2a (1 + ’ai‘ ) exp (—c@) . (6.25)

t 242«

If y is the origin and |z| > 1 then d(x,y) is easily estimated as follows

||
d (o, ) ~ /0 a(s)ds ~ |z|*T*, (6.26)

and (6.25) yields, for ¢, |z| > 1,
n |x|2+2a
Dt (0, ) < Ct™ 222 exp e |

Example 6.19 Let (R", g, ) be as above, and consider a simultaneous change of metric and
measure given by
g=a’¢g and du=0b%dy,

where a and b are smooth positive functions on R™. Note that Laplace operator Eﬁ of the
weighted manifold (R™, g, ) is given by

~ IS
Azu = = div (a—2Vu)
(cf. Example 2.1). Let us also mention that if b = ¢™? then Ji is the Riemannian measure of
the metric g. However, in general, we do not assume this.
Assume that a (z) ~ @ (|z|) and b(z) ~ b(|z|) where

a(r)~r* and b(r)~rP forr> 1. (6.27)

As in Example 6.13, if 3 > —% then the manifold (R", g, ) satisfies the Harnack inequality
and, hence, (R", g, 1) can be used as an input manifold in Theorem 6.16. Assuming o > —1,
we obtain that the function a satisfies the hypotheses of this theorem, whence it follows that
(R™, g, n) satisfies the Harnack inequality and, hence, its heat kernel p, (z,y) admits the Li-Yau
estimate.
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Applying successively (6.14) and (6.23), we obtain, for r > 1,

I

- 28—
i(B(a,m) =" (lal +r77)

and the Li-Yau estimate for E (z,y) yields, for ¢t > 1,

_ an—203 C’lv 2
B, (2,y) = O350 (1+ ’“’”‘) exp <—c(%y>)

t2+2c

(cf. (6.16) and (6.25)). In particular, (6.26) implies, for t,|z| > 1,

24+2a
~ _n+428
Dy (0, ) < Ct™ 222 exp <—c#> .

Example 6.20 Recall that in the above example we assumed o > —1 and § > —n/2, which
allowed us to apply Theorems 6.9 and 6.16. Here we consider the borderline case

a=—1 and ﬂ:—g, (6.28)

and prove that the weighted manifold (R™, g, i) still satisfies the Harnack inequality. Since the
Harnack inequality is stable under quasi-isometries, we can assume without loss of generality
that the functions a and b are radial. The conditions (6.27) and (6.28) imply b (r) ~ a2 (r), so
that we can assume b (r) = a™? (r). The latter means that measure i is actually the Riemannian
measure of metric g, that is, (R", g, 1) is a Riemannian model (cf. Section 2.4).

Let d (z,y) be the geodesic distance of metric g. Setting 7 (z) := d (o, z) and r (z) := |z|, we

obtain .
r= / a(s)ds.
0

The metric g is represented in the polar coordinates as follows:
g =a’(r) (dr* +r?df?) = dr* + r?a® (r) d6,
and the boundary area function S (7) of (R", g, 1) is given by
S (F) = wpr™ ta ()" L.

Since a (r) ~ r~! for large r, we obtain that S (¥) ~ 1 for large 7, that is, the manifold (R",q, i)
is cylinder-like. The function S (7) obviously satisfies the conditions of Example 6.7, which yields
the Harnack inequality.

It is easy to see that, for all x € R™ and s > 0,

ﬁ(é(w, s)) ~ min (s, s"),

which gives the following estimate of the heat kernel of (R", g, f1):

B, (z )VLGX _CM
Y23 yY) = min(t1/2,t”/2) p P .

Since d (0, z) f r)dr ~ log|z| for large |z|, we obtain that

~ C log? |z|
p(0,2) < ﬁep —C ; )

for large ¢ and |z|.
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6.5 Manifolds with ends

Let (M, p) be a complete non-compact weighted manifold. Let K C M be a non-empty compact
set with smooth boundary such that M \ K has k connected components Fj, ..., E; and each
end E; is non-compact. Assume further that each E; is isometric (as a weighted manifold) to the
exterior of a compact set on another complete non-compact weighted manifold (M;, p;). In this
case, we say that M is a connected sum of the manifolds M, ..., My and write M = M #...# My,
(see Fig. 6).

Figure 6: Manifold with ends

We are interested in estimating the heat kernel p; on the connected sum (M, u) given enough
information about the heat kernels on (M;, ;). Fix a reference point o; € M; and let V; (r) be
the p;,-measure of the geodesic ball on M; centered at o;. Also, for any point x € M, set
|x| = max,cx d(x, z) where d is the geodesic distance on M.

Theorem 6.21 ([107], [111]) Under the above hypotheses, assume that each of the manifolds
(M;, ;) satisfies the Li-Yau estimate. Assume further that, for any i = 1,...,k, there exists
a; > 2 such that V (r) ~ r% forr > 1.

(a) (Non-parabolic case) Set

a = min q;
1<i<k

and suppose that o > 2. Then, for all x € E; and y € E; with i # j, and for all t > 1,

1 1 1 d? (z,y)
bt (CC,y) =C (ta/2 |:L'|ai_2 |y|a]-—2 + ta]./g |£L‘|ai_2 + tOéi/Q |y|a]-—2> exp (_CT .

(b) (Mixed case) Let all manifolds M; have relatively connected annuli (see Section 6.2).
Assume that o; # 2 for all i, and there are ends with o; < 2 and with «; > 2. Set

of = Qy, Zf Q; > 2)
v 4—q; ifa; <2,

and
a® = min a;.
1<i<k

Then, for all x € E; and y € Ej with © # j, and for all t > 1,

(z,y) = C : b e +
x = : ; i j
Pt Y ta*/g |113|a’ —2 |y‘aj*2 taj/2 ’.T‘az -2 ta;‘k/2 |y|04j*2

2
% |$‘(27ai)+ ’y|(27(1j)7L exp (Cd (fay)) .
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Note that the long time behavior of the heat kernel is determined by the factor t=*/2
Therefore, the end M; which is dominant in the long term has the smallest exponent o, which
means, that the dominant volume growth exponent «; is the nearest to 2!

The assumption Vj (r) ~ r® is used here to simplify the statement. See [111] for general
functions V; (r) as well as for the estimate of p; (z,y) for all z,y € M, t > 0.

=
. e

Figure 7: Manifold R"#R"

Example 6.22 Let M = R"#R" with n > 2 (see Fig. 7). Then Theorem 6.21 yields, for  and
y on different sheets,

C 1 1 d? (x,y)
= S (e o ()
N e 7 t

Example 6.23 Let M = R#R? where R is a 3-manifold such that the exterior of a compact in
R is isometric to R, x S? (see Fig. 8). Then we have a; = 1 and ay = 3 whence a} = o = 3.
Theorem 6.21 yields, for z € R and y € R3,

C || d? (z,y)
~ 1 LRRELE S N .
Dt (:v,y)ﬂt3/2 ( + y|)exp( c—,

Figure 8: Manifold R#R3

Approach to the proof. The proof of case (a) of Theorem 6.21 is quite involved and uses
a certain probabilistic technique based on the strong Markov property (cf. Theorem 8.4 below),
estimates of hitting probabilities [109], estimates of the heat kernel in E; with the Dirichlet
condition on OFE; [108], and other tools.
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The case (b) can be reduced to the case (a) by a certain Doob transform. Firstly, one
constructs a positive harmonic function b on M such that, on each end Ej, h (z) ~ |z %)+,
Consider a new measure [ defined by di = h?du. By (4.13), we have

pt (z,y) = pt (z,y) h(z) b (y),

so it suffices to estimate p;. By Theorem 6.9, each manifold (M;, i) satisfies the Li-Yau estimate.
On the other hand, the construction of h implies that the volume growth exponent of (M;, 1) is
al > 2 so that the case (a) applies. See [110] and [111] for further details. m

Some preliminary results on heat kernels on manifolds with ends were obtained in [21], [32],
[57].

7 Eigenvalues of Schrodinger operators

7.1 Negative eigenvalues

The following theorem generalizes Corollary 5.3.

Theorem 7.1 ([115]) Let (M, u) be a weighted manifold, and let o be a Radon measure on M
such that the following inequality holds, for any non-empty relatively compact open set @ C M,

A(Q) > co(Q)7, (7.1)

where a,¢ > 0. Then, for any such Q and for allk =1,2, ...,

() > ¢ (%)a (7.2)

where ¢ = (a,¢) > 0.

Approach to the proof. Similarly to Corollary 5.3, the proof of Theorem 7.1 goes via
heat kernel estimates although in the case o # u one has to use some integral estimates as
opposed to the pointwise estimates of Theorems 5.1 and 5.2. See [115] for the details. m

Theorem 7.2 ([115], [147], [149], [188]) Let (M, ) be a geodesically complete weighted manifold
and assume that it satisfies the Faber-Krahn inequality

M) = en(Q) P, (7.3)

where p > 1. Consider the operator
H=-A,+92,

where ® € L2 (M,p) and ®_ € LP (M, u). Then H|p is essentially self-adjoint in L2 (M, i),

loc

the negative part of the spectrum of H is discrete, and the number Neg (H) of the negative
etgenvalues of H satisfies the estimate

Neg (H) < C/M P dy, (7.4)

where C = C (p, c).
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For example, (7.3) holds in R™ with p = 2/n and hence the conclusion of Theorem 7.2 is valid
for R™ provided n > 2. This case of Theorem 7.2 constitutes a celebrated theorem of Cwikel -
Lieb - Rozenblum proved in [49], [151], [186] (see also [183]). If ® () — 0 as |x| — oo then it is
known that the spectrum of H contains [0,400). Hence, in this case Theorem 7.2 says that the
additional negative spectrum consists of a finite number of eigenvalues, estimated by (7.4).

Sketch of proof. Assume for simplicity that the function ® is smooth and negative, and
consider on M the new measure 1 defined by

dfi = |®| dp.

The Faber-Krahn inequality (7.3) with p > 1 implies the Sobolev inequality

2p 17%
(/ upldu> gc/ \Vul® du, (7.5)
M M

for any non-negative function u € D (cf. Theorem 5.6). Using the Holder inequality, we obtain,
for any relatively compact open set 2 C M and for any non-negative function v € D (),

1—1 1
/uZdﬂ = / u? |®|dp < (/ u172—p1d,u> ! (/ |<I>|pd,u>p . (7.6)
Q Q Q Q

Define yet another measure o on M by

do = 2" dp,
so that (7.5) and (7.6) yield
Vul*d
fﬂ‘—w > co(Q) VP, (7.7)
Jou?di

Let g be the Riemannian metric of M and consider a conformal change of metric
g=12lg.
Denoting by V the gradient of the metric g and noticing that

1
||

/y%\Qdﬁ:/ IVul?dpu.
Q Q

Hence, (7.7) can be rewritten in the form

[Vul? Vaul?,

we obtain

Vul?dfi
fﬂ|—w > CO-(Q)*l/P7 (7.8)
Joutdpn

whence by (2.9) _
X (Q) > ()17,

where (Q) stands for the k-th eigenvalue of the Dirichlet Laplacian in (€2, g, z). We conclude
that the manifold (M, g, 1) satisfies the hypothesis of Theorem 7.1, which yields, for all k£ =
1,2, ...,

e (Q) > ¢ (%) l/p. (7.9)
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1
[®]
A, is the Laplacian of (M, g, ). Hence, the total multiplicity of the negative eigenvalues of

As in Example 2.1, the Laplace operator &,7 of the manifold (M, g, iz) is equal to A, where

—A, — |®] in Q is equal to the total multiplicity of those eigenvalues of the operator —Ay in
Q, which are smaller than 1. The latter is bounded above by Co () as it follows from (7.9),
whence

Neg (H,Q) < Co (Q) = c/ B[P dp.
Q

Exhausting M by a sequence of subsets {2, we finish the proof. =

7.2 Stability index of minimal surfaces

If M is a two-dimensional minimal surface in R? then its stability index ind(M) is the maximum
number of linearly independent local deformations of M, which decrease the area. More precisely,
if Q is a non-empty relatively compact open subset of M then ind (£2) is the number of the
negative eigenvalues of the Dirichlet problem in {2

{ Auy—2Ku+ A =0 inQ, (7.10)

u=20 on 012,

where A is the Laplace operator of the induced Riemannian metric on M and K is the Gauss
curvature of M. The index of M is then define by ind(M) = supgind(f2). If M is an area
minimizer then ind(M) = 0. However, for most interesting classes of minimal surfaces one has
ind(M) > 0 (see for example [125]).

Theorem 7.3 ([115]) For any two-dimensional immersed oriented minimal surface M in R3,
we have

nd(M) < C / K| dp, (7.11)
M
where p is the Riemannian measure on M and C' is an absolute constant.

For geodesically complete minimal surfaces, the estimate (7.11) was first proved in [204]. The
proof of Theorem 7.3 uses the following localized version of Corollary 5.3 and Theorem 7.1.

Theorem 7.4 ([40], [115]) If (M, p) is a weighted manifold and, for any non-empty relatively
compact open set & C M such that p () < vo,

A (Q) > ep ()77,
where a, c,vg > 0, then, for any non-empty relatively compact open set @ C M,

k

A (Q) > ¢ <m>a for all k> 24“2?), (7.12)

where ¢ = ¢ (a,¢) > 0.
Denote by N, () the counting function of the sequence {)\ ()}, that is
Ny () =max {k>1: X (Q) < A}.
It easily follows from (7.12) that

M () <C (Al/a + vo—l) (). (7.13)
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Sketch of proof of Theorem 7.3. Let g be the Riemannian metric on M. Assume for
simplicity that K () # 0 on M (and hence K < 0), and define a new Riemannian metric g by

g=|Kl|g.

Since dim M = 2, we obtain that the Riemannian measure i of the metric g satisfies the identity

dp = |K|dp.
As in the proof of Theorem 7.2, the Laplace operator A of the Riemannian manifold (M,9) is
given by
-1
A=—A,
K|

where A is the Laplace operator of (M, g). It follows that
“A+2K = |K| (—A—z),

which implies that the number of negative eigenvalues of the operator —A + 2K in € is equal
to the number of the eigenvalues of —A in €, which are smaller than 2. If we can apply the
estimate (7.13) to the weighted manifold (M, 1) then it will give (with a fixed vp and A = 2)

ind (Q) < O (Q) = c/Q K] dp,

which will finish the proof. By Theorem 7.4, it suffices to show that the Riemannian manifold
(M, g) satisfies a restricted Faber-Krahn inequality. The latter was proved in [115] using the
fact that the metric g is the pull-back of the standard metric on S? for the Gauss map from M
to S%. m

The following lower estimate of the index partly complements (7.11).

Theorem 7.5 ([105]) For any two-dimensional connected complete oriented surface M mini-
mally embedded in R3, we have

ind(M) > c < /M K| d,u) v , (7.14)

where ¢ > 0 is an absolute constant.

8 The Brownian motion

8.1 Construction of the Brownian motion

If a manifold M is compact then let M = M, and if not then let M be an one point compact-
ification of M so that M \ M consists of a single point co whose open neighborhoods are the
complements in M of compact sets in M. By a path on M we will mean any continuous mapping
w : [0,+00) — M such that if w (ty) = oo then also w (t) = oo for any ¢ > tg. The point oo is
also called the cemetery, and the lifetime ¢ (w) of w is hence defined by

((w)y:=inf{t>0:w(t)=oc0c}=sup{t>0:w(t) e M}.

Denote by € the set of all paths on M, and by €2, the set of all paths starting from the point
x € M, that is
Q={weQ:w(0)==2a}.
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By a stochastic process with continuous paths we will mean a family {P},.,, of probability
measures on spaces {2, such that the o-algebra of P,-measurable events is generated by the
following events

{weQ,:w(t) € Aj,w(ta) € Ag, ... w (tg) € Ax}, (8.1)

for any positive integer k, for all 0 < t; < t < ... < tj, and for all Borel sets A1, ..., A, C M. For
any t > 0 denote by X; the random variable (on each of the spaces Q) defined by X; (w) = w (t)
so that {X;},-, is a random path on M. Hence, the following transition probabilities are well-
defined: -

P, (th € Ay, ...,th S Ak) ,

where tq,...,t; and Aq, ..., Ay are as above.

Let now (M, u) be a weighted manifold. The heat kernel p; of (M, ) can be used to define
the transition probabilities as follows. First, consider the transition function Py (z,-), which, for
any t > 0 and = € M, is a Borel probability measure on M defined by

Py (z, A) :/ pe(@,y)dp(y) ifze M,ACM,
A

Pt(OO,A):O, if AcC M,
Pi(x,{o0}) =1 =P (z,M).

(8.2)

A

Comparing (8.2) with (3.7), we see that the heat semigroup P; = e'“» relates to the transition

function as follows

P11y (z) =P (z,A). (8.3)
It also follows from (8.2) that, for z € M,

Py (r, M) = / pr (2,9) dis (4).

M

If (M, p) is stochastically incomplete then Py (x, M) < 1 for positive ¢ and therefore Py (x, 00) >
0. This clarifies the purpose of introducing the cemetery oo, which is to ensure that P; (z,-) is
a probability measure. If (M, u) is stochastically complete then P; (z, M) = 1 for all z € M
so that Py (z,-) is a probability measure on M and hence the cemetery can be neglected. In
particular, if M is compact then the cemetery oo is not defined at all, which agrees with the
fact that, by Corollary 3.12, (M, u) is stochastically complete.

Now, define the (minimal) Brownian motion on a weighted manifold (M, ) as the stochastic

process <{Xt}t20 , {Pm}meM> with continuous paths such that

P, (th S Al, ...,th S Ak) = / /Pt1 (.T, dl‘l) Ptg—tl (:Cl, d.’L’Q) "'Ptk—tk—l (.kal,da:k) , (8.4)
A A

where t1,...,tk, A1, ..., A are as above. In particular, we have the identity
P, (Xt S A) =P (QT,A) =PF14 (J?) . (85)

The term “minimal” relates to the fact that p; (z,y) is the minimal regular fundamental solution
to the heat equation. In order to define the transition probabilities, one can use another regular
fundamental solution possessing the semigroup property, hence obtaining a different Brownian
motion. Here we consider only the minimal Brownian motion.
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The definition (8.4) satisfies the Kolmogorov consistency condition: for any 1 < i < k,
— i
P, (th € Ay, ---;Xti e M, ...,th S Atk) =P, <Xt1 €Ay, ...V, ‘..,th S Ak> ,

where in the right hand side the i-th condition is omitted. Indeed, consider, for example, the
case k =2, x € M, A; C M for j # i. If i = 1 then using the semigroup identity (3.9) and
P: (00, Az) = 0, we obtain

P, (th S M, XtQ € Ag) = //Ptl (:E,d:l?l),thtl (a?l,diltg)

Ay M

+/Pt1 ($7 OO) ,Ptzftl (OO, de)
Aa
= /Ptz (:E,d;l?g) =P, (Xt2 S Ag) .
Aa

If ¢ = 2 then using P (x,M) = 1 we obtain

P, (th S Al,Xt2 € M) = //Ptl (:l?,dl‘l) Ptz—t1 (3;'1,d$2)
M A1
= /7% (z,dz1) Pryty (w1, M) =Py (X4, € Ay).
Ay
The consistency condition together with additional argument related to the continuity of
paths, allows to prove the following result.

Theorem 8.1 The minimal Brownian motion ezists on any weighted manifold (M, p).

A complete proof can be extracted from the theory of Markov processes? — see [25], [69],
[70], [74]. The properties of the Brownian motion considered below in this section can also be
found in these references in a more general context.

Theorem 8.2 For any bounded or mon-negative Borel function f on M and for all z € M,
t > 0, we have

Furthermore, for all 0 < t1 < to < ... < tx and bounded or non-negative Borel functions
flaf??"'?fk)
Po (FiPrats (o Py F) ) (@) =B (f1 (Xi) fo (K)o fie (X)) (87)

Sketch of proof. Approximating f by indicator functions, we obtain from (8.3)

Bﬂ@=4f@ﬂ@@% (8.8)

2For alternative approaches for construction of diffusion processes on Riemannian manifolds and more general
underlying spaces, see [8], [71], [131], [156], [160], [194].
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Since X; is P,-measurable and f is Borel, f (X;) is also P,-measurable. By (8.5), we obtain
Bf (X) = | flo o) = [ 1Py,

whence (8.6) follows.

The identity (8.7) in the case k = 1 coincides with (8.6). The proof for k£ > 1 is done by
induction. For simplicity, we consider only the case £ = 2 and the indicator functions f; = 14,.
Also, assume 0 < t; < %5 since the case t; = 0 or to = t; reduces to k = 1. Then we have by
(8.4)

Ex (f1 (Xo0) f2 (X)) = Py (Xe, € A1, X, € Ag) = / / Pr, (@, d21) Pry—sy (21, d2)
As Ay

whereas by (8.8)

Py (f1Poyin f2) () = / Poy fo (a1) Piy (2, dy) / / Pryts (21, dea) Py, (2, day)

A Ay Ay

so that we obtain (8.7) by Fubini’s theorem. Passage to arbitrary functions fi, ..., fx is done by
a standard approximation argument. m

By definition, the o-algebra of all P,-measurable events is generated by the elementary events
(8.1). If we restrict in (8.1) all ¢; by the condition ¢; < ¢ where ¢ > 0 is fixed, then the elementary
events generate the g-algebra F; of all events happening by the time ¢.

Define the time shift operator 6; on Q by 0; (w) = w (- + t).

Theorem 8.3 (The Markov property) Let t > 0. If  is a bounded random variable on € and
¢ is a bounded Fi-measurable random variable on € then, for all x € M,

Ee ($Ex,m) = Eq (¢ 0 0r). (8.9)

Sketch of proof. Let first ¢ = 1 and n = f(X;) where f is a bounded Borel function.
Then we have Eyn = Psf (y) and no 6y = f(Xs06;) = f(X¢4s). Using again (8.6) and the
semigroup property P;Ps = P;y4, we obtain

Bz (Ex,n) = Bz (Psf) (X1)) = Py (Psf) (2) = Prysf () = Eof (Xi4s) = Eq (0 6y).
If ¢ = g (X,) where r <t then we argue similarly using (8.7):

Bz (6Ex,n) = Eo(9(Xy) (Psf) (Xe)) = Pr (9P (Psf)) (%)
= P (gPt—r+sf) (m) =E, (g (Xr) f (Xt+s)) =E, (¢TI © 0,5) .

The case of random variables ¢ and 7 of the form f (Xy,)...fx (X, ) is treated similarly, and
the passage to arbitrary ¢ and 7 is done by a suitable approximation argument. m

In fact, a stronger statement is true. Let us say that a random variable 7 : © — [0, +00] is a
stopping time if the event {7 < t} is F;-measurable for any ¢ > 0. For a stopping time 7, define
F- as the o-algebra of all events A with the property that AN{r <t} € F;, for any t > 0. The
random time shift operator 6, is defined by 6, (w) = w (- + 7 (w)) on the paths {w : 7 (w) < 00} .

Theorem 8.4 (The strong Markov property) Let T be a stopping time. If ) is a bounded random
variable on © and ¢ is a bounded F-measurable random variable on € such that QS‘{T:OO} =0
then, for all x € M,

E, (¢EXTn) =E, (¢77 © 97‘) . (8'10)
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Approach to the proof. If 7 takes discrete values then the strong Markov property easily
amounts to (8.9). Indeed, suppose that 7 takes only values t1, ...,tx. Then we have, using (8.9)
with ¢t = t;,

k
Eo ($Bx,n) = D Eo(¢L—y)Ex,n)
k
- Zi:l Eq <¢1{T:ti}EXti 77)
= Zi:l E (¢1{T=ti}n © Hti)
- Ez (¢77 © 07’) .

=

Observe that by hypothesis ¢1¢,_;.y is Ft,-measurable, which justifies application of (8.9). For
a general 7, one uses an approximation argument.
We conclude this section with one more characterization of the stochastic completeness of

(M, ).

Lemma 8.5 A weighted manifold (M, p) is stochastically complete if and only if the lifetime
of the Brownian motion {X;} is equal to oo with P,-probability 1 for all x € M.

Proof. We have, for any x € M,
P,((=c0) = P (Xt eM forallt>0):Tlim P, (X¢ e M forall0<t<T)
—00

= lim Py (X7r € M) = lim pr (z,y) dp (y) .
M

T—o0 T—oo

In particular, it follows from this computation that the function

(1) = /MpT () dps ()

is monotone decreasing in T'. Since f (T') < 1, the limit limp_,~ f (T) is equal to 1 if and only
if f(T)=1. Hence, P, (( = o0) = 1 if and only if (M, u) is stochastically complete, which was
to be proved. m

8.2 The first exit time

Let (M, p) be a weighted manifold, and @ C M be a relatively compact open set such that
M \ Q is non-empty. Let 7 be the first exit time of the Brownian motion from €, that is

T=inf{t >0:X; ¢ Q}.

It is possible to prove that 7 is a stopping time. It is obvious that X; €  for t < 7 and X, € 02
provided T < oo.

Theorem 8.6 ([74]) For any bounded or non-negative Borel function f on €,

Pef(z) =Ep (Lpery f (X)), (8.11)
forallz € Q, t > 0.

Corollary 8.7 The exit time T is finite P, -almost surely.
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Proof. Applying (8.11) for f = 1, observing that Ay (©2) > 0 (cf. Theorem 2.3), and using
(3.14), we obtain, for any x € €,

P, (t <7) = P (2) ~ exp (—Amin (Q) 1) = 0 ast — oo
whence P, (T =00) =0. =
Corollary 8.8 For any x € €2,
P, (r<t)=o0(t) ast—0.
Proof. From (8.6) and (8.11), we obtain
P, (1 <t) = P (x) — P ().

Lemma 3.2 implies that the function v (t,z) := P, (7 < t) extended by 0 for ¢ < 0, satisfies in
R x € the heat equation in the distributional sense. Hence, by Weyl’s lemma, it is C*°-smooth
in R x € and satisfies in this domain the heat equation in the classical sense. Observing that by
Theorem 3.1 v (0,-) = 0, we obtain

0
av (t,) L =A,w(0,) =0,

whence v (t,z) = o(t) as t — 0, which was to be proved. m
Many applications of the first exist time come from the Feynman-Kac formula.

Theorem 8.9 ([26], [41], [74], [77]) (A Feynman-Kac formula) Let Q@ C M be a relatively
compact open set with a smooth non-empty boundary, and let T be the first exit time from €.

Then, for any 0 < ® € C (Q) and f € C (99Q), the function

u(z) = E, (exp (—/ <I>(Xt)dt> f(XT)> (8.12)
0
solves in € the Dirichlet problem

{ Ayu—@u=0 1inQQ, (8.13)

u=f on 0f).

Remark 8.10 The condition & > 0 implies that the Dirichlet problem (8.13) has a unique
solution, which hence coincides with (8.12). The statement of Theorem 8.9 remains true for a
class of signed perturbations ® (see [36], [200], [201], [226]).

Sketch of proof. It is possible to prove that if ¢ — y € 9 then 7 — 0 and X, — y
which implies the boundary condition in (8.13). Let us verify that u satisfies the equation in
(8.13). Consider the function ¢,z + P{*u (x) which solves the heat equation in Q with the initial
function u. Therefore, it suffices to show that

Pity —
#—HIJU inQast—0.

By (8.11) and (8.12), we have
Plu(z) = E, (1 X)) =By (L Ex, (e Jo @&e)ds p(x
b u () = Eo (Lgperyu (X)) = Eo (Lp<ryBx, (e f(X7)))-
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Applying the Markov property (8.9) with
n=e" Jo @(XS)de(XT)
and noticing that on the path set {w: ¢t < 7 (w)}
no8, = e I B p(x

because X; o 0, = X, (see Fig. 9), we obtain

Pu(2) = By (Lpanye X% 1(X,)) . (8.14)

Figure 9: The paths w and 6;w have the same exit point provided t < .

It follows from (8.12) and (8.14) that

Pu(z) —u(z) = E, (1{t<7} (efé P(Xa)ds _ 1) e~ Jo ®(X:)ds f(XT)) (8.15)
By (1gmne i 28 f (X)) (8.16)

By Corollary 8.8, the term (8.16) is o(t) as ¢ — 0. Hence, dividing (8.15) by ¢ and taking t to
0, we obtain

eJo ®(Xs)ds _

t

. Plu(z)—u(@)
iy D = s (1

e fMXs)de(XT))
— ®(@)u(a),

which was to be proved. m

8.3 The Dirichlet problem for a Schrodinger operator

The main result of this section is the following estimate of the solution to the Dirichlet problem
(8.13).

Theorem 8.11 ([99], [121]) Let (M, ) be a weighted manifold and let Q C M be a relatively
compact open set with a smooth non-empty boundary. Let h € C (ﬁ) be a positive function,
which is harmonic in Q, 0 < & € C (Q), and assume that u is the solution of the Dirichlet
problem

(8.17)

Ayu—Pu=0 in ),
u=~nh on 0f).
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Then, for any x € €,

(8.18)

where g is the Green function of (2, ).

Remark 8.12 Note that by the maximum principle, v (z) < h (x), and that the Green function
g is finite by Corollary 5.46. The proof below is taken from [99] (see also [123] for a similar
argument). The hypothesis ® > 0 is used only to allow application of Theorem 8.9. In fact, the
statement of Theorem 8.11 holds also for those signed ® for which the Dirichlet problem (8.13)
has a unique solution given by the Feynman-Kac formula (8.12).

Proof. Let 7 be the first exit time from 2. Then function w is represented by (8.12) with
f = h and, since A, h =0 in 2, we obtain from (8.12) that

h(z) =E.h(X;) forall z € Q. (8.19)
Consider random variables
n=h() wd &= [a(xa,
so that by (8.19) and (8.12)
h(z) =E,n and u(z)=E, (6_57)) .

Using Jensen’s inequality with the probability measure

n
E.n

Q= P,

in the path space, we obtain that

u(z) K (6_577)_ ¢
e = E e

> exp (— /gd@) — exp (—%) — exp (—EZ ((;7)5)) : (8.20)

Observe that, by (8.22) and (8.26)

£, (09 = B (000 [ o0xar) = [T B (eneConr) o s2)
Let us show that, for any bounded F;-measurable random variable ¢,
E: (Lit<ry@ h (Xr)) = Ex (Lieryo b (Xy)) - (8.22)
Indeed, on the path family {w: ¢ < 7 (w)} we have X; € Q and hence, by (8.19),
h(X:) = Ex,h (X;)

which implies
Es (Li<ryoh (X1) ) = Eu (Lp<ry 9 Ex, b (X7)) - (8.23)
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On the other hand, by the Markov property (8.9),

Er (Lit<r1 @ Ex,h (X7)) = Eo (yp<ry@ b (Xr 004)) = By (Lperyo h (X7)), (8.24)

because X, 00y = X, on {t < 7} (see Fig. 9). Clearly, (8.22) follows from (8.23) and (8.24).
Hence, we obtain from (8.21) and (8.22)

E, (n) = /0 T Es (Lieny ®(X)h(X,)) dt = E, ( /0 ' @(Xtm(Xt)dt) . (8.25)

We are left to show that
E, (/OT (I)(Xt)h(Xt)dt> = /QgQ (z,y) @ (y) h(y)du(y), (8.26)

which together with (8.20), (8.25) will finish the proof. Indeed, using (8.11) we obtain, for
f = ®h,

E, ( / Tf(Xt)dt> — | B (e (it = [ ROF @) de = 60f ).

which was to be proved. m

Corollary 8.13 ([100]) Let a weighted manifold (M, p) have a finite Green function g (x,y)
and let ® be a non-negative continuous function on M. Then the Green function g® (x,%) of the
operator A, — ® satisfies the estimate

9 @y) o Ju9(@2)g(zy) 2 (2)du(2)
i@y - p( @) )

1> , (8.27)

for all distinct x,y € M.

Sketch of proof. Let () be a non-empty open subset of M with smooth boundary such
that M \ Q # 0. Fix a point y €  and choose a shrinking sequence {Uy}7; of open sets with
smooth boundaries, such that U, C  and (32, Ux, = {y}. Set Qx = Q\ Uy and consider the
function hy, := g% (-,y) which is clearly harmonic in Q. Let uy, solve the Dirichlet problem

Aﬂuk — <I>uk =0 in Qk,
U = hk on OQk

By Theorem 8.11 we obtain, for any x € (U,
ug(z) S ox fQ hr®dp
- hk (fc)

Passing to the limit as k — oo and noticing that hy, (z) — ¢% (-, y) and up — g% (-,5), where
g% is the Green function of the operator A, — ® in (€2, 1), we obtain

M>exp< Jo 9" ( (,y)@(Z)du(z))
xz,y ) .

Finally, passing to the limit as 2 — M we obtain (8.27). m
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9 Path properties of stochastic processes

As in the previous section, let ({Xt}t207{PZ}x€ M) be the minimal Brownian motion on a
weighted manifold (M, p).

9.1 Recurrence and transience

We say that the Brownian motion {X;} is recurrent if, for any non-empty open set 2 C M and
for any point z € M,

PP, (there is a sequence t; — oo such that X;, € Q) = 1.
Otherwise, the process {X;} is called transient.

Theorem 9.1 ([1], [96], [128], [140], [189]) The following conditions are equivalent:

e The Brownian motion on (M, u) is recurrent.

e The manifold (M, u) is parabolic (that is, any bounded subharmonic function on M is
constant).

e The Green function of (M, p) is identical +00.

e For some/all x € M,

/loopt (x,z)dt = 0. (9.1)

In this section, we are concerned with conditions for the parabolicity of (M, i), which, hence,
is equivalent to the recurrence of the Brownian motion.

Example 9.2 R” is parabolic if and only n < 2 because p; (z,z) ~ t~"/2.

Example 9.3 Let Apin (M) > 0. Then by Corollary 3.7 the heat kernel p; (z,z) decays expo-
nentially in ¢ as t — oo so that the integral in (9.1) converges and hence (M, u) is non-parabolic
(cf. Lemma 5.44). For example, the hyperbolic space H" is non-parabolic for any n > 2.

Example 9.4 If M is geodesically complete and u (M) < oo then (M, p) is parabolic by (3.30).
In particular, a compact manifold is parabolic.

Example 9.5 Let (M, ;1) be a weighted model (see Section 2.4). Then it is parabolic if and

only if
* dr

= 9.2
S - (9.2)
(see [82], [96]). For example, if V (r) = cr?*¢ for large r (where ¢ > 0) and hence S (1) = cri*e
then M is non-parabolic,
Example 9.6 If manifold M is geodesically complete and, if for some x € M and all large r,
V (z,r) < Cr? (9.3)

then Theorem 5.24 yields, for large ¢,

C
tlogt

Dbt (337 l‘) >

In particular, we see that (9.1) holds and, hence, the manifold (M, u) is parabolic.
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The next result allows to relax the condition (9.3).

Theorem 9.7 ([81], [82], [137], [210]) Let (M, u) be a geodesically complete weighted manifold.

If for some point x € M,
/WL = (9.4)
V(a:, \/f) B '

then (M, ) is parabolic.

Corollary 9.8 ([38]) Let (M, u) be a geodesically complete weighted manifold. If, for some
point x € M and for a sequence rp — 00,

V(z,ry) < Cri (9.5)
then (M, ) is parabolic.

The converse to Theorem 9.7 is not true: it is easy to construct an example of a parabolic
manifold with arbitrarily fast growing function r — V (z,r), in particular, with convergent
integral (9.4). Indeed, take a model manifold from Example 9.5 with a prescribed volume
function V (r) and then slightly change V' (r) along a rare sequence r; — oo so that the function
V (r) still remains big but its derivative around 7y is nearly 0. Since S (r) = V' (r), one can
easily satisfy (9.2) so that the manifold is parabolic.

However, for some important classes of manifolds, the condition (9.4) is still equivalent to
the parabolicity.

Corollary 9.9 Let (M, pu) be a geodesically complete weighted manifold. The parabolicity of
(M, ) is equivalent to (9.4) provided one of the following conditions hold:

(a) (M, u) satisfies the relative Faber-Krahn inequality.
(b) M has non-negative Ricci curvature and p is the Riemannian volume.

(¢) M is a regular cover of a compact Riemannian manifold and u is the Riemannian volume.

Proof. We only need to prove that if

g
/ T < (9.6)

then (M, p) is non-parabolic.
(a) Condition (9.6) and the upper bound (5.55) of the heat kernel imply that

/ pt (z,x) dt < o0,

so that (M, u) is non-parabolic by Theorem 9.1.

(b) This follows from part (a) because the relative Faber-Krahn inequality holds for manifolds
with non-negative Ricci curvature (see Theorem 6.4). Alternatively, this follows also from the
estimate (6.3) of the Green function.

(c¢) Using the heat kernel upper bound of Corollary 5.11, it suffices to prove that

o dt
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where « (t) is defined by (5.25) via the volume function V (r) = V (zo,7r). Changing in the
integral in (9.7) r = V=1 (v (t)) and noticing that by (5.25)

dat r2V' (r)
dr— V(r)"’

o dt /°° V(1) /Oo rdr
— = r dr < const +2 —_—,
/ v () V2 (r) Vi(r)
where in last part we have used integration by parts. Finally, changing r = /¢, we obtain the
integral (9.4). m
The parts (b), (¢) of Corollary 9.9 were first proved in [207], [208], [209].
We conclude this section with a sufficient condition for non-parabolicity.

we obtain

Corollary 9.10 ([96]) Assume that (M, u) satisfies the Faber-Krahn inequality with a positive

decreasing function A such that
© dv
ek _ 9.8
/ v2A (v) =0 (98)

Then (M, p) is non-parabolic.

Sketch of proof. If in addition A satisfies the condition (5.4), that is,

dv

then by Theorem 5.2 we have the heat kernel upper bound (5.5). Hence, it suffices to verify the
condition (9.7) where v (t) is given by (5.6). Changing v = v (¢) and noticing that by (5.6)

ﬁ 1
dv  vA (v)
/OO dt /°° dv
v(t) v2A (v)
whence the claim follows.

In general, in absence of condition (9.9), one needs to repeat the argument of the proof of
Theorem 5.2 with some modification (see [96]). m

we obtain

9.2 Escape rate

In this section we assume that (M, u) is a geodesically complete weighted manifold. An increas-
ing function R(t) is called an upper radius for the Brownian motion {X;} on M if X; € B(z, R(t))
for all ¢ large enough almost surely, that is,

P, {3T:Vt>T X,e€B(x,R(t)} =1, forall ze M.

Similarly, a positive increasing function r (t) is called a lower radius if X; eventually leaves the
ball B (z,r (t)) almost surely, that is

P, {3T:vt>T X;¢ B(x,r(t)}=1, forallze M

(see Fig. 10). For example, the function r (f) = const is a lower radius if and only if the
Brownian motion is transient, that is, (M, u) is non-parabolic.
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Figure 10: Upper radius R (t) and lower radius r (¢)

Theorem 9.11 ([93],[102]) Assume that, for some xo € M and all v large enough,
V(zg,r) < Cre.
Then, for any € > 0, the function
R(t) =+/(a+¢)tlogt (9.10)
is an upper radius for the Brownian motion {X;} on M.

Theorem 9.12 ([93],[102]) Assume that the relative Faber-Krahn inequality holds on (M, ).
Then, for any € > 0, the function

R(t) = v/(4 +¢)tloglogt (9.11)
is an upper radius for Brownian motion {X;} on M.

By Khinchin’s law of the iterated logarithm, the function (9.11) is an upper radius in R"
if ¢ > 0 and is not if ¢ < 0 (see [24], [132]). Theorem 9.12 matches the law of the iterated
logarithm, whereas Theorem 9.11 gives a rougher upper radius. However, assuming only the
volume growth condition, one cannot in general improve the function (9.10) even to \/ctlogt
with small enough ¢ (see [16], [103]). Note that the function /tlogt appears in Theorem 9.11
for the same reason as in the lower bound of the heat kernel in Theorem 5.24.

Theorem 9.13 ([93]) Assume that the relative Faber-Krahn inequality holds on (M, p), and let
(M, p) be non-parabolic. Fix a point x € M and set

o(r) == (/oo fos))l. (9.12)

If r(t) is an increasing positive function on (0,00) such that

> p(r@®)
2 gt < oo, 9.13
/ V(z, V1) (9.13)
then r(t) is a lower radius for the Brownian motion {X;} on M.
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Note that by Corollary 9.9, the non-parabolicity of (M, i) is equivalent to the convergence
of the integral in (9.12).

Example 9.14 Let V(z,r) ~ r® for all r large enough, for some a > 2. We obtain from (9.12)
@(r) ~r*2 and (9.13) amounts to

/oo (%?)aQ% < o0. (9.14)

By a theorem of Dvoretzky-Erdos [68], in R", where o = n, the condition (9.14) is sufficient
and necessary for 7 (t) to be a lower radius provided r(t)/+v/t is decreasing. For example, the

function iy
Cv't
r(t) = —— (9.15)
logn—2t

is a lower radius in R™ if € > 0 and is not if £ < 0.

9.3 Recurrence and transience of a-process

%2 on a weighted manifold (M, ) is

It is known that, for any o € (0,2], the operator (—A,)
a generator of a Hunt process ({Xt(a)}tzo, {Péa)}xeM) on M, which is called the a-process. In

R™ the a-process coincides with the symmetric stable Levy process of index a.

The following result follows from a general semigroup theory of subordinated processes (see
[64], [159], [220)).

Theorem 9.15 The a-process on a weighted manifold is recurrent if and only if
o0
/ /2, (z, 2)dt = o. (9.16)
1

Corollary 9.16 ([96]) Let (M, u) be a geodesically complete weighted manifold. If, for some
xz € M and all large T,
V(z,r) < Cr® (9.17)

then the a-process is recurrent.

Proof. By Theorem 5.24, the condition (9.17) implies for large ¢,

const

r,r)> ——,
pt( ) — ta/2 logo‘/2t

and hence (9.16) is satisfied. m

Corollary 9.17 Let M be a geodesically complete manifold and assume that the relative Faber-
Krahn inequality holds on (M, u). Then the recurrence of the a-process is equivalent to

dt
/ Ve = (9.18)

Proof. Indeed, by Corollary 5.31, we have p; (x,z) ~ m Substituting into (9.16) and

making change in the integral, we obtain (9.18). m
It is not known yet if (9.18) alone, without the relative Faber-Krahn inequality, implies that
the a-process is recurrent (except for the case aw = 2, which is covered by Theorem 9.7).
Similarly to Corollary 9.10 one obtains the following transience test for the a-process.
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Corollary 9.18 Let (M, p) satisfy the uniform Faber-Krahn inequality with a positive decreasing
function A. If, for some a € (0,2],

[ &) e 619

then the a-process is transient.

Example 9.19 If A(v) ~ v~2/8 for large v, then (9.19) holds if and only if a < 3. For example,
let (M, i) be a manifold of bounded geometry. As was mentioned in Section 5.1, (M, u1) satisfies
the uniform Faber-Krahn inequality with the function (5.3), that is A(v) ~ v=2, for large v.
Therefore, if & < 1 then the a-process is transient on any manifold of bounded geometry.

9.4 Asymptotic separation of trajectories of a-process

Consider a stochastic process ({Y;}t>0,{Qz}zenm) on a weighted manifold (M, ;) and assume
that it has infinite lifetime. Denote by Y; (x) the process started at z, with the law Q,. Given a
sequence T := (1, ..., k) of k points of M, consider k independent processes Y; (x1), ..., Y (xf)
with the joint law Qz := Qg, X ... X Qz,. The processes Y; (1), ..., Y: (zx) are said to be asymp-
totically separated if, for some € > 0, the following condition holds with Qz-probability 1:

there exists T > 0 such that, for all ¢1,...,t, > T,  fnax d(Yy, (xi), Yi,(z5)) > €.

=0J >

Otherwise, we say that the processes are asymptotically close (see Fig. 11).

Yt(Xl)
Yi(Xs)

Figure 11: The processes Y; (z1),Y: (z2),Y: (z3) are asymptotically close if they approach each
other arbitrarily closely with a positive probability.

Theorem 9.20 ([104]) Let (M, ) be a weighted manifold with bounded geometry. Assume that,
for some B > 0 and all t large enough,

C
:élj\r;pt(w,w) < (9.20)
and, for some integer k > 2 and for a € (0,2],
a 1
-+ =<1 9.21
S+ (921)

Then k independent a-processes Xt(a) (1), .en,y Xt(a) (xg) on M are asymptotically separated.
Example 9.21 Let (M, ) be R™ so that (9.20) holds with 5 = n. It was proved in [203] that if
o+ % > 1 then k independent a-processes intersect with probability 1, which of course implies
that they are asymptotically close. In the borderline case & + % =1, k independent a-processes
do not intersect but they are still asymptotically close. Finally, if & + % < 1 then k independent
a-processes are asymptotically separated by Theorem 9.20.
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Example 9.22 Since the bounded geometry condition already implies (9.20) with 8 = 1 (cf.
Corollary 5.5), we see that, for @ < 1, k independent a-processes are asymptotically separated

1
whenever k > .

10 Heat kernels of Schrodinger operators

10.1 Heat kernel and a ground state

Let ® be a smooth function on a weighted manifold (M, u). Recall that by Lemma 4.7, if the
equation

—Auh+®h =0 (10.1)

admits a positive solution h on M then the Schrdodinger operator A, — ® possesses the heat
kernel pf, and the latter can be expressed via the heat kernel p; of the Laplace operator Az on
(M, 1), where dji = h%dpu, by the following formula:

Py (z,y) =Dt (z,y) b (x) h (y). (10.2)

Using this approach, we obtain in this section some explicit estimates for p{, most of them being
new.
We start with a simple observation.

Lemma 10.1 For any smooth function ® > 0 on M, there exists a smooth positive solution of
(10.1) on M.

Proof. Fix a reference point o € M and let {Q};2; be an exhausting sequence in M of
relatively compact open sets with smooth boundaries such that o belongs to all ;. Since ® > 0,
the Dirichlet problem in €2y,

Ayu—@u=0 inQy
u=1 on 0,

has a unique positive solution u = wug. Set hy = u/u (o) so that hj satisfies the equation
Ayhy — ®hy, = 0 in Q) and the condition hy (0) = 1. Since the sequence {hy} converges at o, by
the local properties of elliptic equations there is a subsequence of {hy} that converges on M to
a function h, which is positive and solves (10.1). m

Corollary 10.2 Let (M, ) be a geodesically complete weighted manifold, and let ® be a smooth
function on M, which is bounded below by a (negative) constant. Then the operator —A, + ®|,
is essentially self-adjoint, and the associated heat semigroup P2 has a smooth positive heat kernel

pE.

Proof. Let ® > —K where K > 0 is a constant. Then ¥ := & + K > 0 and hence by
Lemma 10.1 there is a positive solution A to the equation —A,h + ¥h = 0. By Corollary 4.5,
the operator —A, + V¥|, is essentially self-adjoint and, by Lemma 4.7, its heat semigroup PY
has a smooth positive heat kernel p. Since A, — ® = (A, — ¥) + K id, we conclude that
—A, + ¥|, is also essentially self-adjoint, and P? = e£'PY. Hence, P? has a smooth heat

kernel py (z,y) = eX'p} (z,y), which finishes the proof. m
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10.2 Green bounded potentials

Recall that the Green function g (z,y) of a weighted manifold (M, i) is defined by (5.97), that
is,

g(z,y):= /Ooopt (z,y)dt,

where p; (x,y) is the heat kernel of (M, u). We say that a continuous function ® > 0 on M
is Green bounded if either ® = 0 or the Green function g (z,y) is finite (that is, (M,u) is
non-parabolic - c¢f. Theorem 9.1), and

sup | g(z,y) P (y)du(y) < oc. (10.3)
zeM J M

Lemma 10.3 Let ® > 0 be a continuous function on a weighted manifold (M, ).
(a) If (M, p) is non-parabolic and supp ® is compact then ® is Green bounded.
(b) If @ is Green bounded then the equation A h — ®h =0 has a solution h ~1 on M.

Remark 10.4 By [87] or [98], the condition G® (z) < oo implies that there is a non-zero
solution h to the equation (10.1) such that 0 < h < 1. The Green boundedness of @, that is,
sup G® < oo, is needed to ensure that h has a positive lower bound.

Proof. (a) The function
v (z) = /Mg@c,y)@(y) s ()

is finite for all z € M because g (z,-) € Lj,.. Let {Qx}re; be an exhausting sequence on M of

relatively compact open sets with smooth boundaries, such that S := supp ® C € for all k. Let
v, be the solution in €} of the Dirichlet problem

Ayvp = =P in Q,
v =0 on 0,

so that

ok (z) = /Q g% (2,) ® () dp (1)

where ¢% is the Green function of (Q, p). Since the function vy is harmonic outside S and vy,
vanishes on 02, we have
SUp v = SUp V.
Qp S
Since the sequence {vj (z)},—, increases and converges pointwise to v (z), passing to the limit
we obtain
Supv = sup v < 00,
M S
that is, ® is Green bounded.
(b) If ® = 0 then set h = 1. Assume in the sequel that ® # 0 and ¢ is finite. Let Qj be as
above, and solve in each set {2 the Dirichlet problem

Auuk - (I>uk =0 in Qk,
up =1 in 0.
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Since ® > 0, it follows from the maximum principle that 0 < ug < 1. By Theorem 8.11, for any
T €,

@) z e (- [ @ enewam) zew (- [ d@n®wa)) e o

By the comparison principle, the sequence {uy} decreases and hence it converges to a function
h that solve on M the equation A,h — ®h = 0 and satisfies the estimates ¢ < h < 1, which was
to be proved. m

Theorem 10.5 Let (M, u) be a geodesically complete noncompact weighted manifold. Assume
that the heat kernel py of (M, u) satisfies the Li- Yau estimate (6.1). Then, for any non-negative
smooth function ® on M, which is Green bounded, the heat kernel pg’ satisfies the Li-Yau esti-
mate, that is

2 T
pi (z,y) = ﬁ exp (—cw) : (10.4)

In other words, the perturbation potential ® satisfying (10.3) is so small that it does not
affect the heat kernel in essential way?.

Proof. By Lemma 10.3, there exists a positive solution h ~ 1 to the equation A, h—®h =0
on M. Let i be the measure defined by dji = h?du. By Lemma 4.7, the heat kernel p{ of the
operator A, — ® and the heat kernel p; of the weighted manifold (M, 1) are related by (10.2),
whence it follows p{® ~ p; . Using the fact that (M, ) satisfies the Li-Yau estimate and Corollary
6.8, we conclude that p; satisfies the Li-Yau estimate and, hence, so does py. m

Example 10.6 Under the hypotheses of Theorem 10.5, assume that, for some a > 2,
V(z,r)~r®, forallz e M andr > 1.

Then (6.3) gives for all z,y such that d(x,y) > 1,

g(x,y) = d(z,y)*".
Fix a reference point o € M, set (z) = 2+ d(x,0) and consider a non-negative function ® such
that

@ (z) < Cla)™,

for some constant . A straightforward computation shows (see [100]) that if v > 2 then ® is
Green bounded. Hence, in this case the heat kernel p{ satisfies for large ¢ the estimate

£

C
o . N
P (@y) = o eXp< c—

The assumption v > 2 cannot be relaxed because for the potentials ® () ~ (z)™” with v < 2
one has entirely different estimates of the heat kernel — see Section 10.4 and Example 10.21.

Remark 10.7 By Lemma 10.3, if (M, u) is non-parabolic and ® > 0 has a compact support
then ® is Green bounded and hence Theorem 10.5 applies. The non-parabolicity is essential

3 After the first version of this survey was circulated, Takeda [202] obtained necessary and sufficient condition
for the heat kernel pf to satisfy (10.4).
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here. Indeed, as it was shown in [167], on the parabolic manifold R?, for any non-zero function
® > 0 with compact support, the heat kernel p,‘? (z,y) satisfies the following estimate

2 (4 y) ~ 082 log(y)

10.5
Pt tloth ( )

for fixed x,y and for large ¢, where (z) = 2 + |z|. Obviously, in this case p{ does not satisfy the
Li-Yau estimate. See also Example 10.14 below where the estimate (10.5) will be proved.

Remark 10.8 Recall that if the heat kernel p; satisfies the Li-Yau estimate then the Green
function g (z,y) satisfies the estimate (6.3). By integrating (10.4) in time, we obtain that the
Green function g® (z,y) of the operator A, — @ also satisfies (6.3), which implies that

9% (z,y) ~ g (z,y). (10.6)

In R” with n > 2 we have g(z,y) = ¢u|z—y[* ™. In this case, the fact that the Green
boundedness of ® implies (10.6) is well known and goes back to [2].
Assume that the Green function of a weighted manifold (M, u) satisfies the following so-called
3G-condition:
min(g(z, 2),9(z,9)) < Cg(z,y).

Then the estimate (8.27) of Corollary 8.13 implies

o
9° (z,y) ( /
>=——=>exp|— g(z,2)+9(z,y)P(z)du(z) ).
7 @) M(( ) +9(2,9) @ (2)du(2)
Therefore, if ® is Green bounded then (10.6) holds (see [26], [41], [48], [120], [169], [175] for this
result in various settings, and [123], [200], [225], [226] for related results).

In general, the Li-Yau estimate does not seem to imply the 3G-condition but, as we have
seen above, the same conclusion holds.

Remark 10.9 The first result about comparison of heat kernels p; and p? goes back to [7],
where it was shown that if ® € LP (R") with p > n/2 then the estimate

E(z,y) =< iex —CM (10.7)
pt ’y - tn/2 p t .

holds for a bounded range of ¢t (see also [153]). On the other hand, in R™ for a potential
® (x) ~ (x)~7 with v > 2, it has been known for long time that p® ~ t~"/2 ~ p, as t — oo (see,
for example, [168], [176], [191], [214]). The estimate (10.7) for all t > 0 under various conditions
of smallness of ® was obtained in a number of works. It was proved in [224] that if ® > 0 and

®c P(R")NLY(R") withp>n/2and 1< qg<n/2, (10.8)

then (10.7) holds for all z,y and ¢ > 0 with the sharp constant ¢ = %1. Note that any ® > 0
satisfying (10.8) is Green bounded, which easily follows from the Holder inequality and from

g(0,) € L7 1 (B(0,R)) and g(o,-) € L7T (B (0, R)°).

Hence, our Theorem 10.5 applies also to the potentials (10.8) but it does not recover the sharp

value of constant ¢ in the exponential. In a harder case ® < 0, the estimate (10.7) with ¢ = }1

was proved in [152] assuming that the norm ||®||;./» and the Green bound constant of |®| are
small enough.
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10.3 Potentials with a polynomial ground state

In the next statement, we use terminology and notation from Section 6.2. In particular, |z| =
d (z,0) where o is the origin of a manifold with relatively connected annuli, V' (r) = V (o,7), and
h(r)= SUP|g|=r P ().

Theorem 10.10 Let (M, u) be a geodesically complete noncompact weighted manifold with rel-
atively connected annuli. Assume that the heat kernel on (M, u) satisfies the Li-Yau estimate.
Let h be a smooth positive function on M satisfying (6.10), (6.11). Let U be a smooth function
on M with compact support, and set

ALk
d="t" 4+,
Y +

Let i be a measure on M defined by dfii = h*du, and assume that one of the following conditions
is satisfied:

(1) either ¥ =0,
(13) or ¥ >0 and (M, 1) is non-parabolic,
(t31) or ® >0 and (M, 1) is non-parabolic.

Then the heat kernel pf of the operator A, —® in L (M, ) admits the following estimate, for
allz,y € M and t > 0,

P (z,y) <

2
Ch (_:62) 1 () exp (—c—d (=, y)> . (10.9)
V(a, VOR (|| + V) t
Also, the Green function g® of the operator A, — @ satisfies the estimate
P
9* (@) = h(@)h () [ = .
dte) V (@, ) (2l + )

Remark 10.11 Note that if A = 1 then in the case (i¢) the function ® = ¥ is Green bounded
on (M, ), and the claim of Theorem 10.10 follows from Theorem 10.5.

> sds

(10.10)

Remark 10.12 Recall that the conditions (6.10), (6.11) are as follows: h (x) ~ h (|z|) and

r _ d _
/ V (s) 5 (s) ?8 ~V (r) 5 (r), forallr>2. (10.11)
1
By Corollary 6.11, (M, 1) is non-parabolic if and only if
o0 d
/ — 7 < (10.12)
1 V(s)h (s)
Remark 10.13 By symmetrizing (10.9), we obtain

h(x)h d?
Chlwhly) exp (—c@) . (10.13)
V(z, VOV (y, VO (J2] + V) B (lyl + V1)
Similarly, one can symmetrize (10.10) but technically it is more convenient to estimate the right

hand side of (10.10) as follows: assuming |z| > |y| and hence 2|z| > d (z,y), and splitting the
integration in (10.10), we obtain

® (1 a) ~ hiy) (22l sds . o0 sds
g (@y) = h(x) /d(z,y) V (z, ) Th@)h(y) /2|gg| V(s)R(s) (10.14)

pf (z,y) <
V
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Proof of Theorem 10.10. Recall that, by Corollary 6.11, the heat kernel p; on (M, )
satisfies the estimate (6.12), and the Green function g satisfies the estimate (6.13).
(¢) If ¥ = 0 then h satisfies the equation A, h — ®h = 0, and hence by Lemma 4.7

pf (z,y) =h(x)h(y) Pt (z,y) and g% (z,9) =h(z)h(y) g (2,y).

Therefore, (6.12) implies (10.9) and (6.13) implies (10.10).
(i7) Let us show that there exists a smooth positive function A’ on M such b’ ~ h and

Ak — @R =0 on M. (10.15)
Since h satisfies the equation A, h — (® — W) h = 0, we obtain from (4.10)

Aﬁ—\Il:%o(AM—CI))oh (10.16)

so that by the change A’ = hu (10.15) becomes
Azu — Yu = 0. (10.17)

By Lemma 10.3, ¥ is Green bounded on (M, ) and hence the equation (10.17) has a solution
u =~ 1. Consequently, we obtain a solution A’ = hu of (10.15) such that A’ ~ h. Clearly, the
function b’ satisfies the conditions (6.10), (6.11). By the case (i), pf and g% satisfy respectively
the estimates (10.9) and (10.10) where h is replaced everywhere by h'. However, since h ~ I’,
we can replace h’' back by h thus finishing proof.

(#i7) If ® = 0 then there is nothing to prove, so we assume that ® # 0. The strategy is
the same as in the case (i7) - it suffices to prove that there exists a solution v ~ 1 to (10.17).
However, in this case it is easier to start with the equation (10.15) and observe that by Lemma
10.1 this equation has a positive solution h’. Hence, the function u = h'/h is positive and solves
(10.17).

Let us show that v is bounded. By (10.17) function u is Agz-harmonic outside K := supp ¥.
The fact that (M, 1) has relatively connected annuli and satisfies the Harnack inequality implies
that any positive harmonic function in M \ K has a limit at infinity, and the limit is always
finite if the manifold is non-parabolic, which is the case now (see Lemma 10.22 in Appendix).
Therefore, u has a finite limit at oo and hence is bounded.

Let us show that the limit of w is positive, which will finish the proof. Assume from the
contrary that

lim u(z) = 0. (10.18)
|z|—o00
Set v = hu and prove that
/ (|Vv|2 n <I>v2) du =0, (10.19)
M

which together with v > 0 and ® > 0 implies ® = 0, hence contradicting the hypothesis.

To prove (10.19), observe that, for any £ > 0, the set Q. = {x € M : u(x) > ¢} is relatively
compact, and function u. := u — € vanishes on 9€Q.. Multiplying the equation —Azu + Yu = 0
by u. and integrating over )., we obtain

/ (IVue? dfi + wueu) dii = 0.

/ (|Vu5|2+\11u§> dﬁ:/

Qe

Therefore,

Vu, (u: —u)dp = —5/ Yu.dp
Qe
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whence it follows that
‘/ <|Vu5|2 + \Ilu§> dﬁ‘ <e (supu)/ |W| dz. (10.20)
Qe M

On the other hand, setting v. = hu. and using the Green formula and (10.16), we obtain

/Q(|Vu€|2+\11ug>dﬁ - /ug(—Aﬁ—l—\I/)usdﬁ

= / Ve (A, + @) v dp

€

= / <|Vv€|2 + <I>v€2) dp. (10.21)

€

Combining (10.21) with (10.20), we obtain

lim (\va\g + @vf) dp = 0.
e—0 Qe

As ¢ — 0, we have v. = v — eh — v and Vv, = Vv — eVh — Vo pointwise. Therefore, (10.19)
follows by Fatou’s lemma. m

Example 10.14 Let ® > 0 be a smooth non-zero function with compact support in R%2. By
Lemma 10.1, there exists a function h > 0 in R? satisfying the equation Ah — ®h = 0. The
function h is unbounded because h is subharmonic and h # const. Since h is harmonic outside
supp @, comparing it with log |z|, which is also harmonic, it is not difficult to show that h (z) ~
log || for large |z| (cf. [84], [108], [169], [198]). Since V (r) = mr2, we see that the conditions
(6.10), (6.11) are satisfied. By Theorem 10.10(¢), we obtain

Clog( ) log(y) eyl
tlog ((z) + \/_) log ((y) \/‘) €xp ( r ) ’ (10.22)

for all z,y € R? and ¢t > 0, where

P (z,y) <

(z) =2+ |z|.

In particular, in the range t > (x)2 + (y)2, we obtain

log(z) log(y)
o ~ o\ oM/
pi (2,y) ~ tog ¢
(cf. Remark 10.7). Also, (10.14) yields, for (z) > (y),

log(y) 1

o

g (z,y) ~ log(y) + log . 10.23
(=.9) w) log(z) |z =yl ( )

Example 10. 15 Let h be a smooth positive function in R3 and h (z) = I_l\ for |z| > 1. Then the

function ® = h h vanishes for |z| > 1 and hence has a compact support. If ® were non-negative
then, by Theorem 10.5, p{® would have satisfied the Li-Yau estimate in R3. However, ® must
take negative values* and hence Theorem 10.5 does not apply. Let us show that in fact the

4Otherwise, h would be a positive subharmonic function in R3, which tends to 0 at co and hence must be
identical 0 by the maximum principle.
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Li-Yau estimate does not hold for pf. The function h satisfies the conditions (6.10) and (6.11)
because V (r) = cr?® and, for large 7,

/1TE2(3)V(8)%f:r:ﬁQ(r)V(r).

Hence, by Theorem 10.10(%), we conclude that

P2 (z,y) = t?% (1 + %) (1 + g) exp <—c|m _t y|2> : (10.24)

As we see, p? (z,y) is larger than the unperturbed heat kernel in R? as one should expect for a
negative perturbation ®. In particular, for ¢ > ()2 + (y)2, we obtain

Oy L
Py ( 7y)— \/l_f<£l’:><y>

and hence ¢® = co.
The next section contains important examples of application of Theorem 10.10(4¢) and (3i).

10.4 Potentials of quadratic decay in R”

Here we will estimate the heat kernel p? of the operator A — ® in R", n > 2, where
®(z) =—5 for |z|>1, (10.25)

and b # 0 is a real constant.
Let h (x) be a smooth positive function on R™ such that

h(z) =|z|® for |z| > 1.

As it was noticed in Example 6.13, if 3 > —n/2 then h satisfies the conditions (6.10), (6.11).
The condition (10.12) of the non-parabolicity of (R”, hzd:v) holds provided 8 > 1—n/2. By a
direct computation (cf. Example 4.6), we have, for |z| > 1,

Ah_ B+ (n—2)p
ho o

The equation 32 + (n —2) 8 = b has a root 3 > 1 — n/2 given by

B=—(G-D+/(G-12+b, (10.26)
provided
bz byi=—(5 — 1)

which will be assumed henceforth®. With 3 as in (10.26), the function h satisfies the equation
Ah — ®h =0 for |z| > 1. Let us make the following assumptions about ® (z) for |z| < 1:

If b < bg then the operator A, — & is supercritical (see [169]). In particular, the bottom of the spectrum
is negative so that the heat kernel cannot satisfy estimates like (10.9), and the equation A h — ®h = 0 has no
positive solution. For heat kernel estimates in this case see [223].
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1. If b = by and hence =1 — n/2 then set & = % also for |z| < 1. Note that in this case
manifold (}R",th:c) is parabolic, and we will use part (i) of Theorem 10.10, where the
equation Ah — ®h = 0 must be satisfied on the entire manifold.

2. If bg < b < 0 then set ¢ = % + W where ¥ is a smooth non-negative function compactly
supported in |z| < 1, so that the hypotheses of part (i) of Theorem 10.10 hold.

3. If b > 0 then extend ® to |z| < 1 arbitrarily, only preserving the smoothness and non-
negativity of ®. In this case, the hypotheses of part (iii) of Theorem 10.10 hold.

Applying in each case the estimate (10.13) of Theorem 10.10 and using the notation
(z) := 2+ |z

so that h (z) ~ (z)P for all x, we obtain

-8 -8 2
e (z,y) =< t”% (1 + %) <1 + %) exp (—c%) , (10.27)

for all t > 0 and z,y € R™. In particular, in the most interesting range t > ()2 + (y)? (10.27)

becomes ( >ﬁ< >ﬂ
o o \T)7RY
P (@y) = — 25—

where
v=n+28=2+1/(n—2)%+4b.

The estimate (10.27) is new in its entirety. The following results were known before, all in
the case n > 3.

1. It was proved in [61] that if by < b < 0 then, for any € > 0 and all ¢ > 1,

c & —yl*
P
p (z,y) < i ©XP (—c " (10.28)
and c
P
xseuﬂglpt (z,2) > wiere

In this case, we have § < 0 and therefore (10.28) follows from (10.27) by 1 + % < 2/t

2. In [221], [222], [223] upper and lower bounds for p{® were obtained similar to (10.27) but
with non-sharp values of the exponent 3 different for upper and lower bound.

3. For a singular potential

b
@(x):w for all z € R™ \ {o}

with b > b, the following estimate was proved in [162]:
-6 -6 2
C Vi Vi |z — y|
P
< — |14+ — 1+ — — . 10.2
e =i (1+57) - (1+3]) eXp( B o
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This estimate obviously matches (10.27) except for small values of |z| and |y| where the
singularity of the potential at o becomes dominant. The upper bound in (10.29) was also
proved in [154], where a similar lower bounds was obtained as well, but with a different
(non-sharp) value of 3. Sharp upper bounds for the heat kernel of A — ® in bounded
domains were obtained in [11].

If b = bg then the Green function ¢ is infinite because the manifold (R", tha:) is parabolic.
If b > by then (10.14) yields the following estimates of g®, assuming (z) > (y):

9% (2,y) ~ ———— n>?2
z (y)? B
—y“>w nel

The upper bound in these estimates was also proved in [169].
An interesting phenomenon can be observed if we consider the function

[
9% (z,y) ~ (log+ .

h(z) = |z%log|z| for |z| > 2,

with the critical exponent 3, = 1 — n/2. A direct computation shows that it solves the same
equation Ah — ®h = 0 with the same potential ® (x) = by |z| 2, for |z| > 2 (cf. (4.12)). In
this case, the corresponding manifold (M, ) has the volume growth function V (r) ~ r2log?r
and, hence, is non-parabolic. Extending ® (x) for |z| < 2 so that ® (x) > % in this domain and

using part (ii) of Theorem 10.10, we obtain

® _C Vit a1 Vi 2! log(z) log(y) e_c‘wlyl2
P (2:9) = G <1+<x>> (1+<y>) log((z) + V1) log((y) + v/2) - (10.50)

The corresponding Green function is estimated as follows, assuming (x) > (y):

1 log(z) <l‘>%71 log(y)
9% (z,y) ~ ( ) 3

|m o y‘n72 <I>n_2

if n > 2 and as in (10.23) if n = 2.

This example shows that the estimate (10.27) for the critical value 8 = (3, is unstable in the
following sense: if ® () = by || 2 for large |z| then (10.27) holds only if @ is extended to small
|z| in a specific way, whereas (10.30) holds whenever ® (x) is large enough in a neighborhood of
the origin (see Fig. 12). It is natural to conjecture that (10.27) holds whenever ® (z) is small
enough in a neighborhood of the origin. It would be interesting to find out the exact borderline
between these two cases.

For example, in the case n = 2 we have by = = 0, and (10.27) amounts to the standard
Gaussian estimate, which holds for ® = 0. The estimate (10.30) amounts to (10.22), which
holds for any non-zero potential ® > 0 (see Example 10.14). Hence, in R? the two cases are
distinguished according to whether ® = 0 or ¢ # 0.

10.5 Spherically symmetric potentials

In this section, (M, u) is a weighted model and as before, V' (r) is the volume function of (M, ),
S (r) is the boundary area function, and m (r) is the mean curvature functions (see Sections 2.4,
5.5, 6.3). Let us start with a modification of example of Section 10.4.
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P(x)

\
A\ IXI »
>

Po(x)=bolx|*

Figure 12: The heat kernel p{ satisfies (10.29) for ® = &, (10.27) for & = ®;, and (10.30) for
® > P, (case n > 2).

Example 10.16 Let V (r) = constr® for large r, where o > 0. Let h = h(r) be a positive

smooth function on M such that h (r) = 78 for r > 1. Set ® = A;;h and observe that, by (2.12),
-2
@(r):% for r > 1.

Let ji be the measure on M defined by dii = h?du and 17, S be respectively the volume function
and the boundary area function of the model manifold (M, ). Then we have

S (r) = h%S (r) = const r*26-1
and, assuming « + 28 > 0, _ -
V ~pot28 ~ G (r).

Therefore, (M, 1) satisfies the hypotheses of Lemma 6.15, and we conclude that the heat kernel
pt of (M, 1) admits the estimate

pt (0, ) < ¢ ex —c@
bt \0, AV(\/E) p ; .

Applying Lemma 4.7, we obtain, for ¢ > 1,
C(1+ |z])? |z|?
] - PN el I
py (0,x) < revprers Ul Bl

In R™ where o = n, this estimate matches (10.27) with y = o. However, if a > n = dim M
then (M, u) does not satisfy the Li-Yau estimate and hence the approach of Section 10.4 does
not work. Furthermore, if we try to treat the potential ® (r) = r=7 with v < 2 then we have to
consider a function h of a superpolynomial growth so that Lemma 6.15 is no longer applicable
either. Nevertheless, we still can apply Theorem 5.42 to estimate p; (0,0). The techniques for
that will be developed in the rest of this section (see also Example 10.21 below).
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Lemma 10.17 Let ® = ®(r) be a smooth function on M, which depends only on the polar
radius r. Assume that there ezists a smooth positive function h = h(r) on M satisfying on M

the equation
Ay h — ®h =0.
Assume that the function

!/

h
i o= m ot 2 (10.31)

satisfies the conditions m > 0 and m' < 0 on (rg,+00) for some rg > 0. Then the heat kernel
p? of the Schrédinger operator A, — @ on (M, p) satisfies the following estimate, for large t,

R? (ct)) ’

t

pg) (07 0) S €xp (_

where function R (t) is determined from the equation

R(t)
— = 1. (10.32)
m (R (1))
If in addition function m satisfies the condition
/ m(s)ds < Crm(r), (10.33)
70

for large enough r, then we have, for large t,

pi (0,0) > %exp (@) :

Proof. Multiplying h by a constant, we can assume h (0) = 1. Consider the weighted model
(M, 1) where dfi = h*dp. If S(r) and S (r) are the boundary area functions of (M,u) and
(M, 1), respectively, then S = Sh?, whence it follows that the function m defined by (10.31) is
the mean curvature function of (M, ).

By Corollary 4.5, the operator A, — ®| is essentially self-adjoint and, by Lemma 4.7, the
corresponding heat kernel p{® is determined by

py (z,y) =Dt (z,y) h(z) h(y), (10.34)

where p; is the heat kernel of (M, ). By Theorem 5.42, we obtain the estimates for p; (o,0),
and from (10.34) and h (0) = 1 we obtained the required bounds for p (0,0). =

Lemma 10.18 Let & = & (r) > 0 be a smooth function on M. Then there exists a smooth
positive function h = h(r) on M satisfying the equation A, h — ®h = 0 and the condition
R (r) >0 for all r > 0.

Proof. The proof is similar to that of Lemma 10.1. Since ® > 0, the Dirichlet problem in
the ball By = B(o0,k), k=1,2,...,

Ayu—Pu=0 in By
u=1 on 0By,

has a unique positive solution u, which depends only on r. By the maximum principle, for any
r € (0,k),

supu = supu = u(r),
B, B,
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which implies that u (r) is an increasing function of 7 and thus ' > 0. Set hy (r) = u (r) /u (0)
so that hy, satisfies the equation A, hy — ®hy = 0 in By and the condition hy (0) = 1. Since
the sequence {hy} on M converges at o, by the local properties of elliptic equations there is a
subsequence of {hy} that converges on M to a function h = h (r), which hence satisfies all the
required properties. ®

Lemma 10.19 Let ¥ be a smooth function on (rg,+00) such that

\I//
! . _ . —
U>0 ¥<0, and TILIEOT (r) = rhﬁrglo 2 0. (10.35)
Let u be a function on (rg, +00) satisfying the equation
1
u + §u2 =0, (10.36)

If Sup(py 400y > 0 then u(r) >0 and v’ (r) < 0 for all large enough r, and u(r) ~ /2¥ (1) as
r — 00.

Proof. By hypotheses u (r1) > 0 for some r; > 79. Let show that u (r) > 0 for all r > r;.
Indeed, if u (r9) < 0 for some ry > 71 then there is an intermediate point £ € [r1, 2] such that
u(§) =0 and ' (§) < 0. However, the equation (10.36) fails at this point because ¥ (£) > 0.

If o' (r) > 0 for all » > ro then w(r) > ¢ > 0 as r — oo whereas it follows from (10.35)
and (10.36) that u (r) < /2% (r) — 0. Therefore, v’ (r1) < 0 for some 1 > r9. We claim that
u'(r) <0 for all » > ry. Indeed, if u’ (rg) > 0 for some ro > r; then the function u in [rq,r9]
takes the minimal value at a point £ € (r1,r2). We have then u’ (§) = 0 and hence

W(E) = 302 (€) <o (r2) + 50 (r2) = ¥ (12),
which contradicts to the hypothesis that ¥ is decreasing. This contradiction shows that «' (r) < 0
for r > rq.

Consequently, we see that u > v/2¥ for large r. Setting F = 1 / V2U and v = Fiu, rewrite
the equation (10.36) in the form

2FV + 2F"v + v = 1.

The last condition in (10.35) is equivalent to F” (r) — 0 as 7 — oo. Since 0 < v (r) < 1 for large
r, we have 2vF” — 0 and hence

2Fv +0% =1 asr — oo. (10.37)

Let us show that v (r) — 1 as 7 — oo, which will finish the proof. Fix 0 < a < 1 and verify that
v (r) > a for large enough 7. By (10.37) there exists R such that

2Fv +v? > b? for r > R, (10.38)
where b € (a,1). If v < a in (R, +00) then

v > v — o
- 2F

The condition F' — 0 implies F'(r) < Cr whence v (r) > £, which yields by integration
v (r) — oo, contradicting v < 1. Hence, for some r; > R, we have v (r;) > a. We claim that
v(r) > a for all » > 7. Indeed, if v (r2) < a for some ry > r; then there exists £ € (r1,r2) such
that v (§) = a and v’ (§) < 0, which is however impossible by (10.38). =
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Theorem 10.20 Let (M, ) be a weighted model, and let ® = ® (r) > 0 be a smooth function
on M. Set ]
U:=m' + 5m2 + 20, (10.39)

where m (1) is the mean curvature function of (M, ). If the function U satisfies the hypotheses
(10.35) on some interval (ro,+00) and sup(,, i)™ (r) > 0 then the heat kernel p? of the
operator A, — ® on (M, ) admits for large t the estimate

R? (ct)> |

t

p? (0,0) < exp (—

where function R (t) is determined by

R(t)

Y 10.40
V(R () 040

If in addition function ¥ satisfies for large enough r the condition
/ VY (s)ds < Cry/¥ (r), (10.41)
7o

then p? admits for large t the lower bound

R iot)> '

1
py (0,0) > 5 €XP (

Proof. By Lemma 10.18, there exists a smooth positive function h = h (r) on M satisfying
the equation Ay h — ®h = 0 and the condition A’ (r) > 0 for all r > 0. Let m (r) be the mean
curvature function of (M, i) where dfi = h?du so that

/
m = 2—.
m=m + h

Set f =logh and observe that f satisfies the equation
Aﬂf + |vf|2 = (ba

that is
" +mf + (f’)2 = &,

Substituting f' = % (m — m), we conclude that m satisfies the equation
~; 1y ro Lo
m +§m =m +§m +20 =1,

Since sup(,; 1) m > 0 and h' > 0, we obtain SUP(yy, +00) M > 0. By Lemma 10.19, we conclude
that m (r) > 0 and m/ (r) < 0 for large r so that Lemma 10.17 can be applied. Lemma 10.19
also yields m (r) ~ /2% () as 7 — oo and hence

R _ R
m(R) /U (R)’

which implies that the definition (10.32) of the function R in Lemma 10.17 can be replaced by
(10.40) at the expense of an additional constant multiple in front of ¢. The condition (10.41)
clearly implies (10.33). Hence, both upper and lower bounds of p{® follow from the corresponding
estimates of Lemma 10.17. m
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Example 10.21 As in Example 10.16, assume that V' (r) = const r® for large r, so that m (r) =
21 Consider the function ® (r) such that

b
o (r)= = for large r,

where 0 < v < 2 and b > 0. Then the function

1 (@—1)(a—3) 2b 2b
! T2 — = o=
U(r)=m + 5™ + 29 v R e
obviously satisfies (10.35) and (10.41). It follows from (10.40) that, for large ¢, R (t) ~ t757 and
2
pE (0,0) < Cexp <—ctﬁ) .

In the case M = R this result follows from [214].
Note also that the functions m and A from the proof of Theorem 10.20 are estimated in this
case as follows: m (r) ~ /2 and h (r) < Cexp (cr1_7/2) for large r.

10.6 Appendix: behavior of harmonic functions at oo

We prove here the following lemma, which was used in the proof of Theorem 10.10 (similar
results can be found in [177]).

Lemma 10.22 ([84]) Let (M, ) be a geodesically complete noncompact weighted manifold. As-
sume that (M, p) satisfies the Harnack inequality and has relatively connected annuli. Then any
non-negative harmonic function u (x) in a neighborhood of infinity in M has a limit as © — oo,
and the limit is finite provided (M, u) is non-parabolic.

Proof. Let o be the origin of M, and denote as before B, = B (o,7) and set
Sy =0B, ={zxe M :d(z,0) =r}.

By the hypothesis of relative connected annuli, there exists a constant K > 1 such that for all
r large enough and for all z,y € S,., the points z and y can be connected by a continuous path
v in Bk, \ Br-1,.

Let us first prove that if r is large enough then

supu < C'inf u, (10.42)
S, Sy

with a constant C' that is independent of w and r. Since (M, u) satisfies the volume doubling
property, the ball Bk, can be covered by at most N balls of radius p := }LK ~1r where the
constant N depends only on K and on the volume doubling constant. Let z, y be two points
on S, and ~ be a path connecting them in By, \ Bg-1,. Select those of the balls of the radius
p that intersect v. Then we obtain a chain of at most N balls { B (z;, p)}, which connects z and
y and such that any ball B (z;, p) in this chain intersects Bk, \ Bg-1,. In particular, any ball
B (zi,2p) is outside By-1,_5, = B2, and hence is in the domain of u provided r is large enough.
By the Harnack inequality applied to w in B (z;,2p), we obtain

sup v < C inf w,
B(zi,p) B(zi:p)

whence (10.42) follows by a chaining argument.
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Set
L = limsup u ()

T—00

and show that in fact L = lim, oo u(z). Let z; — oo be a sequence of points such that
u(z;) = L as i — oo, and set r; = |z;|. Consider two cases.
Let L = co. It follows from (10.42) that

iSnfu > csupu > cu(x;) — 00 as i — 00.
T4 Sri

By the minimum principle,

inf u:min(infu,infu>—>oo as ¢ — 00,
Bri+1 \B'rl S’i+1 Sz
whence it follows that u (z) — oo as © — oco.

Let L < co. Fix € > 0 and note that u () < L + ¢ for large enough |z|. Applying (10.42) to
the function L + ¢ — u, we obtain, for large enough ¢,

sup(L+a—:—u)SC’iSnf(L—ks—u)SC(L+5—u(a:i))—>Cs
Sri T4

whence, for large enough 1,
infu>L—Ce.
S,
and hence
infu— L asi— oo.

S,
It follows from the minimum principle that lim, , u (z) = L.

Finally, let us show that if (M, u) is non-parabolic then L < co. Let g (z,y) be the Green
function of (M, ), which is finite by hypothesis. Since function v (z) := g (o0, z) is harmonic
and positive in M \ {o}, it has limit at infinity, and this limit is equal to inf,; v because v is
superharmonic on M. Since v (x) is the minimal positive fundamental solution of the Laplace
operator, this limit is 0. Set Q, = {z € M : v(x) < a} and note that 0, is compact and, for
almost all a > 0, 0€), is a smooth hypersurface. Let v be the normal unit vector field on 9,
pointing inside {2,, and o be the boundary area on 0€),. For any harmonic function f defined
in a neighborhood of oo set

of
—do,

flux f :=
e 61/

for large enough a, and notice that by the Green formula, flux f does not depend on the choice
of a.
Assume that u (x) — oo as x — 0o and consider the function

w=u+ Crv — Co,

where C7,Cy are positive constants. Choose a > 0 so small that u is defined in Q,. Observe
that fluxv = —1 and hence
fluxw = fluxu — Cf.

Choosing (' large enough, we obtain flux w < 0. Next, choose C5 so big that w < 0 on 0f),.
Hence, we have w < 0 on 09, and fluxw < 0 whereas w (z) > 0 for large enough |z| because
u (z) — oo. Consider the domain

W={zxe€Q,:w(z)<0}.
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This domain is relatively compact, and its boundary OW consists of two disjoint pieces: 0§,
and QoW := oW N {w = 0}. On 9W we obviously have ‘?9—1;/’ < 0 whence, by the Green formula
and A, w = 0,

ow ow
fluxw = —do — / —da = / Aywd / —do > 0,
F51%% aV W 81/ " o oW 81/

thus contradicting to fluxw < 0. m
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