On computing heteroclinic trajectories of non-autonomous maps
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Abstract
We propose an adequate notion of a heteroclinic trajectory in non-autonomous systems that generalizes the notion of a heteroclinic orbit of an autonomous system. A heteroclinic trajectory connects two families of semi-bounded trajectories that are bounded in backward and forward time. We apply boundary value techniques for computing one representative of each family. These approximations allow the construction of projection boundary conditions that enable the calculation of a heteroclinic trajectory with high accuracy. The resulting algorithm is applied to non-autonomous toy models as well as to an example from mathematical biology.
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1 Introduction

Homoclinic and heteroclinic orbits are important structures in dynamical systems. For example, the famous theorem of Smale, cf. [26], states that in discrete
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time autonomous systems, the dynamics in a neighborhood of a homoclinic orbit is chaotic. Heteroclinic orbits describe possible transitions between two equilibria; consequently they lie in the intersection of the unstable manifold of the first equilibrium with the stable manifold of the second one.

To avoid the expensive computation of invariant manifolds [21], various approximation results for directly computing these orbits have been developed in the literature. For this task boundary value approaches turn out to be very efficient. In continuous time, cf. [2], the resulting algorithms are implemented, for example, in the current version of the bifurcation toolbox MATCONT [7, 13]. For discrete time systems, we refer to [3, 4, 5].

Real-life systems, like population models in a fluctuating environment [9, 10], are typically non-autonomous. This fact motivates the consideration of non-autonomous difference equations of the form

$$x_{n+1} = f_n(x_n), \quad n \in \mathbb{Z}, \quad (1)$$

where $f_n \in C^\infty(\mathbb{R}^k,\mathbb{R}^k)$ are assumed to be diffeomorphisms for all $n \in \mathbb{Z}$. In this setup, homoclinic and heteroclinic orbits lie in the intersection of stable and unstable fiber bundles which are non-autonomous analogs of invariant manifolds, see [16, 27, 25].

Consequently, a homoclinic orbit w.r.t. a fixed point from the autonomous world has to be replaced by a pair of trajectories $\xi^- := \{\xi^-_n\}_{n \in \mathbb{Z}}$ and $\xi^+ := \{\xi^+_n\}_{n \in \mathbb{Z}}$ of (1), converging towards each other, i.e. $\lim_{n \to \pm \infty} \|\xi^-_n - \xi^+_n\| = 0$. Pairs of homoclinic trajectories are analyzed in [19].

In this paper we extend these ideas to the non-autonomous analog of a heteroclinic connection between two fixed points, which we call a heteroclinic trajectory. This is an orbit of (1), connecting two trajectories $\tilde{\xi}^-_Z$ and $\tilde{\xi}^+_Z$ that are bounded in backward and forward time, respectively. First, one needs approximations of the reference trajectories $\tilde{\xi}^\pm_Z$. These reference trajectories are not unique due to our weak assumption of semi-boundedness and consequently, two families of semi-bounded trajectories exit. We assume that the corresponding variational equations

$$u_{n+1} = Df_n(\tilde{\xi}^-_n)u_n, \quad n \in \mathbb{Z}^-, \quad (2)$$
$$v_{n+1} = Df_n(\tilde{\xi}^+_n)v_n, \quad n \in \mathbb{Z}^+$$

have half-sided exponential dichotomies, cf. Appendix A. This hyperbolicity assumption justifies numerical computations. It turns out that all trajectories of the semi-bounded family on $\mathbb{Z}^+$ converge towards each other exponentially fast in forward time, and the same holds true in negative time for the second family. We impose an initial condition to select one representative of each family and state a theorem that guarantees an accurate numerical approximation. Essentially, we make use of the fact that under hyperbolicity assumptions, errors...
from the boundary, decay exponentially fast toward the midpoint of the finite computational interval.

In a second step, these orbits are used to set up the boundary operator for computing a heteroclinic trajectory. For this purpose, we take linear approximations of stable and unstable fiber bundles that we obtain by computing dichotomy projectors, using techniques that have been developed in [17, 18].

We illustrate the approximation results for the first step by computing several semi-bounded trajectories of a non-autonomous version of Hénon’s map. In a second step, we solve the corresponding boundary value problem and get the desired heteroclinic connection between these non-autonomous families of semi-bounded trajectories.

For testing whether our error estimates are sharp we construct a system with analytically known heteroclinic trajectories and discuss errors between exact and numerically computed orbits. Finally, we approximate heteroclinic trajectories for a competition model from mathematical biology, cf. [20].

2 Heteroclinic trajectories

We start this section by introducing the concept of heteroclinic trajectories. Then an algorithm for computing these objects is proposed.

Denote by $X_J$ the space of bounded sequences on $J$:

$$X_J := \left\{ u_J = (u_n)_{n \in J} \in (\mathbb{R}^k)^J : \sup_{n \in J} \|u_n\| < \infty \right\}$$

equipped with the $\ell_\infty$-norm, and denote by $0_J$ the zero element in $X_J$.

In this paper, we restrict ourselves to non-autonomous difference equations that are generated by parameter-dependent maps

$$x_{n+1} = f(x_n, \lambda_n), \quad n \in \mathbb{Z}. \quad (2)$$

Note that on the one hand, several models, for example, from mathematical biology are of this form, where $\lambda_n$ is a parameter that fluctuates in time. Furthermore, one can control non-autonomous fluctuations if $f$ is assumed to be smooth. On the other hand, each non-autonomous map (1) can artificially be written in this form.

We impose the following assumptions on $f$.

**A1** $f \in C^\infty(\mathbb{R}^k \times \mathbb{R}, \mathbb{R}^k)$ and $f(\cdot, \lambda)$ is a diffeomorphism for all $\lambda \in \mathbb{R}$.

**A2** For the parameter sequence $\bar{\lambda}_\mathbb{Z}$, equation (2) has two semi-bounded solutions $\bar{\xi}_\mathbb{Z}^+ = \{\xi_n^+\}_{n \in \mathbb{Z}}$ and $\bar{\xi}_\mathbb{Z}^- = \{\xi_n^-\}_{n \in \mathbb{Z}}$ which are bounded for $n \geq 0$ and $n \leq 0$, respectively.
The variational equations
\[ u_{n+1} = D_x f(\bar{\xi}_n, \bar{\lambda}_n) u_n, \quad n \in \mathbb{Z}^- , \quad (3) \]
\[ u_{n+1} = D_x f(\bar{\xi}_n, \bar{\lambda}_n) u_n, \quad n \in \mathbb{Z}^+ \quad (4) \]
possess exponential dichotomies on \( \mathbb{Z}^- \) and \( \mathbb{Z}^+ \), respectively, with data \((K^\pm, \alpha^\pm_s, P^s_{\mathbb{Z}^\pm}, P^u_{\mathbb{Z}^\pm})\), cf. Appendix A, Definition 10.

Denote by \( k^s_\pm \) and \( k^u_\pm \) the dimensions of the subspaces \( R(P^s_{\mathbb{Z}^\pm}) \) and \( R(P^u_{\mathbb{Z}^\pm}) \), respectively.

**Definition 1** Fix \( \lambda_Z \) and let \( \xi^+_{Z} \) and \( \xi^-_{Z} \) be three different solutions of the non-autonomous difference equation (2). The trajectory \( z_Z \) is heteroclinic with respect to \( \xi^+_{Z} \) and \( \xi^-_{Z} \), if
\[
\lim_{n \to +\infty} \|z_n - \xi^+_n\| = 0 \quad \text{and} \quad \lim_{n \to -\infty} \|z_n - \xi^-_n\| = 0.
\]

**A3** For the parameter sequence \( \bar{\lambda}_Z \), equation (2) possesses a heteroclinic trajectory \( \bar{z}_Z \) with respect to \( \bar{\xi}^+_{Z} \) and \( \bar{\xi}^-_{Z} \).

Note that it follows from the Roughness-Theorem 11 that the variational equation
\[ u_{n+1} = D_x f(\bar{z}_n, \bar{\lambda}_n) u_n, \quad n \in \mathbb{Z} \quad (5) \]
has exponential dichotomies on \( \mathbb{Z}^- \) and on \( \mathbb{Z}^+ \). Denote be \( Q^z_{n,s,u} \) the corresponding projectors. If \( k^-_s + k^+_u = k \), then half sided dichotomies can be combined to a dichotomy on \( \mathbb{Z} \), if \( R(Q^z_{0,s}) \oplus R(Q^z_{0,u}) = \mathbb{R}^k \), cf. [23].

**Remark 2** The strong Assumption **A1** is made for convenience only. Indeed, it suffices if \( f(\cdot, \lambda) \) is sufficiently smooth and a diffeomorphism in a neighborhood of the bounded trajectories and the parameters under consideration. In this way, we assure that the concept of exponential dichotomies applies. Note that our techniques strongly depend on this notion of hyperbolicity.

Loss of invertibility of \( f(\cdot, \lambda) \) causes regions with different numbers of preimages. Consequently, bounded trajectories are typically non-unique and stable sets may consist of several disjoint branches. For autonomous systems, bifurcations of stable sets under parameter variations are analyzed in [11] and techniques for their numerical approximation are currently under development, see, for example, [12].

### 2.1 An alternative viewpoint

For achieving a deeper understanding and to see that the above assumptions are in certain respects minimal, we look at heteroclinic trajectories from an alternative viewpoint. Consider a trajectory \( \bar{z}_Z \), having an exponential dichotomy on \( \mathbb{Z} \)
with at least one stable and one unstable direction. Denote by $\Psi$ the solution operator of (2) with parameter sequence $\lambda_{CI}$. The stable and unstable fibers of $z_{CI}$ are defined as

$$S^s_0(z_{CI}) = \{ x \in \mathbb{R}^k : \lim_{n \to \infty} \|\Psi(n, 0)(x) - z_n\| = 0 \},$$

$$S^u_0(z_{CI}) = \{ x \in \mathbb{R}^k : \lim_{n \to -\infty} \|\Psi(n, 0)(x) - z_n\| = 0 \}.$$ 

Any trajectory $\xi^+_z$ which starts on the stable fiber bundle at time $n = 0$ converges in forward time exponentially fast towards $z_{CI}$. Similarly, any starting point on the unstable fiber bundle results in a trajectory $\xi^-_z$ that converges in backwards time towards $z_{CI}$.

From the Roughness-Theorem 11, it follows that the variational equations along $\xi^-_z$ and $\xi^+_z$ have exponential dichotomies on $\mathbb{Z}^-$ and $\mathbb{Z}^+$, respectively, cf. A3. Furthermore, $\xi^-_z$ is generically not bounded in forward time and $\xi^+_z$ is not bounded in backward time. This is assumed in A2. From this viewpoint it is also clear, that these orbits are not unique, since each starting point in the corresponding fiber $S^{s,u}_0(z_{CI})$ leads to a semi-bounded trajectory.

Uniqueness of the semi-bounded trajectories $\xi^\pm_z$ can only be achieved by introducing an extra condition, for example, by taking initial points from the intersection of the fiber $S^{s,u}_0(z_{CI})$ with a hyperplane $\Sigma^{s,u}_0$, cf. Figure 1.

![Figure 1: Illustration of families of bounded trajectories on $\mathbb{Z}^\pm$ that start on the stable and unstable fiber $S^{s,u}_0(z_{CI})$, respectively. The intersection of $S^{s,u}_0(z_{CI})$ with the hyperplane $\Sigma^{s,u}_0$ gives locally unique orbits.](image-url)
2.2 Initial conditions for bounded trajectories

Consider solutions that are bounded in forward time on the interval $[n_0, \infty) \cap \mathbb{Z}$.

We impose the following assumption on the hyperplane $\Sigma_{n_0}^s$:

**A5** Let $\Sigma_{n_0}^s$ be a $k_u^+$-dimensional subspace, such that $\Sigma_{n_0}^s \oplus \mathcal{R}(P_{n_0}^s) = \mathbb{R}^k$.

Note that a generic subspace of dimension $k_u^+$ satisfies this assumption.

The initial condition $x_{n_0} \in \Sigma_{n_0}^s$ can equivalently be written as

$$ (Y_{n_0}^+)^T x_{n_0} = 0, \quad (6) $$

where the columns of $Y_{n_0}^+$ form a basis of the orthogonal complement of $\Sigma_{n_0}^s$.

Define the discrete intervals $J_+ = [n_0, n_+][\mathbb{Z}$ and $\tilde{J}_+ = [n_0, n_+ - 1][\mathbb{Z}$, where $0 \leq n_0 < n_+$ and the case $n_+ = +\infty$ is included.

Let $\lambda_{J_+}^+$ be a fixed sequence. We combine the two conditions (2) and (6) for computing an orbit that starts in $\Sigma_{n_0}^s$ by introducing the operator $\Gamma_{J_+}^+$:

$$ \Gamma_{J_+}^+ : X_{J_+} \times \mathbb{R}^{J_+} \rightarrow X_{J_+} \times \mathbb{R}^{k_u^+} $$

$$(x_{J_+}, \lambda_{J_+}^+) \mapsto ((x_{n+1} - f(x_n, \lambda_n))_{n \in \tilde{J}_+}, (Y_{n_0}^+)^T x_{n_0}).$$

In case $J_+ = \mathbb{Z}^+$, the next lemma shows that, by assuming $\textbf{A5}$, a zero of $\Gamma_{\mathbb{Z}^+}^+$ is regular, which implies local uniqueness of the solution of equation (2) with initial condition (6) on $\mathbb{Z}^+$.

**Lemma 3** Assume $\textbf{A1}$–$\textbf{A3}$ and $\textbf{A5}$ with $n_0 = 0$. Then $\bar{\xi}_{\mathbb{Z}^+}^+$ is a regular solution of

$$ \Gamma_{\mathbb{Z}^+}^+(x_{\mathbb{Z}^+}, \bar{\lambda}_{\mathbb{Z}^+}) = 0_{\mathbb{Z}^+}. \quad (7) $$

**Proof:** Regularity means that the linear operator

$$ D_{x_{\mathbb{Z}^+}} \Gamma(\bar{\xi}_{\mathbb{Z}^+}^+, \bar{\lambda}_{\mathbb{Z}^+}) : X_{\mathbb{Z}^+} \rightarrow X_{\mathbb{Z}^+} \times \mathbb{R}^{k_u^+} $$(8)

is a homeomorphism, i.e.

$$ D_{x_{\mathbb{Z}^+}} \Gamma(\bar{\xi}_{\mathbb{Z}^+}^+, \bar{\lambda}_{\mathbb{Z}^+}) u_{\mathbb{Z}^+} = (r_{\mathbb{Z}^+}, v) \quad (9) $$

has for any $r_{\mathbb{Z}^+} \in X_{\mathbb{Z}^+}$ and $v \in \mathbb{R}^{k_u^+}$ a unique solution. Note that system (9) is equivalent to

$$ u_{n+1} - D_x f(\bar{\xi}_n^+, \bar{\lambda}_n) u_n = r_n, \quad n \geq 0, \quad (Y_{n_0}^+)^T u_0 = v. \quad (10) $$

By [23, Lemma 2.7], we obtain a unique bounded solution $u_{\mathbb{Z}^+} \in X_{\mathbb{Z}^+}$ of equation (10) by fixing $P_0^{\mathbb{Z}^+} u_0$. Note that the linear equation

$$ (Y_{n_0}^+)^T P_0^{\mathbb{Z}^+} u_0 = v $$
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is uniquely solvable due to the regularity of the matrix \((Y_0^+)T_{\mathcal{R}(P^+)})\), see Assumption A5. As a consequence, the operator (8) is one to one and onto.

By choosing a subspace \(\Sigma_{S_0}\) that satisfies A5, we set up the boundary condition (6), and uniquely obtain a bounded trajectory, starting on the stable fiber \(S_0^\ast(\bar{z}_Z)\). Typically, this is not the trajectory \(\tilde{\xi}_Z^+\) from Assumption A2. All starting points \(x_0 \in S_0^\ast(\bar{z}_Z)\) define trajectories \(x_Z\) that converge towards \(\bar{z}_Z\) as \(n \to \infty\). Furthermore, one immediately sees by using the Roughness-Theorem 11 that the variational equation
\[
u_{n+1} = D_x f(x_n, \bar{\lambda}_n)\nu_n
\]
(11)
has an exponential dichotomy on \(J = [N, \infty)\), since
\[\|D_x f(x_n, \bar{\lambda}_n) - D_x f(\bar{\xi}_n^+, \bar{\lambda}_n)\| \leq \beta\]
for sufficiently large \(N\), where \(\beta\) denotes the bound for the perturbation in Theorem 11. The resulting dichotomy of (11) can be extended to \(\mathbb{Z}^+\) by adjusting the constant \(K\).

Note that the difference between these solutions \(d_n = x_n - \bar{\xi}_n^+\) converges exponentially fast to 0 as \(n \to \infty\), since the difference equation
\[d_{n+1} = f(\bar{\xi}_n^+ + d_n, \bar{\lambda}_n) - f(\bar{\xi}_n^+, \bar{\lambda}_n) = \int_0^1 D_x f(\bar{\xi}_n^+ + \tau d_n, \bar{\lambda}_n) d\tau \cdot d_n \]
(12)
has by the Roughness-Theorem 11 an exponential dichotomy on \(\mathbb{Z}^+\) with slightly changed data \((\tilde{K}, \tilde{\alpha}_u^+, \tilde{P}_{\tilde{Z}_Z}^+, \tilde{P}_{\tilde{Z}_Z}^+)\). Denote by \(\tilde{\Phi}\) the solution operator of (12), then it follows that
\[\|d_n\| = \|\tilde{\Phi}(n, 0)d_0\| = \|\tilde{\Phi}(n, 0)\tilde{P}_{\tilde{Z}_Z}^+d_0\| \leq \tilde{K}e^{-\tilde{\alpha}_u^+n}\|d_0\|.
\]
(13)
By reversing the time, we get a similar exponential estimate for the second trajectory \(\bar{\xi}_Z^-\).

From this viewpoint, the orbit \(\bar{z}_Z\) is heteroclinic with respect to two families of trajectories; one that converges in forward time and another one that converges in backward time towards \(\bar{z}_Z\) with exponential rates.

3 Numerical approximation of semi-bounded trajectories

We now return to the original viewpoint and introduce an algorithm which gives accurate approximations of the two semi-bounded trajectories \(\bar{\xi}_Z^\pm\). In a second step we then compute in Section 4 a heteroclinic connection \(\bar{z}_Z\) of these trajectories.
We assume without loss of generality that $\tilde{\xi}_Z^+$ from Assumption A2 additionally satisfies the initial condition (6). Note that the trajectory $\tilde{\xi}_Z^+$ is "only" a representative of the family of hyperbolic trajectories with same asymptotic behavior, in forward time.

We derive an approximation result for $\tilde{\xi}_Z^+$. The case of semi-bounded trajectories in negative time can be treated similarly. Assume that the subspace $\Sigma_0^*$ is fixed such that A5 holds.

By Lemma 3, $\tilde{\xi}_Z^+$ is a regular zero of $\Gamma_{Z^+}^+$ at the parameter $\tilde{\lambda}_{Z^+}$. The implicit function theorem guarantees the existence of convex neighborhoods $U = U(\tilde{\lambda}_{Z^+})$ and $V = V(\tilde{\xi}_{Z^+})$ such that for each $\mu_{Z^+} \in U$ it follows that $\Gamma_{Z^+}^+(\cdot, \mu_{Z^+})$ has a unique zero in $V$.

### 3.1 Extension of semi-bounded trajectories to bounded trajectories on $\mathbb{Z}$

For proving error estimates for numerically computed semi-bounded trajectories, we use an approximation theorem for bounded trajectories on $\mathbb{Z}$ which was developed in [19], see Appendix B, Theorem 12. To make this result applicable, we first change the system (2) to

$$x_{n+1} = g(x_n, \lambda_n), \quad n \in \mathbb{Z}$$

such that the following condition is satisfied.

**C1** Let $x_{\mathbb{Z}}$ be a bounded solution of (14) on $\mathbb{Z}$. Then $\xi_n := x_n, n \in \mathbb{Z}^+$ defines a bounded solution of (2) on $\mathbb{Z}^+$ that satisfies the initial condition (6).

Consequently, an accurate approximation of $x_{\mathbb{Z}}$ of (14) immediately gives an accurate approximation of $\xi_{Z^+}^+$ on $\mathbb{Z}^+$.

Assume A1-A3, A5 and let the columns of $X^s$ and $X^u$ form bases of $\mathcal{R}(P_0^{+s})$ and of $\Sigma_0^*$, respectively. Then, the matrix $S = [X^s, X^u]$ is by Assumption A5 regular. Define

$$g(x, \lambda_n) := \begin{cases} f(x, \lambda_n) & \text{for } n \geq 0, \\ S \begin{pmatrix} e^{-\alpha_s I_{k^+}} & 0 \\ 0 & e^{\alpha_u I_{k^+}} \end{pmatrix} S^{-1} x & \text{for } n < 0. \end{cases}$$

Note that $g$ depends on the dichotomy rates and the projectors from A3, which are a-priori not known. Introducing this system merely has technical reasons. Indeed, this extended system makes approximation results for bounded trajectories on $\mathbb{Z}$ from [19], cf. Appendix B, applicable to semi-bounded trajectories.

**Lemma 4** With the above assumptions, condition C1 holds true for $g$, defined in (15).
Proof: Let \( x_\mathbb{Z} \) be a bounded solution of (14). Obviously, \( \xi_{\mathbb{Z}^+} := x_{\mathbb{Z}^+} \) is a bounded solution of (2) on \( \mathbb{Z}^+ \). It remains to prove that the boundary condition (6) holds true. Due to the boundedness of \( x_\mathbb{Z} \) as \( n \to -\infty \) it follows that \( x_0 \) has no component in \( X^* \); otherwise this solution increases exponentially fast in backward time. Thus \( x_0 = X^* \gamma \) with some \( \gamma \in \mathbb{R}^k_+ \) and \( x_0 \in \Sigma_0^* \), which is equivalent to \( (Y_0^+)^T x_0 = 0 \).

Consequently, regular solutions of (7) give regular bounded trajectories of (15). Denote by \( \bar{x}_\mathbb{Z} \) the \( g(\cdot, \bar{\lambda}) \)-orbit that satisfies \( \bar{x}_{\mathbb{Z}^+} = \xi_{\mathbb{Z}^+}^+ \). We use the same notation \( U \) and \( V \) for neighborhoods of \( \bar{x}_\mathbb{Z} \) and \( \bar{\lambda}_\mathbb{Z} \) on \( \mathbb{Z} \) such that for \( \lambda_\mathbb{Z} \in U \) there exists a unique bounded trajectory \( x_\mathbb{Z} \in V \) of (15).

### 3.2 Errors on finite intervals; an algorithm for computing accurate approximations of semi-bounded trajectories

We already have seen that semi-bounded solutions on \( \mathbb{Z}^+ \) of the original system (7) correspond to bounded trajectories of the extended system (15). In this section, a boundary value approach is applied to the latter system (15) for obtaining approximations numerically. Projection boundary conditions are particularly useful, since the left boundary condition is known exactly and given by our initial condition (6). At the right boundary, we only can guess an appropriate condition.

First, errors are analyzed that occur when we alter the system at the right boundary.

**Theorem 5** Assume \( A1-A3 \) and \( A5 \). Let \( \mu_\mathbb{Z} \in U \) be a sequence of parameters such that \( \mu_n = \bar{\lambda}_n \) for all \( n \leq n_+ \). Denote by \( x_\mathbb{Z}, y_\mathbb{Z} \in V \) the corresponding solutions of \( x_{n+1} = g(x_n, \bar{\lambda}_n) \) and \( y_{n+1} = g(y_n, \mu_n) \), respectively. Then

\[
\|y_n - x_n\| \leq C e^{-\alpha \bar{\xi}^+(n_n-n)} \quad \text{for} \quad n \leq n_+.
\]

The proof immediately follows from [19, Theorem 5].

Consequently, errors that occur due to an inaccurate right boundary condition decay exponentially fast towards the left side. We construct a boundary operator by picking a subspace \( \Sigma_{n+}^* \) of dimension \( k_+ \) at random. Let the columns of \( Y_{n+}^* \) form a basis of \( (\Sigma_{n+}^*)^\perp \), then

\[
b : (x_0, x_{n+}) \mapsto \begin{pmatrix} (Y_0^+)^T x_0 \\ (Y_{n+}^+)^T x_{n+} \end{pmatrix}.
\]

We assume that for sufficiently large \( n_+ \), we can alter the sequence of parameters \( \bar{\lambda}_\mathbb{Z} \) such that the solution with respect to this new parameter sequence satisfies the right boundary condition.
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**A6** Let $\Sigma_{n+}^u$ be a subspace of dimension $k_n^+$ such that

$$\angle(\Sigma_{n+}^u, \mathcal{R}(P_{n+}^u)) > \sigma. \quad (17)$$

Denote by $Y_{n+}^+$ a basis of $(\Sigma_{n+}^u)\perp$. Let $\mu_\mathcal{Z} \in U$ be a sequence with $\mu_n = \bar{\lambda}_n$ for $n \leq n_+$, such that the unique bounded solution $\tilde{x}_\mathcal{Z} \in V$ of

$$x_{n+1} = g(x_n, \mu_n), \quad n \in \mathbb{Z}$$

satisfies $(Y_{n+}^+)^T \tilde{x}_{n+} = 0$.

Note that **A6** is a strong assumption that is not automatically satisfied for randomly chosen $\Sigma_{n+}^u$. In particular, it is not clear whether this subspace has an intersection with the neighborhood $V$. However, if a good approximation $\xi$ of $x_{n+}$ is known a-priori, one can shift the boundary condition by replacing $x_{n+}$ by $(x_{n+} - \xi)$ in the right side of (16) and get rid of the latter problem. Moreover, the angle condition (17) is typically satisfied for randomly chosen subspaces, and $\tilde{x}_\mathcal{Z}$ exists for our nonlinear examples.

The following approximation result on the finite interval $J = [0, n_+]$ is a consequence of Appendix B, Theorem 12.

**Theorem 6** Assume **A1-A3** and **A5**. Fix $\sigma > 0$ and a sufficiently large $n_+$ and choose a subspace $\Sigma_{n+}^u$ and a sequence $\mu_\mathcal{Z}$ with corresponding solution $\tilde{x}_\mathcal{Z}$, such that **A6** is satisfied.

Then, there exists a constant $\delta > 0$ such that the boundary value problem

$$x_{n+1} = f(x_n, \bar{\lambda}_n), \quad n \in [0, n_+ - 1]$$

with boundary operator (16) has a unique solution $y_J$ in the $\delta$-neighborhood $B_\delta(\tilde{x}_J)$. Furthermore, these solutions coincide on the finite interval $J$, i.e. $y_J = \tilde{x}_J$.

**Proof:** A careful inspection of the proof of [19, Theorem 4] reveals that the choice of $n_+$ only depends on the dichotomy rates and on the angle between the subspace $\Sigma_{n+}^u$ and $\mathcal{R}(P_{n+}^u)$. Note that we have uniform estimates of dichotomy rates, for parameter sequences and $g$-orbits in our neighborhoods $U$ and $V$.

Since the solution $\tilde{x}_\mathcal{Z}$ satisfies the boundary condition (16), we get no approximation error inside the interval $J$.

A combination of the previous results allows the approximation of the original trajectory $\tilde{x}_\mathcal{Z}$ up to any given accuracy.

**Theorem 7** Assume **A1-A3** and **A5, A6**. For any tolerance $\Delta > 0$ there exist constants $n_+ < N \in \mathbb{N}$ and $\delta > 0$ such that the boundary value problem

$$y_{n+1} = f(y_n, \bar{\lambda}_n), \quad n \in [0, N - 1] \quad (18)$$
with boundary condition (16) has a unique solution \( y_{[0,N]} \in B_3(\bar{x}_{[0,N]}) \) that satisfies
\[
\| \bar{x}_n - y_n \| \leq \Delta \quad \text{for all } 0 \leq n \leq n_+.
\]

**Proof:**
By Theorem 6, the boundary value problem (18) has for sufficiently large \( N \) a unique solution \( y_N \in B_3(\bar{x}_{[0,N]}) \) that coincides with the trajectory \( \tilde{x}_{[0,N]} \) from Assumption A6.

Using Theorem 5 we obtain for \( 0 \leq n \leq N \)
\[
\| \bar{x}_n - y_n \| = \| \bar{x}_n - \tilde{x}_n \| \leq C e^{-\alpha_+ (N-n)}.
\]
Thus, for \( N \) sufficient large we find an \( n_+ < N \) such that \( C e^{-\alpha_+ (N-n)} < \Delta \) for all \( 0 \leq n \leq n_+ \).

Summarizing these results, we obtain the following algorithm for computing an accurate approximation of the semi-bounded trajectory \( \bar{\xi}_{+}(\lambda) \). First, choose the initial condition (6) and an appropriate boundary condition on the right side. Then, solve the boundary value problem (18), (16) on a buffer interval \([0,N]\). Finally, the left part of the solution from 0 to \( n_+ \) gives an accurate approximation of the semi-bounded trajectory \( \bar{\xi}_{+}(\lambda) \).

### 3.3 Numerical experiments: computation of semi-bounded trajectories

For numerical experiments, we choose a non-autonomous version of the well known Hénon map, see [15, 22, 6, 14], which is defined as
\[
f(x, \lambda) = \begin{pmatrix} 1 + x_2 - \lambda x_1^2 \\ 1.4x_1 \end{pmatrix}.
\]
For constant parameter sequences \( \lambda_n = \lambda, \ n \in \mathbb{Z} \), the system
\[
x_{n+1} = f(x_n, \lambda_n), \quad n \in \mathbb{Z}
\]
is autonomous and has for \( \lambda > -\frac{1}{25} \) two fixed points
\[
\eta_\pm(\lambda) = \begin{pmatrix} \nu(\lambda) \\ 1.4 \nu(\lambda) \end{pmatrix}, \quad \text{where } \nu(\lambda) = \frac{1}{5\lambda} \left( 1 \pm \sqrt{1 + 25\lambda} \right).
\]

Passing over to the non-autonomous case \( \lambda_n = \lambda + \varepsilon r_n \) with a randomly chosen sequence \( r_n \in [-1,1]^2 \) we obtain for sufficiently small \( \varepsilon \) two bounded trajectories \( \xi_{Z}^{\pm}(\lambda) \) on \( \mathbb{Z} \), and consequently, there exist two families of semi-bounded trajectories.

We demonstrate the numerical approximation of \( \xi_{Z}^{+}(\lambda) \) on the finite interval \( J = [0,100] \) for the parameters \( \lambda_n = 0.4 + \varepsilon r_n \) with \( \varepsilon = 0.5 \). We numerically
solve the boundary value problem (18), (16) using Newton’s method. As initial guess of the solution, we take the fixed point \( \eta_+(0.4) \). The boundary operator \( Y_{\eta_+}^+ \) is chosen according to the unstable subspace of \( \eta_+(0.4) \). For emphasizing the influence of the initial condition on the solution, we solve the boundary value problem for various initial planes \( \Sigma_0^s \) and plot the solutions in Figures 2 and 3 in case Newton’s method converges. In these figures, one can clearly observe the convergence of the solutions towards each other. Furthermore, a plot of the solutions for various initial planes \( \Sigma_0^s \) automatically gives an approximation of the stable fiber bundle \( S_0^s(\xi^+_Z(\lambda_Z)) \).

Figure 2: Semi-bounded trajectories, computed on the interval \([0, 100]\) for various initial conditions.

Figure 3: Semi-bounded trajectories, computed on the interval \([0, 100]\) for various initial conditions, where only the first 7 points of each orbit are displayed. The orbits that start on the green subspaces \( \Sigma_0^{s_i}, i \in \{1, 2, 3\} \) are connected with dotted lines.

Approximations of the second trajectory \( \xi^+_Z(\lambda) \) on \( Z^- \) are given in Figure
4, together with the trajectories from Figure 2. Observe that the stable and unstable fibers $S_s^0(\xi^+_Z(\lambda_Z))$ and $S_u^0(\xi^-_Z(\lambda_Z))$ intersect transversally. Therefore, a heteroclinic connection of these trajectories exists for which we propose an approximation routine in the forthcoming section.

![Figure 4: Semi-bounded trajectories, computed on the interval $[-100, 0]$ (in red) and on $[0, 100]$ (in black) for various initial conditions, where only the first 7 points of each orbit are displayed. $P$ denotes an intersection of the stable and unstable fibers $S_s^0(\xi^+_Z(\lambda_Z))$ and $S_u^0(\xi^-_Z(\lambda_Z))$.](image)

4 Approximation of heteroclinic trajectories

With the results from the previous sections, we get accurate approximations of the semi-bounded trajectories $\xi_{Z, \pm}$. These approximations are needed for the definition of accurate boundary conditions that are essential for the computation of the heteroclinic trajectory $z_Z$.

First we ensure that the variational equation along the heteroclinic trajectory (5) possesses an exponential dichotomy by assuming the following transversality condition.

A7 $k_u^- + k_s^+ = k$ and the trajectory $\bar{z}_Z$ is transversal, i.e.

$$u_{n+1} = D_x f(\bar{z}_n, \bar{\lambda}_n) u_n, \ n \in \mathbb{Z}, \ u_Z \in X_Z \iff u_Z = 0_Z.$$

**Lemma 8** Assume A1-A4 and A7. Then the difference equation (5) has an exponential dichotomy on $\mathbb{Z}$. 
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**Proof:** From the convergence \( \lim_{n \to \infty} \| \tilde{\xi}^+ - z_n \| = 0, \lim_{n \to -\infty} \| \tilde{\xi}^- - z_n \| = 0 \) and the dichotomy assumption \( \textbf{A3} \) it follows from the Roughness-Theorem 11 that \( \tilde{z}_Z \) has half-sided dichotomies on \( Z^- \) and on \( Z^+ \). By the transversality assumption \( \textbf{A7} \) and [23, Proposition 2.6] we can combine these dichotomies and get an exponential dichotomy on \( Z \).

4.1 Construction of accurate boundary conditions

Let \( Q^s_n, Q^u_n, n \in \mathbb{Z} \) be the dichotomy projectors of (5). A sketch of heteroclinic trajectories and the stable and unstable subspaces of the exponential dichotomy at time \( n_- \) and \( n_+ \) is given in Figure 5.

![Figure 5: Illustration of heteroclinic trajectories together with the corresponding stable and unstable subspaces at \( n_- \) and \( n_+ \).](image)

For the numerical approximation of \( \tilde{z}_Z \) on the finite interval \( J = [n_-, n_+] \), we demand the end points to lie in the green subspaces that are shifted to \( \tilde{\xi}^-_{n_-} \) and \( \tilde{\xi}^+_{n_+} \) in Figure 5. Formally, we require

\[
\begin{align*}
  &z_{n_-} - \tilde{\xi}^-_{n_-} \in \mathcal{R}(Q^u_{n_-}) \quad \text{and} \quad z_{n_+} - \tilde{\xi}^+_{n_+} \in \mathcal{R}(Q^s_{n_+})
  \\
\end{align*}
\]

which is equivalent to

\[
\begin{align*}
  &b_{n_{\pm}}(z_{n_-}, z_{n_+}) := \begin{pmatrix} (Y^1_{n_-})^T(z_{n_-} - \tilde{\xi}^-_{n_-}) \\ (Y^2_{n_+})^T(z_{n_+} - \tilde{\xi}^+_{n_+}) \end{pmatrix} = 0, \quad (19)
  \\
\end{align*}
\]

where \( Y^1_{n_-} \) and \( Y^2_{n_+} \) are bases of \( \mathcal{R}(Q^u_{n_-})^\perp \) and \( \mathcal{R}(Q^s_{n_+})^\perp \), respectively. Note that \( Q^u_{n_-}, P^u_{n_-} \) as well as \( Q^s_{n_+}, P^s_{n_+} \) converge exponentially fast towards each other.
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Numerically, we compute dichotomy projectors $P^{-u}_{n-}$ and $P^{+s}_{n+}$ of the variational equations (3) and (4) at $n_-$ and $n_+$ using the algorithm that is proposed in [17] and [18], see Section 4.1.1. This task first requires the approximation of $\bar{\xi}_Z^-$ and $\bar{\xi}_Z^+$ on buffer intervals $[n_1^-, n_2^-]$ and $[n_1^+, n_2^+]$ around $n_-$ and $n_+$, using the techniques from Section 3, see Figure 6. If the buffer intervals are sufficiently large, we obtain in this way also good approximations of $Q^{u}_{n-}$ and $Q^{s}_{n+}$.

Aim: 

| $n_-$ | approximation of $\bar{\xi}_Z$ | $n_+$ |
| $n_1^-$ | $n_2^-$ | $n_1^+$ | $n_2^+$ |

Needed: 

| approximation of $\bar{\xi}_Z^-$ | approximation of $\bar{\xi}_Z^+$ |

Figure 6: Construction of buffer intervals for computing accurate boundary conditions.

### 4.1.1 Computing dichotomy projectors

We illustrate the computation of the dichotomy projector $P^{+s}_n$, if an approximate trajectory $\xi_n^+$ for $n \in [n_1^+, n_2^+]$ is given. For this task the following least squares approach from [18] applies.

Let $P = B^+ R$ with Moore-Penrose inverse $B^+ = B^T (BB^T)^{-1}$, where

$$B = \begin{pmatrix} -A_{n_1^+} & I \\ \vdots & \ddots & \vdots \\ -A_{n_2^+ - 1} & I \end{pmatrix}, \quad A_n = D_x f (\xi_n^+ , \bar{\lambda}_n),$$

and the $i$-th block $R_{[i]}$ of the matrix $R \in \mathbb{R}^{k(n_2^+-n_1^+), k}$ is given by

$$R_{[i]} = \begin{cases} 0 & \text{for } i = n_1^+, \ldots, n_2^+ - 1, \ i \neq n_+ - 1, \\ I & \text{for } i = n_+ - 1. \end{cases}$$

Then the rows from $k(n_+ - n_1^+) + 1$ to $k(n_+ - n_1^+ + 1)$ of $P$ form an approximation $\hat{P}^{+s}_{n_+}$ of dichotomy projector $P^{+s}_n$. Similarly, we compute $\hat{P}^{-u}_{n_-} = I - \hat{P}^{-s}_{n_-}$.

Note that instead of computing the inverse of $BB^T$ one solves the linear system $BB^T w = R$ and gets $P = B^T w$. Further note that the error of the projector approximation shrinks exponentially fast in $n_+ - n_1^+$ and $n_2^+ - n_+$, see [18, Theorem 4].
4.2 Approximation theorem for heteroclinic trajectories

Combining the previous results, we get the following approximation theorem for heteroclinic trajectories.

**Theorem 9** Assume **A1-A7**. Then there exist positive constants \( \delta, N \) such that the boundary value problem (2), (19) has a unique solution

\[ z_J \in B_\delta(\bar{z}_J), \quad \text{for } -n_-, n_+ > N. \]

With a \( J \)-independent constant \( C > 0 \), the error can be estimated as

\[ \| \bar{z}_J - z_J \| \leq C \| b_{n_\pm}(\bar{z}_{n_-}, \bar{z}_{n_+}) \|. \]  \[ (20) \]

**Proof:** From Theorem 7, we obtain for sufficiently large buffer intervals accurate approximations of the semi-bounded trajectories \( \bar{\xi}_-^\pm \) and \( \bar{\xi}_+^\pm \) on \( [n_-^1, n_-^2] \) and on \( [n_+^1, n_+^2] \), respectively. Furthermore, accurate approximations of the corresponding dichotomy projectors of the variational equations (3), (4) at \( n_- \) and \( n_+ \) can be computed, using the above algorithm. The boundary operator

\[ b_{n_\pm}(\bar{z}_{n_-}, \bar{z}_{n_+}) = \begin{pmatrix} (Y_{n_-}^1)^T(\bar{z}_{n_-} - \xi_{n_-}^-) \\ (Y_{n_+}^2)^T(\bar{z}_{n_+} - \xi_{n_+}^+) \end{pmatrix} \]

converges to 0 as \( n_\pm \to \pm\infty \), where \( Y_{n_-}^1 \) and \( Y_{n_+}^2 \) are bases of the numerically computed subspaces \( \mathcal{R}(\bar{P}_{n_-}^-)^\perp \) and \( \mathcal{R}(\bar{P}_{n_+}^+)^\perp \), and the matrix

\[ \begin{pmatrix} D_1 b_{n_\pm}(\bar{z}_{n_-}, \bar{z}_{n_+})|_{\mathcal{R}(Q_{n_-})} \\ D_2 b_{n_\pm}(\bar{z}_{n_-}, \bar{z}_{n_+})|_{\mathcal{R}(Q_{n_+})} \end{pmatrix} \]

has a uniformly bounded inverse. Consequently, Appendix B, Theorem 12 applies and guarantees uniqueness of the boundary value solution in \( B_\delta(\bar{z}_J) \) as well as the error estimate (20).

\[ \Box \]

4.3 Numerical experiments: computation of heteroclinic trajectories

We revisit the example from Section 3.3 and compute a heteroclinic trajectory with respect to the two families of semi-bounded trajectories that are given in Figure 4. For this task, we first choose two semi-bounded trajectories \( \bar{\xi}_\pm (\lambda_\xi) \) on the intervals \([-100, 0]\) and \([0, 100]\), respectively. Then, we approximate accurate projection boundary conditions at \( n_- = -50 \) and \( n_+ = 50 \), using the least squares approach from Section 4.1.1. Finally, we solve the obtained boundary value problem (2), (19) on the interval \([-50, 50]\). The resulting orbit, and two families of semi-bounded trajectories are shown in Figure 7.
Figure 7: Two families of semi-bounded trajectories (in red and black) and a heteroclinic connection of these families (in green).

Figure 8: Two heteroclinic trajectories (in green and blue) that are computed for two different initial values of Newton’s method. Additionally, two families of semi-bounded trajectories are shown (in red and black).

For solving our boundary value problem (2), (19) we use Newton’s method. As initial guess, we choose the corresponding points of the semi-bounded trajectories on $[-50, -1]$ and $[1, 50]$, respectively, as well as an appropriate midpoint at 0. Obviously, the choice of this initial guess and particularly of the midpoint
influences whether the heteroclinic orbit lies in the primary intersection of the stable and unstable fiber bundle at 0 (denoted by $P$ in Figure 4) or in secondary intersections that are not shown in our diagrams. For two different midpoints, the resulting orbits are given in Figure 8. One observes that the green orbit in Figure 8 lies in the primary intersection $P$ of the stable and unstable fiber, while the blue orbit must lie in a secondary intersection.

4.4 Homoclinic trajectories

Homoclinic trajectories, cf. [19], are two pairs of bounded trajectories $\tilde{z}_Z$ and $\tilde{\xi}_Z$ that converge towards each other in both time directions. When directly applying our heteroclinic approach in this setup, we first obtain, due to the boundary condition at 0, two approximations of semi-bounded trajectories $\tilde{\xi}_Z^-$ and $\tilde{\xi}_Z^+$ that converge exponentially fast towards $\tilde{\xi}_Z$ in backward and forward time, respectively, see Figure 9.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{homoclinic.png}
\caption{Homoclinic trajectories; a special type of heteroclinic trajectories.}
\end{figure}

Alternatively, one can set up a boundary value problem on $[n_-, n_+]$, and directly obtain an accurate approximation of the bounded trajectory $\tilde{\xi}_Z$, cf. [19].

We then use the semi-bounded trajectories or alternatively the bounded trajectory for the computation of dichotomy projectors as described in Section 4.1.1. In this way we obtain accurate projection boundary conditions for the approximation of the second homoclinic trajectory $\tilde{z}_Z$. Note that convergence of Newton’s method to a specific homoclinic trajectory strongly depends on the chosen initial condition.

5 Two examples with heteroclinic trajectories

For an illustration of our method, we consider in this section two examples. The first one is an artificial construction for which semi-bounded trajectories and the
corresponding heteroclinic connection are analytically known. A comparison of numerically computed orbits with analytic ones allows a precise discussion of approximation errors.

The second system is an almost periodic model from mathematical biology, cf. [20]. We compute heteroclinic trajectories and discuss their biological interpretation.

5.1 A model with analytically known orbits

Consider for $b_n \in (1, 2)$, $n \in \mathbb{Z}$ the difference equation

$$x_{n+1} = g(x_n, b_n), \quad \text{where} \quad g(x, b) = \left( \frac{\sqrt{b-1}(x_1-1) + 1}{b(x_2-1) - (x_1-1)^2 + 1} \right).$$

Here $\bar{z}_n = \left( \begin{smallmatrix} 1 \\ 1 \end{smallmatrix} \right)$, $n \in \mathbb{Z}$, is a $b$-independent constant trajectory and its stable and unstable fibers do not depend on $b$:

$$S_0^s(\bar{z}_x) = \left\{ \left( \begin{array}{c} x + 1 \\ x^2 + 1 \end{array} \right) : x \in \mathbb{R} \right\}, \quad S_0^u(\bar{z}_x) = \left\{ \left( \begin{array}{c} 1 \\ y \end{array} \right) : y \in \mathbb{R} \right\}.$$

More precisely, trajectories that are bounded in forward time have the form

$$\bar{\xi}^+_n = \left( \begin{array}{c} w_n + 1 \\ w_n^2 + 1 \end{array} \right), \quad \text{where} \quad w_n = w_0 \prod_{i=0}^{n-1} \sqrt{b_i - 1}, \quad n \geq 0, \quad w_0 \in \mathbb{R},$$

while bounded trajectories in backward time are give by

$$\bar{\xi}^-_n = \left( \begin{array}{c} 1 \\ v_n + 1 \end{array} \right), \quad \text{where} \quad v_n = v_0 \prod_{i=n+1}^{0} \frac{1}{b_i}, \quad n \leq 0, \quad v_0 \in \mathbb{R}.$$

In numerical experiments, the parameters $b_n \in (1, 2)$, $n \in \mathbb{Z}$ are chosen at random. Approximate dichotomy rates of the variational equation w.r.t. the constant trajectory $\bar{z}_x$ are for sufficiently large $N$ given as

$$\alpha_s = -\frac{1}{2N} \sum_{i=-N}^{N-1} \log(\sqrt{b_i - 1}), \quad \alpha_u = \frac{1}{2N} \sum_{i=-N+1}^{N} \log(b_i).$$

Applying our algorithm, we first compute approximations of $\bar{\xi}^-_n$ and of $\bar{\xi}^+_n$ on the intervals $[n_-,0]$ and $[0,n_+]$, respectively, imposing boundary conditions of the form (16). In a second step, we compute a heteroclinic connection on the interval $[\hat{n}_-, \hat{n}_+]$, where $\hat{n}_\pm$ denote the midpoints of the respective intervals from above. For this task, we use the approximate semi-bounded trajectories for
the construction of projection boundary conditions and solve the boundary value problem (2), (19) on the interval $[\tilde{n}_-, \tilde{n}_+]$, see Figure 10.

![Figure 10: Heteroclinic trajectories and stable and unstable fiber bundles for the constructed model.](image.png)

Let $N \in [5, 200]$ and choose $n_- = -N$ and $n_+ = N$. We compute errors between numerical approximations of semi-bounded trajectories and the exact solutions at the respective midpoints $\tilde{n}_\pm = \pm \lfloor \frac{N}{2} \rfloor$. From the exponential convergence of bounded trajectories, cf. Equation (13), we expect the error to be of magnitude $e^{-\min(\alpha_s, \alpha_u)N}$, see Figure 11.

For testing accuracy of the second step, we compute heteroclinic trajectories on the interval $J_N := [-\lfloor \frac{N}{2} \rfloor, \lfloor \frac{N}{2} \rfloor]$ once with boundary conditions that are defined, using the exact dichotomy projectors

$$P^s_n = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}, \quad P^u_n = \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}$$

and the exact semi-bounded trajectories, and once with numerically obtained data. Errors of the corresponding solutions $z^\text{exact bc}_{J_N}$ and $z^\text{num bc}_{J_N}$ are shown in Figure 12. It turns out that for the exact projection boundary condition, we get errors of magnitude $e^{-\min(\alpha_s, \alpha_u)N}$, while errors in case of numerically computed boundary conditions are of order $e^{-\min(\alpha_s, \alpha_u)\lfloor \frac{N}{2} \rfloor}$, cf. (20).
Figure 11: Errors between exact semi-bounded trajectories $\tilde{\xi}_{n\pm}$ and their numerical approximation $\xi_{n\pm}$.

Figure 12: Errors of heteroclinic trajectories with exact and numerically computed projection boundary conditions.
5.2 A model from mathematical biology

We consider the following discrete time model for two competing species $x$ and $y$

$$\begin{pmatrix} x_{n+1} \\ y_{n+1} \end{pmatrix} = \begin{pmatrix} \frac{s_n x_n}{x_n + y_n} \\ y_n e^{r-(x_n+y_n)} \end{pmatrix},$$

see [20]. We fix the parameter $r = 4$ and let the second parameter $s_n$ vary almost periodically $s_n = 2 + \frac{1}{5} \sin\left(\frac{1}{5} n\right)$ to reflect seasonal changes.

This model exhibits bounded trajectories of the form

$$\xi_n^- = \begin{pmatrix} a_n \\ 0 \end{pmatrix}, \quad \xi_n^+ = \begin{pmatrix} 0 \\ b_n \end{pmatrix} \quad \text{where} \quad a_n, b_n > 0 \quad \text{for} \quad n \in \mathbb{Z},$$

as well as a heteroclinic connection $z_n$ of these trajectories. Approximations of these objects are computed with our algorithm in Figure 13. Numerically, we can verify exponential dichotomies only on finite intervals, using techniques, for example, from [17, 18, 8]. Due to the almost periodic choice of parameters, an exponential dichotomy on infinite intervals follows from a finite dichotomy on a sufficiently long interval, see [24, 1].

Finally, we note that the computed heteroclinic connection describes a scenario, where the dominant species $x$ dies out while the species $y$ conquers the environment.

Figure 13: Semi-bounded trajectories $\xi_n^\pm$ and a heteroclinic connection $z_n$ for the competition model, plotted over $n \in [-100, 100]$ (left). The right figure shows a projection to the $(x, y)$-plane.
A Exponential dichotomy

In this appendix, we collect some well known results on exponential dichotomies from [23].

Denote by $\Phi$ the solution operator of the linear difference equation

$$u_{n+1} = A_n u_n, \quad A_n \in \mathbb{R}^{k,k} \text{ invertible}, \quad n \in \mathbb{Z},$$

which is defined as

$$\Phi(n, m) := \begin{cases} A_{n-1} \ldots A_m & \text{for } n > m, \\ I & \text{for } n = m, \\ A_n^{-1} \ldots A_{m-1}^{-1} & \text{for } n < m. \end{cases}$$

**Definition 10** The linear difference equation (21) has an **exponential dichotomy** with data $(K, \alpha_s, \alpha_u, P_s^n, P_u^n)$ on $J \subseteq \mathbb{Z}$, if there exist two families of projectors $P_s^n$ and $P_u^n = I - P_s^n$ and constants $K, \alpha > 0$, such that the following statements hold:

$$\|\Phi(n, m) P_s^m\| \leq Ke^{-\alpha s(n-m)} \forall n, m \in J,$$

$$\|\Phi(m, n) P_u^n\| \leq Ke^{-\alpha u(n-m)} \forall m, n \in J.$$  

We introduce an important perturbation result for exponential dichotomies, frequently named as Roughness-Theorem, cf. [5].

**Theorem 11** Assume that the difference equation

$$u_{n+1} = A_n u_n, \quad A_n \in \mathbb{R}^{k,k} \text{ invertible}, \quad \|A_n^{-1}\| \leq M \forall n \in J$$

with $J \subseteq \mathbb{Z}$, has an exponential dichotomy with data $(K, \alpha_s, \alpha_u, P_s^n, P_u^n)$. There exits a constant $\beta > 0$ such that for $0 < \delta < \min (\alpha_s, \alpha_u)$ and $B_n \in \mathbb{R}^{k,k}$ satisfying $\|B_n\| \leq \beta$ for all $n \in J$, the matrix $A_n + B_n$ is invertible and the perturbed difference equation

$$u_{n+1} = (A_n + B_n) u_n$$

has an exponential dichotomy on $J$ with data $(\hat{K}, \alpha_s - \delta, \alpha_u - \delta, Q_s^n, Q_u^n)$, where $\text{rank}(Q_s^n) = \text{rank}(P_s^n)$ and

$$\|P_s^n - Q_s^n\| \leq 2K^2 \frac{1 + e^{-\alpha}}{1 - e^{-\alpha}} \sup_{m \in J} \|B_m\| \quad \text{for all } n \in J.$$
B  Approximation theorem for bounded trajectories

We state a fundamental approximation result [19, Theorem 4] for bounded trajectories in this appendix.

**Theorem 12** Assume A1 and let $\bar{\mu}_Z$ be a sequence of parameters such that $x_{n+1} = f(x_n, \bar{\mu}_n)$, $n \in \mathbb{Z}$ has a bounded solution $\bar{\zeta}_Z$. Further assume that the variational equation $u_{n+1} = D_x f(\bar{\zeta}_n, \bar{\mu}_n)u_n$, $n \in \mathbb{Z}$ has an exponential dichotomy on $\mathbb{Z}$ with projectors $P_n^{s,u}$.

Let $b_{n\pm} \in C^1(\mathbb{R}^{2k}, \mathbb{R}^k)$ be a boundary condition such that $Db_{n\pm}(x_-, x_+)$ is uniformly bounded and uniformly Lipschitz for all $x_\mathbb{Z} \in U$ and all $n_-, n_+$ with sufficiently large $n_+ - n_-$. Here $U$ is some fixed neighborhood of $\bar{\zeta}_Z$. Assume that $b_{n\pm}(\bar{\zeta}_n-, \bar{\zeta}_n+)$ $\to 0$ as $n_\pm \to \pm\infty$,

and that the matrix

$$
\begin{pmatrix}
D_1b_{n\pm}(\bar{\zeta}_n-, \bar{\zeta}_n+)_{|\mathcal{R}(P_{n_-}^s)} & D_2b_{n\pm}(\bar{\zeta}_n-, \bar{\zeta}_n+)_{|\mathcal{R}(P_{n_+}^u)}
\end{pmatrix}
$$

has a uniformly bounded inverse.

Then constants $\delta$, $N$ exist, such that the boundary value problem

$$
x_{n+1} = f(x_n, \bar{\mu}_n), \quad n = n_-, \ldots, n_+ - 1,
$$

$$
b_{n\pm}(x_-, x_+) = 0
$$

has a unique solution

$$
x_J \in B_\delta(\bar{\zeta}_J) \quad \text{for } J = [n_-, n_+], \quad n_-, n_+ \geq N.
$$

With a $J$-independent constant $C > 0$, the error can be estimated as

$$
\|\bar{\zeta}_J - x_J\| \leq C\|b_{n\pm}(\bar{\zeta}_n-, \bar{\zeta}_n+)\|.
$$
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