
ON SPECIAL ZEROS OF p-ADIC L-FUNCTIONS OF

HILBERT MODULAR FORMS

BY MICHAEL SPIESS

Abstract. Let E be a modular elliptic curve over a totally real number
field F . We prove the weak exceptional zero conjecture which links a
(higher) derivative of the p-adic L-function attached to E to certain p-
adic periods attached to the corresponding Hilbert modular form at the
places above p where E has split multiplicative reduction. Under some
mild restrictions on p and the conductor of E we deduce the exceptional
zero conjecture in the strong form (i.e. where the automorphic p-adic
periods are replaced by the L-invariants of E defined in terms of Tate
periods) from a special case proved earlier by Mok. Crucial for our
method is a new construction of the p-adic L-function of E in terms of
local data.
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Introduction

Let E be a modular elliptic curve over a totally real number field F
and let p be a prime number and such that E has either good ordinary
or multiplicative reduction at all places p above p. Attached to E are the
(Hasse-Weil) L-function L(E, s) (a function in the complex variable s) and
a p-adic L-function Lp(E, s) (here s ∈ Zp). Both are linked by the interpo-
lation property which expresses the p-adic measure associated to Lp(E, s) in
terms of twisted special L-values L(E,χ, 1). A special case is the formula

Lp(E, 0) =
∏

p|p

e(αp, 1) · L(E, 1).

Here e(αp, 1) is certain Euler factor defined in terms of the reduction of E
at p (see Prop. 4.10 for its definition). It is = 0 if and only if E has split
multiplicative reduction at p. Let S1 be the set of primes p of F above p
where E has split multiplicative reduction, let Sp be the set of all primes
above p and let S2 = Sp − S1. Thus we have Lp(E, 0) = 0 if S1 6= ∅. In [17]
it has been conjectured that

ords=0 Lp(E, s) ≥ r : = ♯(S1);(1)

dr

dsr
Lp(E, s)|s=0 = r!

∏

p∈S1

Lp(E) ·
∏

p∈S2

e(αp, 1) · L(E, 1).(2)

Here the L-invariant Lp(E) is defined as Lp(E) = ℓp(qE/Fp
))/ op(qE/Fp

)
where qE/Fp

is the Tate period of E/Fp, ℓp = logp ◦NFp/Qp
and op = ordp is

the normalized additive valuation of Fp.
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In this paper we prove (1) unconditionally and (2) under the following
assumptions (see Theorem 5.10): (i) p ≥ 5 is unramified in F ; (ii) E has
multiplicative reduction at a prime q ∤ p, or r is odd, or the sign w(E) of
the functional equation for L(E, s) (i.e. the root number of E) is = −1.

The statements (1) and (2) are known as exceptional zero conjecture. In
the case F = Q it was formulated by Mazur, Tate and Teitelbaum [20] and
proved by Greenberg and Stevens [15] and independently by Kato, Kuri-
hara and Tsuji. In the case r = 1, (2) was proved by Mok [21] under the
assumption (i), by extending the method of [15].

To explain our proof let π be the automorphic representation of GL2(AF )
associated to E. Thus π has trivial central character and the local factor
πv is discrete series of weight 2 at all archimedean places v. The Hasse-Weil
L-function of E is then equal to the automorphic L-function L(s − 1

2 , π).
Moreover Lp(E, s) is solely defined in terms of π (thus we write Lp(s, π) for
Lp(E, s)).

In section 5.1 we shall introduce a second type of L-invariant Lp(π). It
is defined in terms of the cohomology of (Sp-)arithmetic groups. We show
that Lp(π) does not change under certain quadratic twists, i.e. we have
Lp(π ⊗ χ) = Lp(π) for any quadratic character χ of the idele class group
I/F ∗ of F such that the local components χv of χ at infinite places and at
v = p are trivial. We prove an analogue of (2) above (unconditionally) with
the arithmetic L-invariants Lp(E) replaced by the automorphic L-invariants
Lp(π), i.e. we show

dr

dsr
Lp(s, π)|s=0 = r!

∏

p∈S1

Lp(π) ·
∏

p∈S2

e(αp, 1) · L( 12 , π).(3)

In the case F = Q these L-invariants have been introduced by Darmon ([9],
section 3.2). He showed that they are invariant under twists and also proved
(3). Also if the narrow class number of F is = 1 a different construction of
Lp(π) has been given in [13].

To deduce (2) from (3) it is therefore enough to show Lp(π) = Lp(E) for
all p ∈ S1. In future work [14] we plan to give an unconditional proof of it
(and thus of (2)) by comparing Lp(π) to the (similarly defined) L-invariant
of an automorphic representation π′ of a totally definite quaternion algebra
– which corresponds to π under Jacquet-Langlands functoriality – and by
using p-adic uniformization of Shimura curves (compare also [2] where a
similar proof has been given in the case F = Q under certain assumptions
on π).

However if p satisfies the conditions (i) above and E satisfies (ii) then we
can deduce the equality Lp(π) = Lp(E) for fixed p ∈ S1 by comparing the
formulas (2) and (3) in the case r = 1 for certain quadratic twists of E and
π. More precisely, by a result of Waldspurger [29], we can choose a quadratic
character χ such that the arithmetic and automorphic L-invariants at p do
not change under twisting with χ, L( 12 , π ⊗ χ) does not vanish and p is the
only place above p where the twisted elliptic curve Eχ has split multiplicative
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reduction. Then by Mok’s result and (3) we can express both Lp(E) and
Lp(π) by the same formula.

The p-adic L-function attached to π is the Γ-transform of a certain canon-
ical measure µπ on the Galois group Gp of the maximal abelian extension of
F which is unramified outside p and ∞, i.e. it is given by

Lp(s, π) =

∫

Gp

〈γ〉sµπ(dγ)

(for the definition of 〈γ〉s see section 3.3).

Crucial for the proof of (1) and (3) is a new construction of µπ
1. We

shall briefly explain it (for details see 4.6). Heuristically, we define µπ as the

direct image of the distribution µπp ×W
p

(
x 0
0 1

)
d×x under the reciprocity

map I = F ∗
p × Ip → Gp of class field theory. Here the first factor µπp is the

product distribution on F ∗
p =

∏
p∈Sp

F ∗
p of certain canonical distributions µp

on F ∗
p attached to each local factors πp, p ∈ Sp. Moreover d×x denotes the

Haar measure on the group of Sp-ideles I
p =

∏′
v∤p F

∗
v (i.e. the group of ideles

with components outside of Sp) and W
p is a certain Whittaker function of

πp =
⊗′

v∤p πv (it is the product of local Whittaker functions).

To put this construction on a sound foundation consider the map φπ given
by

φπ(U, x
p) =

∑

ζ∈F ∗

µπp(ζU) W p

(
ζxp 0
0 1

)

where the first argument U is a compact open subset of F ∗
p and the second

an idele xp ∈ Ip. Then φπ(ζU, ζx
p) = φπ(U, x) for all ζ ∈ F ∗. Thus if we set

φU (xp, x
p) : = φπ(xpU, x

p) then φU can be viewed as a function on the idele
class group I/F ∗ (so the map U 7→ φU is a distribution on F ∗

p with values
in a certain space of functions on I/F ∗).

For a locally constant map f : Gp → C there exists a compact open
subgroup U ⊂ Up =

∏
p∈Sp

O∗
p ⊂ F ∗

p such that f ◦ ρ : I/F ∗ → C factors

through I/F ∗(U × Up) (here ρ : I/F ∗ → Gp denotes the reciprocity map).
Then

∫
Gp
f(γ)µπ(dγ) is given by
∫

Gp

f(γ)µπ(dγ) = [Up : U ]

∫

I/F ∗

f(ρ(x))φU (x) d
×x.

By using properties of the cohomology groups of arithmetic subgroups of
GL2(F ) we show that µπ is bounded (i.e. it is a p-adic measure in the sense
of section 1.2 below) and so any continuous map Gp → Cp can be integrated
against it.

One way to describe the local distribution µp for p ∈ Sp is that it is
the image of a certain Whittaker functional of πp under a canonical map –
denoted by δ – from the dual of πp to the space of distributions on F ∗

p . We
will give the definition of δ in the case p ∈ S1, or equivalently, when πp is

1In principle our construction is related to Manin’s [19]. However in our set-up the
measure µπ is build in a simple manner from local distributions µπv

at each place v of F
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the Steinberg representation St (i.e. πp is isomorphic to the space of locally
constant functions P1(Fp) → C modulo constants). For c ∈ Hom(St,C) we

define δ(c) by
∫
Fp
f(x)δ(c)(dx) = c(f̃). Here for a locally constant map with

compact support f : Fp → C we define f̃ : P1(Fp) → C by f̃(∞) = 0 and

f̃([x : 1]) = f(x). Thus in the case πp = St, the target of δ is the space of
distributions on Fp.

In particular the local contribution µp of µπ at p ∈ S1 is actually a
distribution on Fp (and not only on F ∗

p ). Therefore, allowed as first argument
in φπ(U, x

p) are not only compact open subsets U of F ∗
p but also of the

larger space
∏

p∈S1
Fp×

∏
p∈S2

F ∗
p . This fact is crucial for our proof that the

vanishing order Lp(s, π) at s = 0 is ≥ r. The map δ and distributions µp
will be introduced in sections 2.5 and 2.6 respectively.

Chapter 3 is the technical heart of this paper. It provides an axiomatic
approach to study trivial zeros of p-adic L-function which can be applied
in other situations as well (e.g. to the case of p-adic L-functions of totally
real number fields [26], [11]). We consider an arbitrary two-variable function
φ : (U, xp) 7→ φ(U, xp) (U ⊂

∏
p∈S1

Fp×
∏

p∈S2
F ∗
p compact open and xp ∈ Ip)

satisfying certain axioms and attach a p-adic distribution µ on Gp as above.
By ”integrating away” the infinite places we obtain a certain cohomology
class κ ∈ Hd(F ∗

+,D) associated to φ (where d = [F : Q] − 1, F ∗
+ denotes

the group of totally positive elements of F and D is a certain space of
distributions on the adelic space

∏
p∈S1

Fp×
∏

p∈S2
F ∗
p ×

∏′
v∤p∞ F ∗

v ) and the

distribution µ can be defined solely in terms of κ. The space D contains a
canonical subspace Db (consisting – in a certain sense – of p-adic measures)
and µ is a p-adic measure provided that κ lies in the image of Hd(F ∗

+,D
b) →

Hd(F ∗
+,D) (see section 3.4).

In this case we define Lp(s, φ) as the Γ-transform of µ and show that
Lp(s, φ) has a zero of order ≥ r at s = 0. Furthermore we give a descrip-

tion of the r-th derivative dr

dsrLp(s, φ)|s=0 as a certain cap-product. More
precisely, we associate to any continuous homomorphism ℓ : F ∗

p → Cp a co-

homology class cℓ ∈ H1(F ∗
+, Cc(Fp,Cp)) (for its definition and the notation

see 3.4). If S1 = {p1, . . . , pr} we will show

dr

dsr
Lp(s, φ)|s=0 = (−1)(

r
2) r! (κ ∪ cℓp1 ∪ . . . ∪ cℓpr ) ∩ ϑ.(4)

Here ϑ is essentially the fundamental class of the quotient M/F ∗
+ where

M is a certain d + r-dimensional manifold on which F ∗
+ acts freely (see

section 3.2). If U0 =
∏

p∈S1
Op ×

∏
p∈S2

O∗
p and φ0(x) : = φ(xpU0, x

p) for

x = (xp, x
p) ∈ F ∗

p × Ip = I, we will also prove
∫

I/F ∗

φ0(x) d
×x = (−1)(

r
2) r! (κ ∪ cop1 ∪ . . . ∪ copr ) ∩ ϑ.(5)

In chapter 4 we will verify that the theory developed in the previous chap-
ter can be applied in the case φ = φπ. The difficult part is to show that the
cohomology class κπ attached to φπ comes from a class in Hd(F ∗

+,D
b). This

is achieved by showing that it lies in the image of a specific cohomology class
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κ̂π ∈ Hd(PGL2(F ),A ) under a canonical map ∆∗ : Hd(PGL2(F ),A ) →
Hd(F ∗

+,D) (for the definition of the coefficients A and the map ∆∗ we refer
to section 4.4 and 4.5). The fact that any arithmetic subgroup of PGL2(F )
has the finiteness property (VFL) (introduced by Serre in [24]) implies that
∆∗ factors through Hd(F ∗

+,D
b).

In the last chapter 5 we will introduce the automorphic L-invariant Lp(π)
and deduce (3) from (4) and (5). The cohomology group Hd(PGL2(F ),A )
carries an action of a Hecke algebra and κ̂π lies in the π-isotypic component
Hd(PGL2(F ),A )π. Using the fact that the classes cℓ “come” from certain
PGL2 cohomology classes as well (they will be introduced in section 2.7)
and the fact that Hd(PGL2(F ),A )π is one-dimensional (a results due to
Harder [16]) we show that the cup products κ ∪ cℓp and κ ∪ cp differ by a
factor Lp(π) which is defined in terms of the cohomology of PGL2(F ).

Acknowledgement. I thank Vytautas Paskunas for several helpful conversa-
tions and Kumar Murty for providing me with the reference [12]. I am
grateful to H. Deppe, L. Gehrmann, S. Molina and M. Seveso for useful
comments on an earlier draft. Also the referee suggested several useful im-
provements.

Notation. The following notations are valid throughout this paper. A list
with further notations will be given at the beginning of chapters 2 and 3.

Unless otherwise stated all rings are commutative with unit.

We fix a prime number p and embeddings

ι∞ : Q →֒ C, ιp : Q →֒ Cp.

We let ordp denote the valuation on Cp and Q (via ιp) normalized so that

ordp(p) = 1. The valuation ring of Q with respect to ordp will be denoted

by O.

If X and Y are topological spaces then C(X,Y ) denotes the set of con-
tinuous maps X → Y . If we consider Y with the discrete topology then
we shall also write C0(X,Y ) instead of C(X,Y ). If Y = R is a topological
ring then Cc(X,R) is the submodule of C(X,R) of continuous maps with
compact support. If we consider R with the discrete topology then we shall
also write C0

c (X,R) instead of Cc(X,R).

Put G : = PGL2, and let B be the subgroup of upper triangular matrices

(modulo the center Z of GL2), T =

{(
∗ 0
0 ∗

)}
/Z be the maximal torus

of G in B. We write elements of G often simply as matrices

(
a b
c d

)
(and

neglect the fact that we consider them only modulo the center of GL2). We

identift Gm with T via the isomorphism t 7→

(
t 0
0 1

)
. If R is a ring the

determinant induces a homomorphism det : G(R) → R∗/(R∗)2.
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1. Generalities on distributions and measures

1.1. Distributions and measures. Let X be a totally disconnected σ-
locally compact topological space (in practice X will be a profinite set like
an infinite Galois group or a certain space of adeles). For a topological
Hausdorff ring R we denote by C⋄(X , R) the subring of C(X , R) consisting
of maps f : X → R with f(x) → 0 as x → ∞ (equivalently by setting
f(∞) = 0 the map f extends continuously to the one-point compactification
of X ). We have C0

c (X , R) ⊆ Cc(X , R) ⊆ C⋄(X , R) ⊆ C(X , R). Note that if
X = X1 ×X2 where X1 and X2 are σ-locally compact and if f1 ∈ C⋄(X1, R),
f2 ∈ C⋄(X1, R) then the map (f1 ⊗ f2)(g1, g2) : = f1(g1) · f2(g2) lies in
C⋄(X , R).

Let M be an R-module. Recall that an M -valued distribution on X is a
homomorphism µ : C0

c (X ,Z) →M . It extends to an R-linear map

(6) C0
c (X , R) −→M, f 7→

∫

X
f dµ.

We shall denote theR-module ofM -valued distributions on X by Dist(X ,M).
If X = X1×X2, µ ∈ Dist(X ,M) and f1 ∈ C0

c (X1, R) then f2 7→
∫
f1⊗f2 dµ

is an M -valued distribution on X2 which will be denoted by
∫
X1

f1 dµ i.e.
we have a pairing

(7) Dist(X ,M)× C0
c (X1, R) −→ Dist(X2,M), (µ, f1) 7→

∫

X1

f1 dµ.

Next we introduce the notion of a measure on X with values in a p-adic
Banach space. Assume that R = K is a p-adic field. By that we mean
that K is a field of characteristic 0 which is equipped with a p-adic absolute
value, i.e. a nonarchimedian absolute value | | : K → R whose restriction to
Q is the usual p-adic value and such K is complete with respect to | |. We
denote a p-adic value often as | |p and the corresponding valuation ring by
OK .

A norm on a K-vector space V is a function ‖ ‖ : V → R such that (i)
‖av‖ = |a|p‖v‖, (ii) ‖v+w‖ ≤ max(‖v‖, ‖w‖) and (iii) ‖v‖ ≥ 0 with equality
iff v = 0 for all a ∈ K, v, w ∈ V . Two norms ‖ ‖1, ‖ ‖2 are equivalent if
there exists C1, C2 ∈ R+ with C1‖v‖2 ≤ ‖v‖1 ≤ C2‖v‖2 for all v ∈ V . A
normed K-vector space (V, ‖ ‖) is a (K-) Banach space if V is complete with
respect to ‖ ‖. Recall that any finite-dimensional K-vector space admits a
norm, any two norms are equivalent and it is complete. The K-vector space
C⋄(X ,K) with the supremum norm ‖f‖∞ = supγ∈X |f(γ)|p is a K-Banach
space.

Let V be a K-vector space. Recall that an OK-submodule L ⊆ V is a
lattice if

⋃
a∈K∗ aL = V and

⋂
a∈K∗ aL = {0}. For a given lattice L ⊆ V

the function pL(v) : = infv∈aL |a|p is a norm on V . If ‖ ‖ is another norm
then pL is equivalent to ‖ ‖ if and only if L is open and bounded in (V, ‖ ‖).
A lattice L ⊆ V is complete if V is complete with respect to pL. Finally a
torsion free OK-module L is said to be complete if L is a complete lattice in
L⊗OK

K. For example the OK-dual of a free module is a complete torsion
free OK-module.
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Let (V, ‖ ‖) be a Banach space. An element µ ∈ Dist(X , V ) is a measure
(or bounded distribution) if µ is continuous with respect to the supremum
norm, i.e. if there exists C ∈ R, C > 0 such that ‖

∫
X f dµ‖ ≤ C‖f‖∞ for

all f ∈ C0
c (X ,K). We will denote the space of V -valued measures on X by

Distb(X , V ). If L ⊆ V is an open and bounded lattice then Distb(X , V ) is
the image of the canonical inclusion Dist(X , L) ⊗OK

K → Dist(X , V ). An

element µ ∈ Distb(X , V ) can be integrated not only against locally constant
functions but against any f ∈ C⋄(X ,K). In fact since C0

c (X ,K) is dense in
the Banach space (C⋄(X ,K), ‖ ‖∞) the functional (6) extends uniquely to
a continuous functional

(8) C⋄(X ,K) −→ V, f 7→

∫
f dµ.

If X = X1 × X2 then we obtain as a refinement of the bilinear map (7) a
pairing

(9) Distb(X , V )× C⋄(X1,K) −→ Distb(X2, V ), (µ, f1) 7→

∫

X1

f1 dµ.

1.2. p-adic measures. Given µ ∈ Dist(X ,C) we want to clarify what do
we mean by saying that µ is a p-adic measure. For simplicity assume that
X is compact. The distribution µ extends to a Cp-linear map

(10) C0(X ,Cp) −→ Cp ⊗Q C, f 7→

∫
f dµ

and we denote its image by Vµ so that we can view µ as an element of
Dist(X , Vµ). It is called a p-adic measure if Vµ is a finitely generated Cp-

vector space and if µ ∈ Distb(X , Vµ). Equivalently, the image of µ (consid-

ered as a map C0(X ,Z) → C) is contained in a finitely generated O-module.
So if µ ∈ Dist(X ,C) is a p-adic measure (10) extends to continuous func-
tional C(X ,Cp) −→ Vµ, f 7→

∫
f dµ.

2. Local distributions attached to ordinary representations

2.1. Gauss sums. Throughout this chapter F denotes a finite extension of
Qp, O = OF its ring of integers and p the maximal ideal of O. We denote

by U the group of units of O and put U (n) = {x ∈ U | x ≡ 1 mod pn}. Let
q denote the number of elements of O/p. We fix an (additive) character

ψ : F → Q
∗
such that Ker(ψ) = O and a generator ̟ of p. We denote by

|x| the modulus of x ∈ F ∗ (i.e. |̟| = q−1) and by ord = ordF the additive
valuation (normalized by ord(̟) = 1). The normalized Haar measure on F
will be denoted by dx (normalized by

∫
O dx = 1). We put d×x = (1− 1

q )
−1 dx

|x|

so that
∫
U d×x = 1.

Lemma 2.1. Let X ⊆ {x ∈ F ∗ | ord(x) ≤ −2} be a compact open subset
such for all a ∈ X there exists n ∈ Z, 1 ≤ n ≤ − ord(a) − 1 such that

aU (n) ⊆ X. Then, ∫

X
ψ(x)d×x = 0.
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Proof. It is enough to consider the case X = aU (n) with 1 ≤ n ≤
− ord(a) − 1. Choose b ∈ F ∗ with ord(b) + ord(a) = −1. Hence ψ(ab) 6= 1
and ord(b) ≥ n and therefore

∫

X
ψ(x)d×x =

∫

U(n)

ψ(ax)d×x =

∫

U(n)

ψ(a(1 + b)x)d×x

=

∫

U(n)

ψ(ax)ψ(abx)d×x.

Since ord(abx−ab) = −1+ord(x− 1) ≥ n− 1 ≥ 0, we have ψ(abx) = ψ(ab)

for all x ∈ U (n). It follows∫

X
ψ(x)d×x = ψ(ab)

∫

U(n)

ψ(ax)d×x = ψ(ab)

∫

X
ψ(x)d×x,

hence
∫
X ψ(x)d×x = 0. �

Recall that the conductor c(χ) of a quasicharacter χ : F ∗ → C∗ is the

largest ideal pn of O such that U (n) ⊆ Ker(χ).

Lemma 2.2. Let χ : F ∗ → C∗ be a quasicharacter of conductor pn, n ≥ 1
and let a ∈ F ∗ with ord(a) 6= −n. Then we have

∫

U
ψ(ax)χ(x)d×x = 0.

Proof. 1. case ord(a) > −n: Choose b ∈ F ∗ with max(− ord(a), 0) ≤
ord(b) < n, 1 + b ∈ U and χ(1 + b) 6= 1. Then,

∫

U
ψ(ax)χ(x)d×x =

∫

U
ψ(ax(1 + b))χ(x(1 + b))d×x =

= χ(1 + b)

∫

U
ψ(ax)ψ(abx)χ(x)d×x

= χ(1 + b)

∫

U
ψ(ax)χ(x)d×x

hence
∫
U ψ(ax)χ(x)d×x = 0.

2. case ord(a) < −n: By 2.1 above we have
∫

U
ψ(ax)χ(x)d×x =

∑

bU(n)∈U/U(n)

χ(b)

∫

abU(n)

ψ(x)d×x = 0.

�

We recall the definition of the Gauss sum of a quasicharacter (with respect
to the fixed choice of ψ).

Definition 2.3. Let χ : F ∗ → C∗ be a quasicharacter with conductor pn,
n ≥ 0 and a ∈ F ∗ with ord(a) = −n. We define the Gauss sum of χ by

τ(χ) = τ(χ, ψ) = [U : U (n)]

∫

aU
ψ(x)χ(x)d×x.



10 BY MICHAEL SPIESS

For a quasicharacter χ : F ∗ → C∗ we define
∫

F ∗

χ(x)ψ(x)dx : = lim
n→+∞

∫

x∈F ∗,−n≤ord(x)≤n
χ(x)ψ(x)dx.(11)

Lemma 2.4. Let χ : F ∗ → C∗ be a quasicharacter with conductor pf .
Assume that |χ(̟)| < q. Then the integral (11) converges and we have

∫

F ∗

χ(x)ψ(x)dx =

{
1−χ(̟)−1

1−χ(̟)q−1 if f = 0;

τ(χ) if f > 0.

Proof. Firstly, we remark

(12)

∫

U
ψ(ax)d×x =





1 if ord(a) ≥ 0;
− 1
q−1 if ord(a) = −1;

0 if ord(a) ≤ −2;

for all a ∈ F ∗. Since (1− 1/q)d×x = dx
|x| , we obtain

∫

F ∗

χ(x)ψ(x)dx =
∞∑

n=−∞

(1− 1/q)q−n
∫

̟nU
χ(x)ψ(x)d×x.

If f > 0 then by Lemma 2.2 we have
∫

F ∗

χ(x)ψ(x)dx = (1− 1/q)qf
∫

̟−fU
χ(x)ψ(x)d×x = τ(χ).

On the other hand if f = 0 then by (12) we get

∫

F ∗

χ(x)ψ(x)dx = (1− 1/q)

(
−

q

(q − 1)χ(̟)
+

∞∑

n=0

(χ(̟)q−1)n

)

=
1− χ(̟)−1

1− χ(̟)q−1
.

�

2.2. Ordinary representations of PGL2(F ). We introduce more nota-
tion. Let K = G(O). For an ideal c ⊂ O let K0(c) ⊆ K denote the
subgroup of matrices A (modulo Z) which are upper triangular modulo c.
Let π : G(F ) → GL(V ) be an irreducible admissible infinite-dimensional
representation (where V is a C-vector space). Recall [8] that there exists

a largest ideal c(π) – the conductor of π – such that V K0(c) = {v ∈ V |
π(k)v = v ∀ k ∈ K0(c)} 6= 0. In this case V K0(c) is one-dimensional.

The representation π is called tamely ramified if the conductor divides
p. This holds if and only if π = π(χ−1, χ) for an unramified quasicharacter
χ : F ∗ → C∗ (see e.g. [5], Ch. IV). More precisely if the conductor is OF ,
then π is spherical hence a principal series representation π(χ−1, χ) where
χ : F ∗ → C∗ is an unramified quasicharacter with χ2 6= | · |. If c(π) = p, then
π is a special representation π(χ−1, χ) where χ is unramified with χ2 = | · |.
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Definition 2.5. Assume that π = π(χ−1, χ) is tamely ramified. Then π is
called ordinary if either χ2 = | · | or if π is spherical and tempered and if

χ(̟)q1/2 is a p-adic unit (i.e. it lies in O
∗
).

Thus if π = π(χ−1, χ) is tamely ramified and if we put α : = χ(̟)q1/2 ∈ C

then π is ordinary if either α = ±1 or if α ∈ O
∗
and |α| = q1/2. Note that α

determines π uniquely, i.e. there exists a one-to-one correspondence between
the set (of isomorphism classes) of ordinary representations of G(F ) and the

set {α ∈ O
∗
| α = ±1 or |α| = q1/2}. We will call an element of the latter

set an ordinary parameter. We will denote the class corresponding to α by
πα and define χα(x) : = αord(x) (thus πα = π(χ−1

α | · |−1/2, χα| · |
1/2)). If

α = ±1 (resp. α 6= ±1) then πα is special (resp. spherical). If α = 1 then
πα = St is the Steinberg representation.

2.3. Bruhat-Tits tree. In the next section we recall the well-known con-
struction of models of the spherical principal series representations and spe-
cial representations of G(F ) in terms of the Bruhat-Tits tree T of G(F ) (see
e.g. [1]). In fact we will work over an arbitrary ring R rather than C. Here
we recall a few facts regarding the tree T (see e.g. [25]). The set of vertices
V = V(T ) of T is the set of homothety classes of lattices in F 2. For any two
vertices v1, v2 of T denote d(v1, v2) the distance between v1 and v2. A vertex
v is even or odd if its distance to the standard vertex v0 = [O2] is even or
odd. The set of even (resp. odd) vertices will be denoted by Veven (resp.
Vodd). The group G(F ) operates on T by g[L] = [g̃L] (where g̃ ∈ GL2(F )

is a lift of g ∈ G(F )). Let ~E = ~E(T ) (resp. E = E(T )) denote the set of ori-

ented (resp. unoriented) edges of T . For e ∈ ~E let o(e) (resp. t(e)) denote the
origin (resp. target) of e and let ē be the same edge as e but with opposite

orientation as e. Given e ∈ ~E the set of ends U(e) of e is an open compact
subset of P1(F ). We recall its definition. For (x, y) ∈ F 2 let ℓ(x,y) denote the

linear form F 2 → F, (x′, y′) 7→ det

(
x x′

y y′

)
. Given P = [x : y] ∈ P1(F ) and

representatives L1 and L2 of o(e) and t(e) respectively with ̟L1 ( L2 ( L1

we have P ∈ U(e) iff ℓ(x,y)(L2) ( ℓ(x,y)(L1). For e ∈ ~E(T ) and g ∈ G(F )

we get U(ē) = P1(F ) − U(e) and gU(e) = U(ge) for all. For n ∈ Z put
vn = [O ⊕ pn]. The set {vn | n ∈ Z} determines the standard apartment
A of T . The edge of A with origin vn+1 and target vn will be denoted by
en. One easily checks that U(en) = p−n ⊂ P1(F ), so

⋂
n U(en) = {0} and⋂

n U(ēn) = {∞} so the sequence {en}n∈Z is the geodesic from ∞ to 0.

Following [1] we define the height h(v) ∈ Z of v ∈ V as follows. The
geodesic ray from v to ∞ has a non-empty intersection with A. If vn is any
point in the intersection we define h(v) = n− d(v, vn). It is independent of
the choice of vn and satisfies h(vn) = n. We need the following simple

Lemma 2.6. (a) For all e ∈ E(T ) we have

h(t(e)) =

{
h(o(e)) + 1 if ∞ ∈ U(e),
h(o(e))− 1 otherwise.
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(b) For all a, b ∈ F, a 6= 0 and v ∈ V(T ) we have

h

((
a b
0 1

)
v

)
= − ord(a) + h(v).

Proof. (a) follows immediately from the definition. For (b) it suffices to
consider the case v = v0 since the group B(F ) acts transitively on V(T ).

Put e =

(
a b
0 1

)
e0. Since ∞ 6∈ b+ aO = U(e) we obtain

h

((
a b
0 1

)
v0

)
= h(t(e)) = h(o(e))− 1 = h

((
a̟−1 b
0 1

)
v0

)
− 1.

If b 6= 0 we have for n ∈ N with n ≥ ord(a)− ord(b) and m = ord(a)

h

((
a b
0 1

)
v0

)
= h

((
a̟−n b

0 1

)
v0

)
− n = h

((
a̟−n 0

0 1

)
v0

)
− n

= h

((
a 0
0 1

)
v0

)
= h(v−m) = −m.

�

2.4. Representations of PGL2(F ) attached to the Bruhat-Tits tree.

Let R be an arbitrary ring. For an R-module M let C(V ,M) denote

the R-module of maps φ : V(T ) → M and C(~E ,M) the R-module of

maps c : ~E(T ) → M . Moreover we denote by C±(E ,M) ⊆ C(~E ,M) the

submodule of c ∈ C(~E ,M) with c(ē) = ∓c(e) for all e ∈ ~E(T ). Both

C(V ,M) and C(~E ,M) are left G(F )-modules via (gφ)(v) : = φ(g−1v) and

(gc)(e) = c(g−1e) and C+(E ,M), C−(E ,M) ⊆ C(~E ,M) are G(F )-stable

submodules. We let Cc(V ,M) ⊆ C(V ,M) (resp. Cc(~E ,M) ⊆ C(~E ,M),
C±
c (E ,M) ⊆ C±(E ,M)) be the submodule of φ ∈ C(V ,M) with φ(v) = 0

for almost all v (resp. c ∈ C±(E ,M) with c(e) = 0 for almost all e). We
define pairings

〈 , 〉 : Cc(V , R)× C(V ,M) →M, 〈φ1, φ2〉 : =
∑

v∈V φ1(v)φ2(v)(13)

〈 , 〉 : C±
c (E , R)× C±(E ,M) →M, 〈c1, c2〉 : =

∑
e∈E c1(e)c2(e)(14)

(note that in the second pairing the summand c1(e)c2(e) does not depend
on the choice of orientation of e). Define maps

δ : C(~E ,M) −→ C(V ,M), δ(c)(v) : =
∑

t(e)=v c(e),

δ∗± : C(V ,M) −→ C±(E ,M), δ∗±(φ)(e) : = φ(t(e))∓ φ(o(e)).

They are adjoint with respect to (13), (14), i.e. we have 〈δ(c), φ〉 = 〈c, δ∗±(φ)〉
for all c ∈ C±

c (E , R), φ ∈ C(V ,M) (by abuse of notation we denote the

restriction of δ to any submodule of C(~E ,M) also by δ and similarly for δ∗±).

For the function τ± ∈ C(V , R) defined by τ±(v) = (±1)d(v0,v) = (±1)h(v)

for v ∈ V we consider the map

〈 · , τ±〉 : Cc(V , R) −→ R, φ 7→ 〈φ, τ±〉 =
∑

v∈Veven

φ(v)±
∑

v∈Vodd

φ(v).
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One readily verifies that the sequence of R-modules

0 −−−−→ C±
c (E , R)

δ
−−−−→ Cc(V , R)

〈 · ,τ±〉
−−−−→ R −−−−→ 0

is exact. Dually we have an exact sequence

0 −−−−→ M
m 7→τ±m
−−−−−→ C(V ,M)

δ∗±
−−−−→ C±(E ,M) −−−−→ 0.

In particular the restriction δ∗± = (δ∗±)|Cc(V,R) : Cc(V , R) → C±
c (E , R) is

injective.

The kernel of δ : C+(E ,M) → C(V ,M) is the set of harmonic cocycles

Char(T ,M), i.e. the set of maps c : ~E(T ) → M such that c(ē) = −c(e) for

all e ∈ ~E(T ) and
∑

o(e)=v c(e) = 0 for all v ∈ V(T ). We recall the relation

between harmonic cocycles and boundary distributions on P1(F ). The map

Coker(δ∗+ : Cc(V , R) → C+
c (E , R)) −→ C0(P1(F ), R)/R

given by c 7→
∑

e∈E(T ) c(e)1U(e) is an isomorphism (note that c(e)1U(e) ≡

c(ē)1U(ē) mod R – i.e. modulo constant functions). Thus (14) induces a
pairing

(15) C0(P1(F ), R)/R× Char(T ,M) →M, (f, c) 7→

∫

P1(F )
f(P )µc(dP )

i.e. a map Char(T ,M) → Dist(P1(F ),M), c 7→ µc so that µc has total mass

= 0. For f = 1U(e), e ∈ ~E(T ) we have
∫
P1(F ) 1U(e)(P )µc(dP ) = c(e).

The Hecke operator T : C(V ,M) → C(V ,M) is defined by (Tφ)(v) =∑
o(e)=v φ(t(e)). By ([1], Thm. 10) the R[T ]-module Cc(V , R) is free. Thus

for a ∈ R the map T − a : Cc(V , R) → Cc(V , R) is injective. If a 6= ±(q + 1)
we define Ba(F,R) to be the cokernel so that there exists a short exact
sequence

(16) 0 −−−−→ Cc(V , R)
T−a id
−−−−→ Cc(V , R) −−−−→ Ba(F,R) −−−−→ 0

of R[G(F )]-modules. Note that Ba(F,R) is free as an R-module.

For a = ±(q+1) we have 〈 · , τ±〉◦(T −a) = 0 since 〈Tφ, τ±〉 = 〈φ, Tτ±〉 =
a〈φ, τ±〉 for all φ ∈ Cc(V , R). We put Ba(F,R) = Ker(〈 · , τ±〉)/ Im(T − a),
so that the sequence

(17) 0 → Ba(F,R) → Coker(T − a : Cc(V , R) → Cc(V , R))
〈 · ,τ±〉
−→ R→ 0

is exact. It is easy to see that Ba(F,R) is again an R[G(F )]-module which
is free as an R-module. Since δ ◦ δ∗± = (q+ 1) id±T we see that δ induces a
map C±

c (E , R) → B±(q+1)(F,R) such that

(18) 0 −−−−→ Cc(V , R)
δ∗±

−−−−→ C±
c (E , R) −−−−→ B±(q+1)(F,R) −−−−→ 0

is an exact sequence of R[G(F )]-modules.

Dually, for a ∈ R we define Ba(F,M) as follows. If a 6= ±(q + 1) we let
Ba(F,M) be the kernel of T−a : C(V ,M) → C(V ,M). If a = ±(q+1) then
T − a maps the submodule τ±M = {τ± ·m | m ∈ M} to zero so it induces
an endomorphism of the quotient C(V ,M)/τ±M and we define Ba(F,M)
to be its kernel.
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Since T : Cc(V , R) → Cc(V , R) and T : C(V ,M) → C(V ,M) are adjoint
with respect to (13) we obtain a pairing

(19) 〈 , 〉 : Ba(F,R)× B
a(F,M) →M

which induces an isomorphism Ba(F,M) → HomR(Ba(F,R),M).

For ǫ = ±1 let as before χǫ(x) = ǫord(x). We can view χǫ as a character
of F ∗/(F ∗)2 and so χǫ(det(g)) is defined for g ∈ G(F ). Since T (τ± · φ) =
±T (φ) · τ± the isomorphism Cc(V , R) → Cc(V , R), φ 7→ φ · τ± induces an
isomorphism

(20) Twǫ : Ba(F,R) −→ Bǫa(F,R)

which satisfies χǫ(det(g))Twǫ(gφ) = gTwǫ(φ) for all φ ∈ Ba(F,R) and g ∈
G(F ). If ǫ = +1 then Twǫ is of course the identity. In general we have
Twǫ ◦ Twǫ = id. The operators (20) will be used in section 5.1 in order to
show that certain L-invariants do not change under quadratic twists.

We want to reinterpret the sequences (16) and (18) in terms of the in-

duced representation Ind
G(F )
K R and Ind

G(F )
K0(p)

R (here we consider compact

induction). Since G(F ) acts transitively on V(T ) and ~E(T ) and the stabi-

lizer of v0 and e0 is K and K0(p) respectively we have Cc(V , R) ∼= Ind
G(F )
K R

and Cc(~E , R) ∼= Ind
G(F )
K0(p)

R. The element W =

(
0 1
̟ 0

)
∈ G(F ) normalizes

K0(p) hence induces an involutionW : Ind
G(F )
K0(p)

R→ Ind
G(F )
K0(p)

R,W (φ)(g) : =

φ(Wg) and C±
c (E , R) is mapped onto (Ind

G(F )
K0(p)

R)W=∓1 under the above iso-

morphism. Hence we have exact sequences of R[G(F )]-modules

(21) 0 −→ Ind
G(F )
K R

T−a id
−−−−→ Ind

G(F )
K R −−−−→ Ba(F,R) −→ 0

for a ∈ R, a 6= ±(q + 1) and

(22) 0 −→ Ind
G(F )
K R −→ (Ind

G(F )
K0(p)

R)W=∓1 −→ B±(q+1)(F,R) −→ 0.

If R = C and a = α+q/α for some α ∈ C∗, α 6= ±1 (resp. α = ±1) then it
is well-known that Ba(F,C) is a model of the principal series representation

(resp. special representation) π(χ−1
α | · |−1/2, χα| · |

1/2) (see e.g. [25], or [1]).
In particular Ba(F,C) admits a (up to scalar) unique Whittaker functional,
i.e. a nontrivial linear map λ : Ba(F,C) → C such that

λ

((
1 x
0 1

)
φ

)
= ψ(x)λ(φ)

for all x ∈ F and φ ∈ Ba(F,C). This fact will be used in section 2.6.

2.5. Distributions attached to elements of Ba(F,M). Given ρ ∈ C(V , R)
define R-linear maps

δ̃ρ : C(E ,M) −→ C(V ,M), δ̃ρ(c)(v) : =
∑

t(e)=v ρ(o(e))c(e),

δ̃ρ : C(V ,M) −→ C+(E ,M), δ̃ρ(φ)(e) : = ρ(o(e))φ(t(e))− ρ(t(e))φ(o(e)).
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They are adjoint with respect to (13), (14), i.e. we have 〈δ̃ρ(c), φ〉 = 〈c, δ̃ρ(φ)〉
for all c ∈ C+

c (E , R), φ ∈ C(V ,M). For the constant function ρ ≡ 1 we have

δ̃1 = δ∗+, δ̃1 = δ. Note that for ρ1, ρ2 ∈ C(V , R) and φ ∈ C(V ,M) we have

(23) (δ̃ρ1 ◦ δ̃
ρ2)(φ) = T (ρ1 · ρ2) · φ− ρ2 · T (ρ1 · φ).

Hence for a ∈ R and ρ ∈ Ba(F,R) the maps δ̃ρ and δ̃
ρ induce R-linear maps

δ̃ρ : C
0(P1(F ), R)/R ∼= Coker(δ∗+ : Cc(V , R) → C+

c (E , R)) −→ Ba(F,R),

δ̃ρ : Ba(F,M) −→ Ker(δ : C+(E ,M) → C(V ,M)) = Char(T ,M).

In fact by applying (23) to ρ1 = 1 and ρ2 = ρ (resp. ρ1 = ρ and ρ2 = 1) we

see that δ̃ρ maps Ker(T −a) into Ker(δ) (resp. δ̃ρ induces a map Coker(δ) →
Coker(T − a)).

Let α ∈ R∗ and put a = α+ q/α and χα : F ∗ → R∗, x 7→ χα(x) = αord(x).
In the following we assume that q ± α is not a zero-divisor in R so that
α = ±1 if and only if a = ±(q + 1). One easily checks that the function

ρ(v) : = αh(v) lies in Ba(F,R). Put δ̃α := δ̃ρ and δ̃α := δ̃ρ, so

δ̃α : C0(P1(F ), R)/R −→ Ba(F,R), δ̃α : B
a(F,M) −→ Char(T ,M)

are adjoint with respect to (15) and (19).

Lemma 2.7. (a) We have δ̃α(gf) = χα(a)
−1 g δ̃α(f) for all g =

(
a b
0 1

)
∈

B(F ) and f ∈ C0(P1(F ), R)/R.

(b) If α = ±1 then δ̃α : C0(P1(F ), R)/R −→ Ba(F,R) is an isomorphism.

(c) If α 6= ±1 then

0 −→ C0(P1(F ), R)/R
δ̃α−−−−→ Ba(F,R)

φ 7→〈φ,ρ〉
−−−−−→ R −→ 0

is exact.

Proof. (a) follows immediately from ρ

((
a b
0 1

)
v

)
= χα(a)

−1ρ(v) by

Lemma 2.6 and the simple proof of (b) will be left to the reader.

For (c) consider the commutative diagram

0 −−−−→ Cc(V , R)
δ∗+

−−−−→ C+
c (E , R) −−−−→ C0(P1(F ), R)/R −−−−→ 0

y(24)

yδ̃α
yδ̃α

0 −−−−→ Cc(V , R)
a id−T
−−−−→ Cc(V , R) −−−−→ Ba(F,R) −−−−→ 0

where the first vertical map is the isomorphism

(24) Cc(V , R) −→ Cc(V , R), φ 7→ (v 7→ φ(v)ρ(v)).

So it remains to prove that the upper row of the diagram

0 −−−−→ C+
c (E , R)

δ̃α−−−−→ Cc(V , R)
φ 7→〈φ,ρ〉
−−−−−→ R −−−−→ 0

y(25)

y(24)

yid

0 −−−−→ C+
c (E , R)

δ
−−−−→ Cc(V , R)

φ 7→〈φ,τ+〉
−−−−−−→ R −−−−→ 0
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is exact where (25) is the isomorphism

(25) C+
c (E , R) −→ C+

c (E , R), c 7→ (e 7→ c(e)φ(t(e))φ(o(e))).

However the lower row is exact. �

We define R-linear maps

δα : Cc(F
∗, R) −→ Ba(F,R) if α 6= 1,(26)

δα : Cc(F,R) −→ Ba(F,R) if α = 1.

as follows. If α 6= 1 and f ∈ Cc(F
∗, R) we define δα(f) by extending

χα(x)f(x) by zero to P1(F ) and then applying δ̃α. If α = 1 and f ∈ Cc(F,R)

we extend f by zero to P1(F ) and then apply δ̃α. We let F ∗ act on Cc(F
∗, R)

and Cc(F,R) by (a · f)(x) = f(a−1x). It induces a T (F )-action via the
isomorphism T ∼= Gm. If M is a F ∗-module we also define a F ∗ operation
on Dist(F,M) and Dist(F ∗,M) by

∫
f(x)(aµ)(dx) = a

(∫
(a−1f)(x)µ(dx)

)
.

for all f ∈ Cc(F
∗, R) resp. in f ∈ Cc(F,R) and a ∈ F ∗. The following result

is an immediate consequence of Lemma 2.7 (a).

Lemma 2.8. The map δα is T (F )-equivariant.

Let H be a subgroup of G(F ) and M a R[H]-module (in the applications
in chapter 4 both H and M will be of ”global nature”). We define a H-
action on Ba(F,M) by requiring that 〈φ, h ·λ〉 = h · 〈h−1φ, λ〉 for all h ∈ H,
φ ∈ Ba(F,R) and c ∈ Ba(F,M). By passing to duals we get (T (F ) ∩H)-
equivariant homomorphisms

δα : B
a(F,M) −→

{
Dist(F ∗,M) if α 6= 1,
Dist(F,M) if α = 1

characterized by

(27) 〈δα(f), λ〉 =

{ ∫
F ∗ f(x) δ

α(λ)(dx) if α 6= 1,∫
F f(x) δα(λ)(dx) if α = 1.

2.6. Local distributions. In this section we assume R = C. Let α ∈
O

∗
be an ordinary parameter, i.e. α = ±1 or |α| = q1/2. Define µα : =

ψ(x)χα(x)dx ∈ Dist(F ∗,C) (resp. ∈ Dist(F,C) if α = 1). We call it the
local distribution associated to πα (the justification for this terminology will
become apparent in section 4.6). µα is the image of a Whittaker functional
under (27) (see Prop. 2.10 below).

Proposition 2.9. Let χ : F ∗ → C∗ be a quasicharacter with conductor pf .
Assume that |χ(̟)| < q1/2. Then the integral

∫
F ∗ χ(x)µα(dx) converges and

we have ∫

F ∗

χ(x)µα(dx) = τ(χ)e(α, χ)L( 12 , πα ⊗ χ)
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where

e(α, χ) =





(1− αχ(̟)−1) if f = 0, α = ±1;(
1− χ(̟)

α

)(
1− 1

αχ(̟)

)
if f = 0, α 6= ±1;

α−f if f > 0.

Proof. Recall that for the local L-factors we have L(s, πα⊗χ) = 1 if f > 0
and

L(s, πα ⊗ χ) = (1− χ(̟)αq−(s+1/2))−1

if α = ±1, f = 0 and

L(s, πα ⊗ χ) = L(s, χχ−1
α | · |−1/2)L(s, χχα| · |

1/2)

= (1− χ(̟)α−1q−(s−1/2))−1(1− χ(̟)αq−(s+1/2))−1

if α 6= ±1, f = 0. Thus the assertion follows from Lemma 2.4. �

Proposition 2.10. (a) There exists a unique Whittaker functional λ = λa
for Ba(F,C) such that δα(λa) = µα.

(b) Let Wα = W(πα) denote the Whittaker model of πα. If α 6= 1 (resp.
α = 1) then for any f ∈ Cc(F

∗,C) (resp. f ∈ Cc(F,C)) there exists W =
Wf ∈ Wα such that

∫

F ∗

(af)(x)µα(dx) =W

(
a 0
0 1

)

for all a ∈ F ∗ (resp.
∫
F (af)(x)µα(dx) =W

(
a 0
0 1

)
).

(c) Let H be an open subgroup of U and put WH = W1H . Then, for any
f ∈ C0

c (F
∗,C)H we have
∫

F ∗

f(x)µα(dx) = [U : H]

∫

F ∗

f(x)WH

(
x 0
0 1

)
d×x.

Proof. (a) We let the (additive) group F act on the Schwartz space
Cc(F,C) as usual by (x · f)(y) : = f(y − x). Thus the functional

Λ : Cc(F,C) −→ C, f 7→

∫

F
f(x)ψ(x) dx

satisfies Λ(xf) = ψ(x)Λ(f) for all x ∈ F and f ∈ Cc(F,C). Also we let F

act on C0(P1(F ),C)/C as xφ : =

(
1 x
0 1

)
φ so that

(28) C0(P1(F ),C)/C −→ Cc(F,C), φ 7→ f(x) : = φ([x : 1])− φ(∞)

is an F -equivariant isomorphism. Thus the composite

(29) St(F,C) = C0(P1(F ),C)/C
(28)
−→ Cc(F,C)

Λ
−→ C

is a Whittaker functional of the Steinberg representation. It follows from
Lemma 2.7 (a), (b) that for α = ±1 the composition

λ : Ba(F,C)
δ−1
α−→ C0(P1(F ),C)/C

(28)
−→ Cc(F,C)

Λ
−→ C
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is a Whittaker functional.

Assume now α 6= ±1 and let λ : Ba(F,C) → C be a Whittaker functional.

Since 〈uφ, ρ〉 = 〈φ, uρ〉 = 〈φ, ρ〉 for all φ ∈ Ba(F,C) and u =

(
1 x
0 1

)

the map 〈 · , ρ〉 : Ba(F,C) −→ C, φ 7→ 〈φ, ρ〉 is not a Whittaker func-

tional. Therefore by Lemma 2.7 (a), (c) the map λ ◦ δ̃α : St(F,C) =
C0(P1(F ),C)/C → Ba(F,C) → C is a Whittaker functional of St(F,C)

so – after replacing λ by a scalar multiple – we may assume that λ ◦ δ̃α is

equal to the Whittaker functional (29). Then δα(λ)(f) = (λ ◦ δ̃α)(χα · f) =
Λ(χα · f) =

∫
F ∗ f(x)χα(x)ψ(x) dx = µα(f) for all f ∈ Cc(F

∗,C).

(b) By (a) the function W (g) : = λ(g · δα(f)) lies in Wα and we have

∫

F ∗

(af)(x)µα(dx) = λ(δα(af)) = λ

((
a 0
0 1

)
δα(f)

)
=W

(
a 0
0 1

)
.

(c) It is enough to consider the case f = 1aH for a ∈ F ∗. Then

∫

F ∗

f(x)µα(dx) =

∫

F ∗

(a1H)(x)µα(dx) = WH

(
a 0
0 1

)

= m

∫

F ∗

1H(x)WH

(
ax 0
0 1

)
d×x = m

∫

F ∗

f(x)WH

(
x 0
0 1

)
d×x

with m = [U : H]. �

2.7. Extensions of the Steinberg representation. In this section we as-
sume that R is a topological Hausdorff ring. We consider certain extensions
of the R[G(F )]-module St(F,R) = C(P1(F ), R)/R associated to a contin-
uous homomorphism ℓ from F ∗ to the additive group of R (for a related
construction see [3], 2.1). Let

π : G(F ) −→ P1(F ), g =

(
a b
c d

)
7→ g∞ = [a : c]

be the canonical G(F )-equivariant projection. Note that

δ : C⋄(F,R) −→ St(R), f 7→ δ(f)(P ) =

{
f(x) if P = [x : 1],
0 if P = ∞

is an isomorphism ofR[T (F )]-modules (its inverse δ−1 is given by δ−1(φ)(x) =

φ([x : 1])−φ(∞)). Define Ẽ (ℓ) as theR-module of pairs (f, y) ∈ C(G(F ), R)×
R with

φ

(
g ·

(
t1 u
0 t2

))
= φ(g) + ℓ(t1/t2)y

for all t1, t2 ∈ F ∗, u ∈ F and g ∈ G(F ). We denote by Ẽ (ℓ)0 ∼= R the
submodule consisting of pairs (φ, 0) with φ : G(F ) → R constant and put

E (ℓ) = Ẽ (ℓ)/ Ẽ (ℓ)0. The left G(F )-action on Ẽ (ℓ) given by g · (φ(h), y) =
(φ(g−1h), y) induces a G(F )-action on E (ℓ).
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Lemma 2.11. (a) Let ǫ : E (ℓ) → R be given by ǫ(φ, y) = y. Then the
sequence of R[G(F )]-modules

(30) 0 −−−−→ St(F,R)
φ 7→(φ◦π,0)
−−−−−−−→ E (ℓ)

ǫ
−−−−→ R −−−−→ 0

is exact.

(b) Let δ∗ : H1(G(F ), St(F,R)) → H1(F ∗, C⋄(F,R)) be the homomorphism

induced by the maps Gm
∼= T ⊆ G, x 7→

(
x 0
0 1

)
and δ−1, let [E (ℓ)] denote

the cohomology class of the extension (30) and let cℓ ∈ H1(F ∗, C⋄(F,R)) be
the class of the cocycle

(31) zℓ(a) : = (1− a)(ℓ · 1O) : =

{
ℓ(a)1aO + ℓ · 1O−aO if ord(a) ≥ 0;
ℓ(a)1aO − ℓ · 1aO−O if ord(a) < 0.

Then, δ∗([E (ℓ)]) = 2cℓ.

(c) If ℓ = ordF : F → Z → R and the topology on R is discrete then (30) is
isomorphic to (17).

Proof. (a) It suffices to show that E (ℓ) → R, (φ, y) 7→ y is surjective.
Define

φ0

((
a b
c d

))
=





ℓ
(

a2

ad−bc

)
if ord(a) < ord(c),

ℓ
(

c2

ad−bc

)
ord(a) ≥ ord(c)

so φ0

((
a b
c d

))
= ℓ

(
a2

ad−bc

)
+ 2ℓ(c/a)1cO(a) if a, c 6= 0. One easily checks

that (φ0, 1) ∈ E (ℓ).

(b) Note that π

(
x −1
1 0

)
= [x : 1] and π

(
1 0
0 1

)
= ∞. Thus for a ∈ F ∗ let

φ ∈ St(R) be given by φ ◦ π =

(
a 0
0 1

)
φ0 − φ0. Then for x ∈ F we have

δ−1(φ)(x) = φ0

((
a 0
0 1

)−1(
x −1
1 0

))
− φ0

((
a 0
0 1

)−1
)

−φ0

((
x −1
1 0

))
+ φ0

((
1 0
0 1

))

= ℓ(x2/a) + 2ℓ(a/x)1aO(x)− ℓ(1/a)− (ℓ(x2) + 2ℓ(1/x)1O(x))

= 2ℓ(x)(1O(x)− 1aO(x)) + 2ℓ(a)1aO(x) = 2zℓ(a)(x).

(c) Note that if ℓ = ord then φ0(k) = 0 for all k ∈ K. Hence for g =

k ·

(
t1 ∗
0 t2

)
∈ G(F ) = KB(F ) and h ∈ K we have (h ·φ0)(g) = φ0(h

−1k)+

ord(t1/t2) = ord(t1/t2) = φ0(g), i.e. (φ0, 1) is K-invariant. By Frobe-

nius reciprocity we obtain a homomorphism Ψ : Cc(V , R) ∼= Ind
G(F )
K R →

E (ℓ). One can easily verify that Ψ induces an isomorphism Coker(δ ◦

δ∗+) = Coker(T − (q + 1) id) ∼= E (ℓ) and that the sequence C+
c (E , R)

δ
−→

Cc(V , R)
ǫ◦Ψ
−→ R→ 0 is exact, so the assertion follows. �
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2.8. Semi-local theory. We briefly discuss how to generalize some of the
previous constructions to the semi-local case. Let F1, . . . , Fm be finite ex-
tensions of Qp and let qi be the number of elements of the residue field
of Fi for i = 1, . . . ,m. We put F = F1 × . . . × Fm and FS =

∏
i∈S Fi

for a subset S ⊆ {1, . . . ,m}. Let R be a ring and a1, . . . , am ∈ R put
a = (a1, . . . , am) and define the R[G(F )]-module Ba(F,R) as the tensor
product of Ba1(F1, R), . . . ,Bam(Fm, R)

Ba(F,R) =
⊗

R

Bai(Fi, R).

To define the semi-local analogues of the maps (26) let α1, . . . , αm ∈ R∗ and
assume ai = αi + qi/αi for i = 1, . . . ,m. Let S1 = {i ∈ {1, . . . ,m}|αi = 1}
and S2 = Sc1 : = {1, . . . ,m} − S1. It is easy to see that

⊗

i∈S1

C0
c (Fi, R)⊗

⊗

i∈S2

C0
c (F

∗
i , R) −→ C0

c (FS1 × F ∗
S2
, R),(32)

⊗

i∈S1

fi ⊗
⊗

i∈S2

fi 7→ ((gi)i=1,...,m 7→
m∏

i=1

fi(gi))

is an isomorphism. We define the R[T (F )]-linear map

(33) δα : C0
c (FS1 × F ∗

S2
, R) −→ Ba(F,R)

as the composite of the inverse of (32) and
⊗

i=1,...,m δαi .

For a R-module M we define Ba(F,M) = HomR(Ba(F,R),M) and let

(34) 〈 , 〉 : Ba(F,R)× B
a(F,M) −→M

be the evaluation pairing. If H is a subgroup of G(F ) and M a H-module
then we define an H-action on Ba(F,M) as before by 〈φ, h ·c〉 = h ·〈h−1φ, c〉
for h ∈ H, φ ∈ Ba(F,R) and c ∈ Ba(F,M). By passing in (33) to duals we
get a (T (F ) ∩H)-linear map

δα : B
a(F,M) −→ Dist(FS1 × F ∗

S2
,M).

Note that Ba(F,M) ∼= Ba(FS ,B
a(FSc ,M)) for any subset S of {1, . . . ,m}.

Note also that we have a canonical map Ba(F,R) ⊗R M → Ba(F,M). In

particular we get a map
⊗m

i=1 Bai(Fi, R) → Bam(Fm,
⊗m−1

i=1 Bai(Fi, R))
and by iterating this construction we get a homomorphism

(35)
m⊗

i=1

B
ai(Fi, R) −→ B

a(F,R).

Finally, we introduce the semi-local analogues of the maps (20). Let
χ : F ∗ → R∗ be an unramified quadratic homomorphism, i.e. for each
i = 1, . . . ,m the restriction χi of χ to the factor Fi is unramified and χ2 = 1.
Put ǫ = (ǫ1, . . . , ǫm) = (χ1(̟1), . . . , χm(̟m)) ∈ {±1}m so that χi = χǫi in
the notation of section 2.4. Define

(36) Twχ =
⊗

i=1,...,m

Twǫi : Ba(F,R) −→ Bǫa(F,R).
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Again χ(det(g))Twχ(gφ) = gTwχ(φ) holds for all g ∈ G(F ) and φ ∈
Ba(F,R). Also for a subgroup H of G(F ) and a R[H]-module M the iso-
morphism (36) induces an isomorphism of R-modules

Twχ : B
ǫa(F,M) −→ B

a(F,M)

which is adjoint to (36) with respect to the pairing (34) and satisfies hTwχ(c)
= χ(det(h))Twχ(hc) for all h ∈ H and c ∈ Ba(F,M).

3. Special zeros of p-adic L-functions

Notation. We introduce the following notation which will be used throughout
the rest of this paper. F denotes a totally real number field of degree d+ 1
over Q with ring of integers OF . For a non-zero ideal a ⊆ OF we set
N(a) = ♯(OF /a). We denote by PF the set of all places of F and by P∞

F
(resp. S∞) the subset of finite (resp. infinite) places. For a prime number ℓ,
we shall write Sℓ for the set of places above ℓ. We denote by σ0, . . . , σd the
different embeddings of F into R and let ∞0, . . . ,∞d be the corresponding
archimedian places of F . Elements of PF will be denoted by v, w or also
by p, q if they are finite. If p ∈ P∞

F , we denote the corresponding prime
ideal of OF also by p. For v ∈ PF , we denote by Fv the completion of
F at v. If v is finite then Ov denotes the valuation ring of Fv and ordv
the corresponding normalized (additive) valuation on Fv (so ordv(̟) = 1
if ̟ ∈ Ov is a local uniformizer at v). Also for v ∈ PF we let | · |v be
the associated normalized multiplicative valuation on Fv. Thus if v ∈ S∞
corresponds to the embedding σ : F → R then |x|v = |σ(x)| and if v = q is

finite then |x|q = N(q)− ordq(x). For v ∈ PF we put Uv = R∗
+ if v is infinite

and Uv = O∗
v if v is finite. Moreover if v = p is finite and n ≥ 0, then we

also put U
(n)
v = {x ∈ Uv| ordv(x− 1) ≥ n}.

Let A = AF be the adele ring of F and I = IF the group of ideles.
Let | · | : IF −→ R∗ be the absolute modulus, i.e. |(xv)v| =

∏
v |xv|v for

(xv)v ∈ IF . For a finite subset S ⊆ PF we let AS (resp. IS) denote the S-
adeles (resp. S-ideles) and put FS =

∏
v∈S Fv. We also define US =

∏
v 6∈S Uv

and US =
∏
v∈S Uv. For T ⊆ PQ = {2, 3, 5, . . . ,∞} and S = {v ∈ PF |

v|Q ∈ T} we often write FT , AT , IT etc. for FS , AS , IS etc. We also

write Up, Up, U
p,S , Up,∞ etc. for U{p}, U{p}, U

Sp∪S , USp∪S∞ etc. and use a
similar notation for adeles and ideles. Thus for example for a finite subset
S of P∞

F , IS,∞ denotes the set of S ∪ S∞-ideles and for ℓ ∈ PQ we have
Fℓ = F ⊗Qℓ =

∏
v∈Sℓ

Fv.

We fix an (additive) character ψ : A → C∗ which is trivial on F . For
v ∈ PF let ψv denote the restriction of ψ to Fv →֒ A. For convenience
we choose ψ so that Ker(ψp) = Op for all p ∈ Sp. Let dx (resp. dxv)
denote the associated self-dual Haar measure on A (resp. on Fv). Thus
dx =

∏
v dxv. For v ∈ PF we define a normalized Haar measure dx×v on

F ∗
v by dx×v = mv

dxv
|xv |v

where mv = (1 − 1
N(v))

−1 if v ∈ P∞
F and mv = 1 if

v ∈ S∞. For a character χ : I/F ∗ → C∗ and v ∈ PF we denote by χv its

v-component, i.e. χv : F
∗
v →֒ I

χ
−→ C∗. The Gauss sum τ(χ) = τ(χ, ψ) of χ

is then defined as τ(χ) =
∏

p|f(χ) τ(χp).
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We denote by F ∗
+ the totally positive elements of F and by G(F )+ (resp.

G(F∞)+) the subgroup of G(F ) (resp. G(F∞)) of elements with totally pos-
itive determinant. The subgroups B(F )+ ⊆ B(F ) and T (F )+ ⊆ T (F ) are
defined similarly. Furthermore we define subgroups K+

∞ ⊆ K∞ ⊆ G(F∞) as

the image of O(2)Hom(F,R) ⊆ GL2(F∞) and SO(2)Hom(F,R) under the projec-
tion GL2(F∞) → G(F∞) (thus K+

∞ = K∞ ∩G(F∞)+).

There is a canonical G(F∞)+-action on Hd+1 where H : = {z ∈ C |
Im(z) > 0}; the embeddings σ0, . . . , σd allow us to identify G(F∞)+ with
(G(R)+)d+1 and the latter group acts on Hd+1 through linear transforma-
tions factor-by-factor. For g = (g0, . . . , gd) ∈ G(F∞)+ and z = (z0, . . . , zd) ∈

Hd+1 we define j(g, z) =
∏d
ν=0 j(gν , zν) where j(γ, z) = det(γ)−1/2(cz + d)

if γ =

(
a b
c d

)
∈ G(R)+, z ∈ H.

Let n be a non-zero ideal of OF . For v ∈ P∞
F we put K0(n)v = {A ∈

G(Ov)| A ≡

(
∗ ∗
0 ∗

)
mod nOv} and set K0(n) =

∏
v∈P∞

F
K0(n)v. If S ⊆

P∞
F we also put K0(n)

S =
∏
v∈P∞

F −S K0(n)v.

3.1. Rings of functions on ideles and adeles.

The module C♭c(Fv,K). Let v be a finite place of F and let K be a Haus-
dorff topological field (in the application v will be a place above p and K a
p-adic field). We identify Cc(F

∗
v ,K) with the submodule {f ∈ Cc(Fv,K) |

f ≡ 0 near 0} of Cc(Fv,K) and define

C♭c(Fv,K) = C0
c (Fv,K) + Cc(F

∗
v ,K).

Both Cc(F
∗
v ,K) and C♭c(Fv,K) are F ∗

v -submodules of Cc(Fv,K). For f ∈
Cc(F

∗
v ,K)Uv and x ∈ F ∗

v the infinite sum

(
∞∑

n=0

̟nf)(x) : =
∞∑

n=0

f(̟−nx)

is finite and one easily checks that F ∗
v → K, x 7→ (

∑∞
n=0 ̟

nf)(x) extends to
a function in C0

c (Fv,K) which will be denoted by (1−̟)−1f . For example if
f = 1Uv then (1−̟)−1f = 1Ov . Thus we obtain a F ∗

v -equivariant K-linear
monomorphism

(37) Cc(F
∗
v ,K)Uv −→ C0

c (Fv,K), f 7→ (1−̟)−1f.

Its image is C0
c (Fv,K)Uv . Hence if we consider the following two-step filtra-

tion F•
v on C♭c(Fv,K)

(38) F0
v = C♭c(Fv,K), F1

v = C0
c (Fv,K)Uv , F2

v = 0

then we have for the associated graded F ∗
v -modules grnFv

= Fn
v /F

n+1
v

(39) grnFv
∼=





Cc(F
∗
v ,K)/Cc(F

∗
v ,K)Uv if n = 0,

Cc(F
∗
v ,K)Uv if n = 1,

0 otherwise.
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Note also that

Cc(F
∗
v ,K)Uv ∼= Cc(F

∗
v /Uv,K) ∼= Ind

F ∗
v
Uv
K,(40)

Cc(F
∗
v ,K)/Cc(F

∗
v ,K)Uv ∼= Ind

F ∗
v
Uv

(Cc(U
∗
v ,K)/K).

The module C ♭
c (S1, S2,K). Consider now two (possibly empty) disjoint

subsets S1, S2 of Sp and let R be a topological Hausdorff ring. We define

C (S1, S2, R) = C(FS1 × F ∗
S2

× Ip,∞/Up,∞, R),

C⋄(S1, S2, R) = C⋄(FS1 × F ∗
S2

× Ip,∞/Up,∞, R),

Cc(S1, S2, R) = Cc(FS1 × F ∗
S2

× Ip,∞/Up,∞, R),

C
0(S1, S2, R) = C0(FS1 × F ∗

S2
× Ip,∞/Up,∞, R).

We have

C
0
c (S1, S2, R) ⊆ Cc(S1, S2, R) ⊆ C⋄(S1, S2, R) ⊆ C (S1, S2, R).

Note that if R carries the discrete topology the first three rings are all equal.

Assume now S1
·
∪ S2 = Sp and assume that K = R is a field. We define

the submodule C ♭
c (S1, S2,K) of Cc(S1, S2,K) as the image of the embedding

⊗

v∈S1

C♭c(Fv,K)⊗ Cc(I
S1,∞/Up,∞,K) −→ Cc(S1, S2,K).

We have C 0
c (S1, S2,K) ⊆ C ♭

c (S1, S2,K) ⊆ Cc(S1, S2,K). The filtrations

(38) on C♭c(Fv,K) for all v ∈ S1 induce a filtration F• on C ♭
c (S1, S2,K). For

n = (nv)v∈S1 ∈ ZS1 put |n| =
∑

v nv. Then FmC♭c(Fv,K) is defined as the
image of

⊕

n∈ZS1 ,|n|=m


⊗

v∈S1

Fnv
v C♭c(Fv,K)


⊗ Cc(I

S1,∞/Up,∞,K) −→ Cc(S1, S2,K).

We get for the associated graded quotients grmF = Fm/Fm+1

(41) grmF =
⊕

|n|=m


⊗

v∈S1

grnv
Fv


⊗ Cc(I

S1,∞/Up,∞,K).

Let E+ be the group of totally positive units of OF . We fix a splitting of the
exact sequence 1 → E+ → F ∗

+ → Γ: = F ∗
+/E+ → 1, i.e. we fix a subgroup

T ⊆ F ∗
+ such that F ∗

+ = E+ × T .

Proposition 3.1. C ♭
c (S1, S2,K) is a free K[T ]-module.

Proof. It is enough to prove that each graded quotient grmF and therefore
each summand in (41) is a free K[T ]-module. Since

Cc(I
S1,∞/Up,∞,K) ∼= IndI

S1,∞

US1,∞
Cc(U

S1,∞/Up,∞,K)

we deduce using (39) and (40) that each summand in (41) is isomorphic to
a K[I∞]-module of the form IndI

∞

U∞ V for some K[U∞]-module V . Hence it
is free a K[T ]-module. Indeed, since by assumption T ∩ U∞ = 1 we have

IndI
∞

U∞ V =
⊕h

i=1 IndT1 xiV (as T -modules) where {x1, . . . , xh} is a set of
representatives of I∞/U∞T = I∞/U∞F ∗

+ (cf. [4], Prop. 5.6, p. 69). �
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3.2. Computation of ∂((logp ◦N )k) for k = 0, . . . , r.

Definition of ∂. Assume again that S1
·
∪S2 = Sp and that R is a topological

Hausdorff ring. Let Gp = Gal(M/F ) be the Galois group of the maximal
abelian extension M/F which is unramified outside p and ∞. We shall now
construct a canonical homomorphism

(42) ∂ : C(Gp, R) −→ Hd(F
∗
+,Cc(S1, S2, R)).

Firstly, there exists an isomorphism

(43) C(Gp, R) −→ H0(F
∗
+/E+, H

0(E+,Cc(∅, Sp, R)))

defined as follows. Let E+ be the closure of E+ in Up and let pr : I∞/Up,∞ →
I∞/(E+ × Up,∞) denote the projection. The map

Cc(I
∞/(E+ × Up,∞), R) −→ H0(E+, Cc(I

∞/Up,∞, R)), f 7→ f ◦ pr

is an isomorphism. Hence its inverse induces an isomorphism
(44)
H0(F

∗
+/E+,H

0(E+, Cc(I
∞/Up,∞,R)))∼=H0(F

∗
+/E+,Cc(I

∞/(E+×U
p,∞),R)).

The reciprocity map of class field theory ρ : I/F ∗ → Gp induces a surjection

ρ : I∞/(E+×Up,∞) → Gp whose kernel is discrete and ∼= F ∗
+/E+. It follows

that the map

(45) ρ♯ : H0(F
∗
+/E+, Cc(I

∞/(E+ × Up,∞), R)) −→ C(Gp, R)

defined by ρ♯([f ])(ρ(x)) =
∑

ζ∈F ∗
+/E+

f(ζx) is an isomorphism as well. The

map (43) is the composite of (44) with (45).

Let A be any F ∗
+-module. Next we construct a homomorphism

(46) H0(F
∗
+/E+, H

0(E+, A)) −→ Hd(F
∗
+, A)

Since E+
∼= Zd we have Hd(E+,Z) ∼= Z. Choose a generator η of Hd(E+,Z).

Since the action of F ∗
+/E+ on Hd(E+,Z) is trivial, taking the cap product

with η yields an F ∗
+/E+-equivariant map H0(E+, A) → Hd(E+, A) hence

(47) H0(F
∗
+/E+, H

0(E+, A)) −→ H0(F
∗
+/E+, Hd(E+, A))

We define (46) as the composite of (47) with the edge morphism

(48) H0(F
∗
+/E+, Hd(E+, A)) → Hd(F

∗
+, A)

of the Hochschild-Serre spectral sequence.

There is in fact a canonical choice for η. Consider the action of E+

on Rd+1
0 = {(x0, . . . , xd) ∈ Rd+1|

∑d
i=0 xi = 0} given by a · (x0, . . . , xd) =

(log(σ0(a))+x0, . . . , log(σd(a))+xd). The d-dimensional manifold Rd+1
0 /E+

is oriented and compact. We chose η ∈ Hd(E+,Z) so that it corresponds
to the fundamental class under the canonical isomorphism Hd(E+,Z) ∼=
Hd(R

d+1
0 /E+,Z) (thus η depends on our chosen ordering of the real places

of F ).

Finally we define (42) is the composite of (43), (46) (for A = Cc(∅, Sp, R))
and the map Hd(F

∗
+,Cc(∅, Sp, R)) −→ Hd(F

∗
+,Cc(S1, S2, R)) induced by the

inclusion Cc(∅, Sp, R) ⊆ Cc(S1, S2, R).
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Fundamental homology classes. We put r = ♯(S1), m = ♯(Sp) and order
the places above p, so that S1 = {p1, . . . , pr} and S2 = {pr+1, . . . , pm}.
Beside η ∈ Hd(E+,Z) we consider two more canonical homology classes ϑ
and ̺. To begin with we introduce the following F ∗

+-action on Rd+1, Rr and

IS1,∞/US1,∞

a · (x0, . . . , xd) : = (log(σ0(a)) + x0, . . . , log(σd(a)) + xd),

a · (y1, . . . , yr) : = (ordp1(a) + y1, . . . , ordpr(a) + yr),

a · (xv)v 6∈S1∪S∞ : = (axv)v 6∈S1∪S∞ .

Let M be the submanifold of Rd+1×Rr× IS1,∞/US1,∞ defined by the equa-
tion

d∑

i=0

xi −




r∑

j=1

log(N(pj))yj


+


 ∑

v 6∈S1∪S∞

log(|xv|v)


 = 0

and put M1 : = Rr × IS1,∞/US1,∞. We have

H0(M,Z) ∼= H0(M1,Z) ∼= Cc(I
S1,∞/US1,∞,Z)

where the first isomorphism is induced by the projection M → M1. The
group F ∗

+ (resp. Γ: = F ∗
+/E+) acts properly discontinuously on M (resp.

on M1) and the projection π : M/F ∗
+ → M1/Γ is a fiber bundle with fiber

∼= Rd+1/E+ (in fact it is easy to see that it is trivial i.e. it is homeomorphic
to the trivial bundle M1/Γ × Rd+1/E+ over M1/Γ). The base M1/Γ is a
compact oriented r-dimensional manifold.

Definition of ϑ. Define ϑ as the image of the fundamental class under the
composition

Hd+r(M/F ∗
+,Z)

∼=Hd+r(F
∗
+, H0(M,Z))∼=Hd+r(F

∗
+, Cc(I

S1,∞/US1,∞,Z))

−→ Hd+r(F
∗
+, Cc(I

S1,∞/Up,∞,Z)) = Hd+r(F
∗
+,Cc(∅, S2,Z))(49)

where the last map is induced by the projection IS1,∞/Up,∞ → IS1,∞/US1,∞.
If R is arbitrary topological Hausdorff ring, then – by abuse of notation –
we denote the image of ϑ under the canonical map Hd+r(F

∗
+,Cc(∅, S2,Z)) →

Hd+r(F
∗
+,Cc(∅, S2, R)) also by ϑ.

Definition of ̺. Let T be any subgroup of F ∗
+ such that T ∩ E+ = {1}

and T E+ has finite index in F ∗
+ (we are mainly interested in the case F ∗

+ =
E+ × T ) so that the group T acts properly discontinuously on M1. Let
̺T ∈ Hr(T , Cc(I

S1,∞/Up,∞,Z)) be the image of the fundamental class of
the oriented r-dimensional compact manifold M1/T under the canonical
map

Hr(M1/T ,Z)) ∼= Hr(T , H0(M1,Z)) ∼= Hr(T , Cc(I
S1,∞/US1,∞,Z)

−→ Hr(T , Cc(I
S1,∞/Up,∞,Z))

Remarks 3.2. (a) If T and T ′ are subgroups as above with T ′ ⊆ T then
we have res(̺T ) = ̺T ′ .

(b) Let T1 = {x ∈ T | ordq(x) = 0 ∀ q 6∈ S1}, let T2 be a subgroup of
T with T = T1 × T2 and let F2 be a fundamental domain for the action
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of T2 on IS1,∞/Up,∞ such that US2F = F . Then Cc(I
S1,∞/Up,∞,Z) ∼=

IndTT1 C(F2,Z) hence by Shapiro’s Lemma

(50) H•(T , Cc(I
S1,∞/Up,∞,Z)) ∼= H•(T1, C(F2,Z))

Let ̺1 ∈ Hr(T1,Z) ∼= Hr(R
r/T1,Z) be the fundamental class of Rr/T1. Then

̺1 ⊗ 1F2 is mapped to ̺T under

Hr(T1,Z)⊗C(F2,Z)
T1 ∩

−→ Hr(T1, C(F2,Z))
(50)
∼= Hr(T , Cc(I

S1,∞/Up,∞,Z)).

For a subgroup T ⊆ F ∗
+ such that F ∗

+ = E+ × T we shall explain the
relation between the homology classes ̺T , η and ϑ. Consider the Hochschild-
Serre spectral sequence

E2
pq = Hp(E+, Hq(T , Cc(I

S1,∞/Up,∞,Z))) ⇒ Hp+q(F
∗
+, Cc(I

S1,∞/Up,∞,Z)).

Here we have E2
pq = 0 if p > d or q > r (the latter follows from (50) above

since T1 is free-abelian of rank r). Thus we get an isomorphism E2
d,r

∼= Ed+r
i.e.
(51)

Hd(E+, Hr(T , Cc(I
S1,∞/US1,∞,Z))) ∼= Hd+r(F

∗
+, Cc(I

S1,∞/US1,∞,Z)).

The next result follows easily from the definitions of η, ̺T and ϑ.

Lemma 3.3. ̺T is mapped to ϑ under the composite

Hr(T , Cc(I
S1,∞/Up,∞,Z))E+

∩η
−→ Hd(E+, Hr(T , Cc(I

S1,∞/Up,∞,Z)))(52)

(51)
∼= Hd+r(F

∗
+, Cc(I

S1,∞/Up,∞,Z)).

Recall the definition of cohomology classes defined in 2.11 (b).

Definition 3.4. Let p ∈ S1, let R be a topological Hausdorff ring and
let ℓ : F ∗

p → R be a continuous homomorphism. We denote by cℓ ∈

H1(F ∗
p , Cc(Fp, R)) the cohomology class of the 1-cocycle (31) (i.e. of the

cocycle zℓ(a) : = (1− a)(ℓ · 1Op
) for a ∈ F ∗

+).

By abuse of notation we shall write cℓ instead of res(cℓ) ∈ H1(H,Cc(Fp,
R)) for any subgroup H of F ∗

p . We are interested in the case H = F ∗
+,

R = Cp and either ℓ = ordp or ℓ = logp ◦NFp/Qp
and will derive a formula

for (cℓp1 ∪ . . . ∪ cℓpr ) ∩ ϑ in both cases.

We begin with the first case. Let H : = {x ∈ F ∗
+| ordp(x) = 0 ∀ p ∈ S1},

H1 : = {x ∈ F ∗
+| ordp(x) = 0 ∀ p ∈ Sp} and let F1 denote a fundamental

domain for the action of H1/E+ on Ip,∞/Up,∞. Put X : =
∏

p∈S1
Op ×∏

p∈S2
O∗

p × F1 ⊆ FS1 × F ∗
S2

× Ip,∞/Up,∞. The characteristic function of

X clearly lies in H0(E+,C
0
c (S1, S2,Z)), hence defines an element [1X ] ∈

H0(F
∗
+/E+, H

0(E+,C
0
c (S1, S2,Z))).

Proposition 3.5. For p ∈ Sp put cp = cordp ∈ H1(F ∗
+, C

0
c (Fp,Z)). We have

ǫ([1X ]) = (−1)(
r
2) (cp1 ∪ . . . ∪ cpr) ∩ ϑ

Here ǫ denotes the map (46) for A = C 0
c (S1, S2,Z).
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Proof. Similar as above we denote by ̺1 ∈ Hr(F
∗
+/H,Z) the homology

class which corresponds to the fundamental class of Rr/F ∗
+ under the natural

isomorphism Hr(F
∗
+/H,Z)

∼= Hr(R
r/F ∗

+,Z). By taking the cap product

with η we can identify Cc(I
S1,∞/US1,∞,Z)E+ with Hd(E+, Cc(I

S1,∞/US1,∞,
Z)). Note that F : = {1} × F1 ⊆ F ∗

S2
/US2 × Ip,∞/Up,∞ = IS1,∞/US1,∞

is a fundamental domain for the action of H = H/E+. Hence if D : =

Cc(I
S1,∞/US1,∞,Z) then H0(H,D) = H0(H, Ind

H C(F ,Z)) ∼= C(F ,Z) and
Hq(H,D) = 0 for q > 0. Consider the Hochschild-Serre spectral sequence

E2
pq = Hp(F

∗
+/E+, Hq(E

+,D)) ⇒ Ep+q = Hp+q(F
∗
+,D).

We have E2
pq = 0 if q > d and E2

pd
∼= Hp(F

∗
+/E+,D) ∼= Hp(F

∗
+/H,H0(H,D))

= 0 if p > r. It follows Ed+r ∼= E2
rd. Define

Hr(F
∗
+/E+,D)

∩η
−→ Hr(F

∗
+/E+, Hd(E

+,D)) ∼= Hd+r(F
∗
+,D)(53)

(49)
−→ Hd+r(F

∗
+,Cc(∅, S2,Z)).

Using Lemma 3.3 it is easy to see that [1F ]⊗ ̺1 is mapped to ϑ under

H0(F ∗
+/H,H0(H,D))⊗Hr(F

∗
+/H,Z)

∩
−→ Hr(F

∗
+/H,H0(H,D))

∼= Hr(F
∗
+/E+,D)

(53)
−→ Hd+r(F

∗
+,Cc(∅, S2,Z)).

Note that we can view cp = cordp as an element of H1(F ∗
+/H,C

0
c (Fp,Z)

H).
The assertion thus follows from

(−1)(
r
2) (cp1 ∪ . . . ∪ cpr) ∩ ̺1 = [1OS1

] ∈ H0(F
∗
+/H,C

0
c (FS1 ,Z)

H)

where OS1 =
∏

p∈S1
Op. For that put zp = zordp for p ∈ S1 and choose gener-

ators t1, . . . , tr ∈ F ∗
+/H such that ordpi(ti) = 1 and ordpj (ti) = 0 for all j 6= i,

1 ≤ j ≤ r. Note that zordpi (ti) = ti1Opi
and zordpi (tj) = 0 for j 6= i. Since

the fundamental class of Rr/〈t1, . . . , tr〉 is the cross product of the fundamen-
tal classes of R/〈t1〉, . . . ,R/〈tr〉 the r-cycle

∑
σ∈Sr

sign(σ) [tσ(1)| . . . |tσ(r)] is
a representative of ̺1 (see [18], Ch. VIII, 8.8). Hence

∑

σ∈Sr

sign(σ) zp1(tσ(1))⊗ tσ(1)zp2(tσ(2))⊗ . . .⊗ tσ(1) . . . tσ(r−1)zpr(tσ(r))

= zp1(t1)⊗ . . .⊗ zpr(tr) =
r∏

i=1

ti · 1OS1

is a representative of (−1)(
r
2)(cp1 ∪ . . . ∪ cpr) ∩ ̺1. �

We consider (42) forR = Cp, i.e. ∂ : C(Gp,Cp) −→ Hd(F
∗
+,Cc(S1, S2,Cp)).

Let N : Gp → Z∗
p be defined by γζ = ζN (γ) for all p-power roots of unity ζ.

The following proposition is the key computation of this paper.

Proposition 3.6. For p ∈ S1 put ℓp : = logp ◦NFp/Qp
: F ∗

p → Cp. We have

(a) ∂((logp ◦N )k) = 0 for all k = 0, 1, . . . , r − 1.

(b) ∂((logp ◦N )r) = (−1)(
r
2)(cℓ1 ∪ . . . ∪ cℓr) ∩ ϑ.
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Proof. We choose again a subgroup T ⊆ F ∗
+ such that F ∗

+ = E+×T . We
denote by ℓ : I → Qp the composite

ℓ : I
ρ

−→ Gp
N
−→ Z∗

p

logp
−→ Qp

and for a place v of F let ℓv : Fv →֒ IF
ℓ

−→ Qp be the v-component of ℓ.
Note that for x = (xv) ∈ IF we have ℓv(xv) = 0 for almost all v and

ℓ(x) =
∑

q

ℓq(xv).

Let F ⊆ I∞/Up,∞ be a compact open fundamental domain for the action
of T such that UpF = F . The function (logp ◦N )k is mapped under the

inverse of (43) to the class of ℓk1F .

Since zℓp(a) = (1− a)(ℓ · 1Op
) is a 1-cocycle with values in C♭c(Fq,Cp) we

can view cℓp as an element of H1(F ∗
+, C

♭
c(Fq,Cp)). Therefore the right hand

side of (b) can be viewed as an element of Hd(F
∗
+,C

♭
c (S1, S2,Cp)). Note also

that ℓk1F lies in H0(E+,C
♭
c (S1, S2,Cp)). Therefore it suffices to show that

the class [ℓk1F ] ∈ H0(Γ, H
0(E+,C

♭
c (S1, S2,Cp))) is mapped to 0 (resp. to

(−1)(
r
2)(cℓ1 ∪ . . . ∪ cℓr)) under

H0(Γ, H
0(E+,C

♭
c (S1, S2,Cp)))

(46)
−→ Hd(F

∗
+,C

♭
c (S1, S2,Cp))

for k = 0, . . . , r − 1 (resp. for k = r).

After this preliminary remark we prove (a). Consider the commutative
diagram

H0(T , H
0(E+,C

♭
c (S1, S2,Cp)))

//

(46)
��

H0(E+, H0(T ,C
♭
c (S1, S2,Cp)))

∩η
��

Hd(F
∗
+,C

♭
c (S1, S2,Cp))

coinf
// Hd(E+, H0(T ,C

♭
c (S1, S2,Cp)))

where the upper horizontal arrow is the canonical map induced by the in-
clusion H0(E+,C

♭
c (S1, S2,Cp)) →֒ C ♭

c (S1, S2,Cp). By Prop. 3.1 the coinfla-

tion H•(F
∗
+,C

♭
c (S1, S2,Cp)) → H•(E+, H0(T ,C

♭
c (S1, S2,Cp))) is an isomor-

phism. Hence it remains to prove that the image of [ℓk1F ] under the upper
horizontal map vanishes, i.e. we have

(54) ℓk1F ∈ I(T )C ♭
c (S1, S2,Cp) for all k = 0, 1, . . . , r − 1

where I(T ) ⊆ Cp[T ] denotes the augmentation ideal.

We may shrink T . In fact if T ′ ⊆ T is a subgroup of finite index then it fol-
lows from Prop. 3.1 that res : H0(T ,C

♭
c (S1, S2,Cp)) → H0(T

′,C ♭
c (S1, S2,Cp))

is injective and if F ′ ⊆ I∞/Up,∞ is a fundamental domain for the action of
T ′ then we have res([ℓk1F ]) = [ℓk1F ′ ].

Hence we may assume that

(55) T = Tp × T p and Tp = 〈t1, . . . , tm〉

with ordpi(ti) > 0 and ordq(ti) = 0 = ordpi(t) for all i ∈ {1, . . . ,m}, t ∈ T p

and all finite places q 6= pi. Put Fi : = Fpi , Oi : = Opi and Fi : = Oi−tiOi for
i = 1, . . . ,m. Let Fp ⊆ Ip,∞/Up,∞ be a fundamental domain for the action
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of T p. Then F : =
∏m
i=1Fi × Fp ⊆ I∞/Up,∞ is a fundamental domain for

the T -action.

We also denote by ℓp resp. ℓp the map ℓp : IF
pr
−→ F ∗

p →֒ IF
ℓ

−→ Qp resp.

ℓp : IF
pr
−→ I

p
F →֒ IF

ℓ
−→ Qp so that ℓ = ℓp + ℓp and ℓp =

∑m
i=1 ℓi where

ℓi = ℓpi for i = 1, . . . ,m. We will show

(56) ℓkp1F ∈ I(Tp)C
♭
c (S1, S2,Cp) for all k = 0, 1, . . . , r − 1

where I(Tp) ⊆ Cp[Tp] denote the augmentation ideal. Since t ℓp = ℓp for all
t ∈ Tp this implies

(57) ℓkp (ℓ
p)j 1F ∈ I(Tp)C

♭
c (S1, S2,Cp) ⊆ I(T )C ♭

c (S1, S2,Cp)

for all k, j ≥ 0 with k ≤ r − 1 and therefore (54).

For Ξ ⊆ {1, . . . , r} we set

FΞ : =
∏

i∈Ξ

Oi ×
∏

i∈Ξc

Fi ×
m∏

i=r+1

Fi ×Fp

where Ξc denotes the complement of Ξ in {1, . . . , r}. For n = (n1, . . . , nm)
∈ Nm0 with ni = 0 for all i ∈ Ξ we let λ(Ξ, n) : = (

∏m
i=1 ℓ

ni
i ) · 1FΞ

∈

C ♭
c (S1, S2,Cp) i.e. λ(Ξ, n) is given by

λ(Ξ, n)(x1, . . . , xm, x
p,∞) =

{ ∏m
i=1 ℓi(xi)

ni if (x1, . . . , xm, x
p,∞) ∈ FΞ;

0 otherwise.

Put |n| : =
∑m

i=1 ni and n! : =
∏m
i=1 ni!. Then,

(58) ℓkp1F =
∑

|n|=k

k!

n!
λ(∅, n).

Thus (56) follows from

Lemma 3.7. If ♯(Ξ) + |n| < r then λ(Ξ, n) ∈ I(Tp)C ♭
c (S1, S2,Cp).

Proof. We first remark that for two functions f, g : I∞/Up,∞ → Cp and
t ∈ F ∗ we have

(1− t)(f · g) = ((1− t)f) · g + f · ((1− t)g)− ((1− t)f) · ((1− t)g).

For n, n′ ∈ Nm0 write n′ < n if n′i ≤ ni for all i and n′ 6= n. By using
((1− t)ℓi)(x) = ℓi(x)− ℓi(t

−1x) = ℓi(t) one can easily show that we have

(59) (1− t)
m∏

i=1

ℓni
i =

∑

n′<n

an′

m∏

i=1

ℓ
n′
i
i

for some an′ ∈ Cp. In fact if n′ ∈ Nm0 with n′ < n and |n′| = |n| − 1 and if
i ∈ {1, . . . ,m} with n′i = ni − 1 then

(60) an′ = niℓi(t).

We prove the assertion by induction on |n|. Assume first that n = 0 =
(0, . . . , 0). Let i ∈ Ξc (Ξc 6= ∅ since ♯(Ξ) < r). Then

λ(Ξ, 0) = (1− ti)λ(Ξ ∪ {i}, 0) ∈ I(Tp)C
♭
c (S1, S2,Cp).
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Now assume that |n| > 0. Since ♯(Ξ) +
∑

i∈Ξc ni ≤ ♯(Ξ) + |n| < r, there

exists j ∈ Ξc with nj = 0. Put Ξ′ : = Ξ ∪ {j}. Modulo I(Tp)C
♭
c (S1, S2,Cp)

we obtain

λ(Ξ, n) =
m∏

i=1

ℓni
i · 1FΞ

=
m∏

i=1

ℓni
i · (1− tj)1FΞ′(61)

= (1− tj)λ(Ξ
′, n)− ((1− tj)

m∏

i=1

ℓni
i ) · 1FΞ′ + ((1− tj)

m∏

i=1

ℓni
i ) · 1FΞ

≡ −((1− tj)
m∏

i=1

ℓni
i ) · 1FΞ′ + ((1− tj)

m∏

i=1

ℓni
i ) · 1FΞ

.

By (59) and the induction hypothesis we have

((1− tj)
m∏

i=1

ℓni
i ) · 1FΞ′ ∈

∑

n′<n

Cpλ(Ξ
′, n′) ⊆ I(Tp)C

♭
c (S1, S2,Cp)

and

((1− tj)
m∏

i=1

ℓni
i ) · 1FΞ

∈
∑

n′<n

Cpλ(Ξ, n
′) ⊆ I(Tp)C

♭
c (S1, S2,Cp)

hence λ(Ξ, n) ∈ I(Tp)C
♭
c (S1, S2,Cp). �

Next we want to write (
∑m

i=1 ℓi)
r1F – modulo I(T )C ♭

c (S1, S2,Cp) – as a
linear combination of a particular subset of {λ(Ξ, n)| ♯(Ξ) + |n| = r} (this
will be used in the proof of Prop. 3.6 (b) below). For that we need to
introduce more notation.

For Ξ ⊆ {1, . . . , r} and a map f : Ξ → {1, . . . ,m} we let n(f) : =
(♯(f−1(1)), . . . , ♯(f−1(m))) ∈ Nm0 . If in particular f : Ξ → {1, . . . ,m} is
the inclusion we write n(Ξ) rather than n(f). We define

ΛΞ : = λ(Ξc, n(Ξ)) = (
∏

i∈Ξ

ℓi) · 1FΞc .

Note that ΛΞ =
∏
i∈Ξ Λi where for i ∈ {1, . . . , r} we have

Λi : = Λ{i} = ℓi · 1Fi×(
∏r

j=1,j 6=i Oj)×(
∏m

j=r+1 Fj)×Fp .

Lemma 3.8. Modulo I(T )C ♭
c (S1, S2,Cp) we have

(
m∑

i=1

ℓi)
r1F ≡ r! det




Λ1 + ℓ1(t1)Λ∅ ℓ1(t2)Λ∅ . . . ℓ1(tr)Λ∅

ℓ2(t1)Λ∅ Λ2 + ℓ2(t2)Λ∅ . . . ℓ2(tr)Λ∅
...

...
. . .

...
ℓr(t1)Λ∅ ℓr(t2)Λ∅ . . . Λr + ℓr(tr)Λ∅


 .

Proof. For Ξ ⊆ {1, . . . , r} we denote by M(Ξ) ⊆ Maps(Ξ, {1, . . . ,m}) the
set of maps f : Ξ → {1, . . . ,m} with f(S) 6⊆ S for all S ⊆ Ξ, S 6= ∅.
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Let n ∈ Nm0 with ♯(Ξ)+ |n| = r. Firstly, we show that modulo I(T )C ♭
c (S1,

S2,Cp) we have

(62) λ(Ξ, n) ≡ n!
∑

(Υ,f)

(−1)|n(f)|

(
∏

i∈Υ

ℓf(i)(ti)

)
ΛΞc−Υ

where the sum runs through all pairs (Υ, f) with Υ ⊆ Ξc and f ∈ M(Υ)
such that n(f) + n(Ξc −Υ) = n.

In the case ni > 0 for all i ∈ Ξc we show that both sides of (62) are
= ΛΞc . Since |n| ≥ ♯(Ξc) = r − ♯(Ξ) = |n| we have n = n(Ξc) hence
λ(Ξ, n) = ΛΞc . On the other hand if Υ ⊆ Ξc and f : Υ → {1, . . . ,m} is a
map with n(f) + n(Ξc − Υ) = n, then n(f) = n(Ξc) − n(Ξc − Υ) = n(Υ)
and therefore f(Υ) = Υ, hence Υ = ∅. Consequently, the left hand side of
(62) consists of only one summand ΛΞc .

Suppose nj = 0 for some j ∈ Ξc. By Lemma 3.7, (59), (60), (61) we get

λ(Ξ, n) ≡ −

(
(1− tj)

m∏

i=1

ℓni
i

)
· 1FΞ∪{j}

≡ −
∑

n′<n,|n′|=|n|−1

an′ λ(Ξ ∪ {j}, n′)

= −
∑

(f,n′)

nf(j) ℓf(j)(tj) λ(Ξ ∪ {j}, n′)

where the last sum runs through all pairs (f, n′) with f ∈ M({j}) and
n(f) + n′ = n. Now (62) can be easily deduced by induction on ♯(Ξc).

By (58) and (62) (for Ξ = ∅) we have

(63) (
m∑

i=1

ℓi)
r1F ≡ r!

∑

Ξ⊆{1,...,r}

(−1)|n(Ξ
c)|


 ∑

f∈M(Ξc)

∏

i∈Ξc

ℓf(i)(ti)


ΛΞ.

On the other hand

det




Λ1 + ℓ1(t1)Λ∅ ℓ1(t2)Λ∅ . . . ℓ1(tr)Λ∅

ℓ2(t1)Λ∅ Λ2 + ℓ2(t2)Λ∅ . . . ℓ2(tr)Λ∅
...

...
. . .

...
ℓr(t1)Λ∅ ℓr(t2)Λ∅ . . . Λr + ℓr(tr)Λ∅


 =

∑

Ξ⊆{1,...,r}

aΞ ΛΞ

where aΞ = det (ℓi(tj))i,j∈Ξc = det



ℓi1(ti1) . . . ℓi1(tik)

...
...

ℓik(ti1) . . . ℓik(tik)


 if Ξc = {i1 <

. . . < ik}.

Note that
∑m

j=1 ℓj(ti) = logp(NK/Q(ti)) = 0 since NK/Q(ti) is a power of

p (for all i ∈ {1, . . . ,m}). The assertion follows from (63) and the following
result about determinants. �

Lemma 3.9. Let k ≤ m be positive integers and let (aij)i=1,...,k,j=1,...,m be

a k ×m–matrix with entries in a commutative ring such that
∑m

j=1 aij = 0



32 BY MICHAEL SPIESS

for all i = 1, . . . , k. Then,

det (aij)i,j=1,...,k = (−1)k
∑

f

k∏

i=1

aif(i)

where the sum runs through all maps f : {1, . . . , k} → {1, . . . ,m} with
f(S) 6⊆ S for all S ⊆ {1, . . . , k}, S 6= ∅.

Proof.2 By replacing aii with −
∑

j 6=i aij in
∑

σ∈Sk
sign(σ)

∏m
i=1 aiσ(i) and

expanding the sum we get

det (aij)i,j=1,...,k =
∑

(Ξ,σ,g)

(−1)k−♯(Ξ) sign(σ)
∏

i∈Ξ

aiσ(i)
∏

i∈Ξc

aig(i)

where the sum ranges over all triples (Ξ, σ, g) with Ξ ⊆ {1, . . . , k}, σ is a
permutation of Ξ without fixed points and g is a map Ξc : = {1, . . . , k}−Ξ →
{1, . . . ,m} without fixed points.

Let f : {1, . . . , k} → {1, . . . ,m} be a map without fixed points and let
Ξ ⊆ {1, . . . , k} be the largest subset with f(Ξ) = Ξ. If we decompose the per-
mutation f |Ξ into disjoint cycles σ1 · · ·σt of length l1, . . . , lt, then it is easy

to see that the coefficient of
∏k
i=1 aif(i) is (−1)k

∏t
j=1(1 + sign(σj)(−1)lj ).

Thus it is = 0 except when Ξ = ∅. �

Proof Prop. 3.6 (b) We first show

(64) [ℓr1F ] = (−1)(
r
2)(cℓ1 ∪ . . . ∪ cℓr) ∩ ̺T

in H0(T ,C
♭
c (S1, S2,Cp)). As before if T ′ is a subgroup of finite index of

T the injectivity of res : H0(T ,C
♭
c (S1, S2,Cp)) → H0(T

′,C ♭
c (S1, S2,Cp))

together with res(̺T ) = ̺T ′ implies that in order to prove (64) we may
shrink T so we can assume that T is of the form (55).

By (57) we have modulo I(Tp)C
♭
c (S1, S2,Cp)

ℓr1F =

r∑

j=0

(
r

j

)
ℓjp(ℓ

P )r−j1F ≡ ℓrp1F = (

m∑

i=1

ℓi)
r1F

so we may replace ℓr1F by (
∑m

i=1 ℓi)
r1F on the left hand side of (64).

We will use the notation of the proof of part (a). Furthermore we put
T1 : = 〈t1, . . . , tr〉, T2 : = 〈tr+1, . . . , tm〉 × T0 and F2 : =

∏m
i=r+1Fi × Fp so

that T = T1 × T2, F =
∏r
i=1Fi × F2 and F2 is a T1-stable fundamental

domain for the action of T2 on IS1,∞/Up,∞.

Since ̺1 ∈ Hr(T1,Z) ∼= Hr(R
r/T1,Z) can be represented by the r-cycle∑

σ∈Sr
sign(σ) [tσ(1)| . . . |tσ(r)] (compare the proof of Prop. 3.5) together

with Remark 3.2 (b) we conclude that
∑

σ∈Sr

sign(σ) zℓ1(tσ(1))⊗ tσ(1)zℓ2(tσ(2))⊗ . . .⊗ tσ(1) . . . tσ(r−1)zℓr(tσ(r))⊗ 1F2

2Due to V. Paskunas
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is a representative of (−1)(
r
2)(cℓ1 ∪ . . .∪ cℓr)∩̺ ∈ H0(T ,C

♭
c (S1, S2,Cp)). We

have
zℓi(tj) ≡ δijℓi1Fi + ℓi(tj)1Oi and tkzℓi(tj) ≡ zℓi(tj)

(modulo K · 1Fi) for all i, j, k ∈ {1, . . . , r} with j 6= k. Hence by Lemma 3.7
we obtain

zℓ1(tσ(1))⊗ tσ(1)zℓ2(tσ(2))⊗ . . .⊗ tσ(1) . . . tσ(r−1)zℓr(tσ(r))⊗ 1F2

≡ (δ1σ(1)ℓ11F1 + ℓ1(tσ(1))1O1)⊗ . . .⊗ (δrσ(r)ℓr1Fr + ℓr(tσ(r))1Or)⊗ 1F2

(modulo I(T )) for all σ ∈ Sr. Now (64) follows from Lemma 3.8.

To finish the proof of Prop. 3.6 (b) consider the commutative diagram

Hr(F ∗
+, C

♭
c(FS1

))×Hr(T , Cc(I
S1,∞/Up,∞))E+

∩◦(res× id)
//

∩◦(id×(52))

��

H0(T ,C ♭
c (S1, S2))

E+

∩η

��

Hd(F
∗
+,C

♭
c (S1, S2))

coinf // Hd(E+,H0(T,C
♭
c (S1, S2)))

where C♭c(FS1) = C♭c(FS1 ,Cp), Cc(I
S1,∞/Up,∞)) = Cc(I

S1,∞/Up,∞,Cp) etc.
and the maps res and coinf denote the restriction and coinflation with re-
spect to T ≤ F ∗

+ (recall that the latter is an isomorphism by Prop. 3.1).
By (64) the image of the pair (cℓ1 ∪ . . . ∪ cℓr , ̺T ) under the composition of
the upper horizontal map, the right vertical map and the inverse of coinf is

(−1)(
r
2)∂((logp ◦N )r). On the other hand its image under the first vertical

map is (cℓ1 ∪ . . . ∪ cℓr) ∩ ϑ. �

Remark 3.10. For µ ∈ {±1} let e(µ) ∈ Z/2Z be given by µ = (−1)e(µ).
Let Σ: = {±1}d+1. We write elements of Σ in the form µ = (µ0, . . . , µd).

Define the pairing 〈 , 〉 : Σ× Σ −→ {±1} by 〈µ, ν〉 = (−1)
∑

i e(µi)e(νi). Let
C be a field of characteristic zero. For a C[Σ]-module V and µ ∈ Σ we put
Vµ = {v ∈ V | νv = 〈ν, µ〉 v ∀ ν ∈ Σ} so that V =

⊕
µ∈Σ Vµ. For v ∈ V we

denote by vµ ∈ Vµ its projection to Vµ. If µ = (+1, . . . ,+1) we shall also
write v+ instead of vµ.

We identify F ∗/F ∗
+ with Σ via the isomorphism F ∗/F ∗

+ = F ∗
∞/U∞

∼=∏d
i=0 R∗/R∗

+
∼= Σ. Hence for any F ∗-module M we obtain an action of

Σ on Hq(F
∗
+,M). Note that ϑ is Σ-invariant (since Σ acts trivially on

Hd+r(F
∗
+, Cc(I

S1,∞/US1,∞,Z))) as well as the cohomology classes defined in
Def. 3.4. Consequently, the cap-product (cℓp1 ∪ . . . ∪ cℓpr ) ∩ ϑ for ℓp = ordp
or ℓp = logp ◦NFp/Qp

is Σ-invariant.

3.3. p-adic L-functions attached to cohomology classes. Let S1, S2
be arbitrary (possibly empty) disjoint subsets of Sp. For a ring R and an
R-module M put

D(S1, S2,M)=Dist(FS1 × F ∗
S2

× Ip,∞/Up,∞,M)=HomR(C
0
c (S1, S2, R),M).

It is easy to see that the functor M 7→ D(S1, S2,M) is exact. Let

(65) 〈 , 〉 : D(S1, S2,M)× C
0
c (S1, S2, R) −→M
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be the canonical (evaluation) pairing. Also for p ∈ S1 by (7) we obtain a
pairing

D(S1, S2,M)× C0
c (Fp, R) −→ D(S1 − {p}, S2,M).

If H is a subgroup of I∞ and M is an R[H]-module we define a H-action
on D(S1, S2,M) by requiring that 〈xλ, xf〉 = x〈φ, f〉 for all x ∈ H, f ∈
C 0
c (S1, S2, R) and λ ∈ D(S1, S2,M).

IfK is a p-adic field and V aK-Banach space then we denote the subspace
of measures of D(S1, S2, V ) by

D
b(S1, S2, V ) = Distb(FS1 × F ∗

S2
× Ip,∞/Up,∞, V ).

The pairing (65) when restricted to Db(S1, S2, V ) extends canonically to a
pairing

(66) 〈 , 〉 : D
b(S1, S2, V )× C⋄(S1, S2,K) −→ V.

Also for p ∈ S1 by (9) we obtain a pairing

(67) D
b(S1, S2, V )× C⋄(Fp,K) −→ D

b(S1 − {p}, S2, V ).

Assume now that S1 ∪ S2 = Sp, H = F ∗
+ and that F ∗

+ acts trivially
on M . Again, we order the places above p so that S1 = {p1, . . . , pr} and
S2 = {pr+1, . . . , pm}. The pairing (65) yields the bilinear map
(68)

∩ : Hd(F ∗
+,D(S1, S2,M))×Hd(F

∗
+,C

0
c (S1, S2, R)) → H0(F

∗
+,M) =M.

For κ ∈ Hd(F ∗
+,D(S1, S2,M)) define µκ ∈ Dist(Gp,M) by

(69)

∫

Gp

f(γ)µκ(dγ) = κ ∩ ∂(f)

for all f ∈ C0(Gp, R).

Suppose now that R = K is a p-adic field andM = V a finite dimensional
K-vector space and let κ ∈ Hd(F ∗

+,D
b(S1, S2, V )). By abuse of notation we

denote its image under Hd(F ∗
+,D

b(S1, S2, V )) → Hd(F ∗
+,D(S1, S2, V )) also

by κ. It is then easy to see that µκ is actually a measure. Thus we obtain
a map

(70) Hd(F ∗
+,D

b(S1, S2, V )) −→ Distb(Gp, V ), κ 7→ µκ.

The integral C(Gp,K) → V, f 7→
∫
Gp
fµκ admits also a description as a

cap-product. More precisely (69) holds more generally for all f ∈ C(Gp,K)
(where ∂ denotes now the map (42) for R = K equipped with the topology
induced by | |p and the cap-product is induced by (66)).

Recall that N : Gp → Z∗
p is defined by γζ = ζN (γ) for all p-power roots of

unity ζ. For s ∈ Zp and γ ∈ Gp we put 〈γ〉s : = expp(s logp(N (γ))).

Definition 3.11. Let K be a p-adic field and V a finite-dimensional K-
vector space. We define the p-adic L-function of κ ∈ Hd(F ∗

+,D
b(S1, S2, V ))

by

Lp(s, κ) : =

∫

Gp

〈γ〉sµκ(dγ).

The main result of this chapter is the following
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Theorem 3.12. Let r : = ♯(S1) and let κ ∈ Hd(F ∗
+,D

b(S1, S2, V )).

(a) Lp(s, κ) is a locally analytic V -valued function on Zp. We have

ords=0 Lp(s, κ) ≥ r.

(b) For p ∈ S1 put ℓp : = logp ◦NFp/Qp
: F ∗

p → K. For the r-th derivative of
Lp(s, κ) at s = 0 we have

L(r)
p (0, κ) = (−1)(

r
2) r! (κ ∪ cℓp1 ∪ . . . ∪ cℓpr ) ∩ ϑ.

Here the cup-product is induced by (67) and the cap-product by (66).

Proof. We have

L(k)
p (0, κ) =

∫

Gp

(logp ◦N )kµκ(dγ) = κ ∩ ∂((logp ◦N )k)

for all k ∈ N. Hence the assertion follows from Prop. 3.6. �

Remark 3.13. The group Σ ∼= F ∗/F ∗
+ acts on Hq(F ∗

+,D(S1, S2,M)) or

Hq(F ∗
+,D

b(S1, S2, V )). Let G+
p be the Galois group of the maximal abelian

extension of F which is unramified outside p. By class field theory we have
an exact sequence F ∗/F ∗

+ = F ∗
∞/U∞ → Gp → G+

p → 1, which yields an
action of Σ on Gp. It is easy to see that (70) is Σ-equivariant. The fact that
γ 7→ 〈γ〉s factors through Gp → G+

p implies that Lp(s, κ) = Lp(s, κ+) for all

κ ∈ Hd(F ∗
+,D

b(S1, S2, V )). Also by Remark 3.10 we have κ ∩ (cℓp1 ∪ . . . ∪
cℓpr ) ∩ ϑ = κ+ ∩ (cℓp1 ∪ . . . ∪ cℓpr ) ∩ ϑ.

3.4. Integral cohomology classes. For a given cohomology class κ ∈
Hd(F ∗

+,D(S1, S2,C)) we will introduce a condition – called integral – which
guarantees that µκ is a p-adic measure (in the sense of section 1.2) and which
allows us to apply Theorem 3.12. To begin with we define the module of
periods of κ.

Definition 3.14. Let κ ∈ Hd(F ∗
+,D(S1, S2,C)) and let R be a subring of

C. The image of

Hd(F
∗
+,C

0
c (S1, S2, R)) −→ H0(F

∗
+,C) = C, x 7−→ κ ∩ x

will be denoted by Lκ,R. If R ⊂ Q then it is called the R-module of periods
of κ.

Lemma 3.15. Let R ⊆ Q be a Dedekind ring.

(a) If R′ ⊇ R is a subring of C then Lκ,R′ = R′Lκ,R.

(b) If κ 6= 0 then Lκ,R 6= 0.

Proof. (a) Since C 0
c (S1, S2, R

′) = C 0
c (S1, S2, R) ⊗ R′ and R′ is flat R-

algebra we have Hd(F
∗
+,C

0
c (S1, S2, R))⊗R′ = Hd(F

∗
+,C

0
c (S1, S2, R

′)).

(b) By (a) it is enough to show Lκ,C 6= 0. This follows from the fact that
the pairing (68) (for M = R = C) is nondegenerate. �
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Definition 3.16. A cohomology class κ ∈ Hd(F ∗
+,D(S1, S2,C)), κ 6= 0

is called integral (or more precisely p-integral) if there exists a Dedekind
ring R ⊂ O such that κ lies in the image of Hd(F ∗

+,D(S1, S2, R)) ⊗R C →

Hd(F ∗
+,D(S1, S2,C)). If in addition there exists a finitely generated R-

submodule M ⊆ Hd(F ∗
+,D(S1, S2, R)) of rank ≤ 1 (i.e. rankRM/Mtor ≤ 1)

such that κ lies in the image of M ⊗R C → Hd(F ∗
+,D(S1, S2,C)) then κ is

called integral of rank ≤ 1.

Proposition 3.17. Let κ ∈ Hd(F ∗
+,D(S1, S2,C)). The following conditions

are equivalent.

(i) κ is integral (resp. integral of rank ≤ 1).

(ii) There exists a Dedekind ring R ⊆ O such that Lκ,R is a finitely generated
R-module (resp. Lκ,R is either = 0 or an invertible R-module).

(iii) There exists a Dedekind ring R ⊆ O, a finitely generated R-module M
(resp. an invertible R-module M of rank 1) and an R-linear map f :M → C
such that κ lies in the image of the induced map f∗ : Hd(F ∗

+,D(S1, S2,M))

→ Hd(F ∗
+,D(S1, S2,C)).

Proof. We consider only the case of arbitrary rank and will leave the
necessary modifications to the rank ≤ 1 case to the reader.

(i) ⇒ (ii) Let R be as in Definition 3.16. If we write κ in the form κ =∑n
i=1 Ωiκi with κi ∈ Im(Hd(F ∗

+,D(S1, S2, R)) → Hd(F ∗
+,D(S1, S2,C)))

and Ωi ∈ C then Lκ,R ⊆ RΩ1 + . . .+RΩn.

(ii) ⇒ (iii) Consider the diagram

Hd(F ∗
+,D(S1, S2, Lκ,R)) −−−−→ HomR(Hd(F

∗
+,C

0
c (S1, S2, R)), Lκ,R)y
y

Hd(F ∗
+,D(S1, S2,C)) −−−−→ HomR(Hd(F

∗
+,C

0
c (S1, S2, R)),C)

where the horizontal maps are induced by the cap-product and the vertical
maps by the inclusion Lκ,R →֒ C. By the universal coefficient theorem
the lower horizontal map is an isomorphism and the kernel and cokernel of
the upper horizontal map are R-torsion. Hence some multiple a · κ with
a ∈ R, a 6= 0 is contained in the image of the left vertical map. Define
f : Lκ,R → C,Ω 7→ a−1Ω.

(iii) ⇒ (i) We may assume that M = Rn (for example replace M by f(M)
and f by the inclusion and then enlarge M if necessary). Let Ω1, . . . ,Ωn ∈
Cn be the images of the standard basis under f . It follows

κ ∈ Im(f∗) =
n∑

i=1

Ωi · Im(Hd(F ∗
+,D(S1, S2, R)) → Hd(F ∗

+,D(S1, S2,C))).

�

Corollary 3.18. Assume κ ∈ Hd(F ∗
+,D(S1, S2,C)) is integral and let R ⊆

O be as in Definition 3.16. Then,
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(a) µκ is a p-adic measure.

(b) The map Hd(F ∗
+,D(S1, S2, Lκ,R))⊗Q → Hd(F ∗

+,D(S1, S2,C)) is injec-
tive and κ lies in its image.

Proof. (a) The image of C0(Gp,O) −→ C, f 7→
∫
f dµκ is contained in

Lκ,O. The assertion follows from Proposition 3.17.

(b) follows from the proof of (ii) ⇒ (iii) above. �

Let κ, R be as above. By abuse of notation we define the p-adic L-
function of κ by Lp(s, κ) : =

∫
Gp

〈γ〉sµκ(dγ). Because of (b) we can view κ

as an element of Hd(F ∗
+,D(S1, S2, Lκ,R)) ⊗R Q. Put Vκ = Lκ,R ⊗R Cp and

let κ̃ denote the image of κ under the homomorphism

(71) Hd(F ∗
+,D(S1, S2, Lκ,R))⊗R Cp −→ Hd(F ∗

+,D
b(S1, S2, Vκ))

induced by the obvious map D(S1, S2, Lκ,R) → D(S1, S2, Lκ,R) ⊗R Cp →
Db(S1, S2, Vκ). It is easy to see that the κ̃ does not depend on the choice of
R. Since Lp(s, κ) = Lp(s, κ̃) we can apply Theorem 3.12.

Corollary 3.19. Assume κ ∈ Hd(F ∗
+,D(S1, S2,C)) is integral. For p ∈ S1

put ℓp : = logp ◦NFp/Qp
. Then,

(a) ords=0 Lp(s, κ) ≥ r.

(b) L
(r)
p (0, κ) = (−1)(

r
2) r! (κ̃+ ∪ cℓp1 ∪ . . . ∪ cℓpr ) ∩ ϑ.

3.5. Another construction of distributions on Gp. Let A(Gm) be the
space of smooth C-valued functions on I/F ∗ which are rapidly decreasing as
|x| → ∞ or |x| → 0 (i.e. for f ∈ A(Gm) and N > 0 there exists a constant
C > 0 such that |f(x)| < |x|−N for |x| > C and |f(x)| < |x|N for |x| < C−1).

Let S1, S2 be disjoint subsets of Sp with S1 ∪S2 = Sp. We consider maps
φ : C 0

c (S1, S2,Z)× F ∗
∞ → C with the following properties

(i) For x∞ ∈ F ∗
∞ the map φ( · , x∞) : C 0

c (S1, S2,Z) → C, f 7→ φ(f, x∞)
lies in D(S1, S2,C).

(ii) For all f ∈ C 0
c (S1, S2,Z) the function

I∞ × F ∗
∞ → C, x = (x∞, x∞) 7→ φ(x∞f, x∞)

lies in A(Gm). In particular we have φ(ξf, ξx∞) = φ(f, x∞) for all
ξ ∈ F ∗.

We denote the space of all φ satisfying (i),(ii) by D(Gm, S1). Note that the
map

C0
c (FS1 × F ∗

S2
,Z)× C0

c (I
p,∞/Up,∞,Z) −→ C

0
c (S1, S2,Z), (f, g) 7→ f ⊗ g

induces an isomorphism C0
c (FS1×F

∗
S2
,Z)⊗C0

c (I
p,∞/Up,∞,Z) ∼= C 0

c (S1, S2,Z)

and that any element of C0
c (I

p,∞/Up,∞,Z) can be written as a finite sum of
the characteristic functions of elements of Ip,∞/Up,∞. Hence we can (and
will) view an element φ ∈ D(Gm, S1) also as a map

(72) φ : C0
c (FS1× F ∗

S2
,Z)× Ip/Up,∞ → C, (f, xp) 7→ φ(f, xp).
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For f ∈ C0
c (FS1 × F ∗

S2
,Z) we denote by φf ∈ A(Gm) the map

I = F ∗
p × Ip → C, φf (xp, x

p) : = φ(xpf, x
p)

In particular for a compact open subset U of FS1×F
∗
S2

we define φU ∈ A(Gm)
as φU = φ1U .

Given φ ∈ D(Gm, S1), f ∈ C0(I/F ∗,C) and s ∈ C we define the integral∫
I/F ∗ f(x)|x|sφ(dx∞, x∞)d×x∞ as follows. By Lemma 3.20 below, there

exists an open subgroup U of Up such that f(xpu, x
p) = f(xp, x

p) for all
(xp, x

p) ∈ F ∗
p × Ip and u ∈ U . We set

(73)

∫

I/F ∗

f(x)|x|sφ(dx∞, x∞)d×x∞ = [Up : U ]

∫

I/F ∗

f(x)|x|sφU (x)d
×x.

It is easy to see that the integral does not depend on the choice of U .
Moreover since φU is rapidly decreasing it is holomorphic in s. Hence there
exists a unique distribution µ = µφ on Gp such that

∫

Gp

f(γ)µφ(dγ) =

∫

I/F ∗

f(ρ(x))φ(dxp, x
p)d×xp

for all f ∈ C0(Gp,C) (here ρ : I/F ∗ → Gp denotes the reciprocity map).

Lemma 3.20. Let X be a set and f : I/F ∗ → X be a locally constant map.
Then there exists an open subgroup U of I, such that f factors through
I/F ∗U .

Proof. Since U∞ =
∏
v∈S∞

R∗
+ is connected, f factors as I/F ∗ → I/F ∗U∞

f̄
−→ X and since I/F ∗U∞ is profinite, f̄ factors through a finite quotient of
IF /F

∗U∞. �

We will construct now a cohomology class κ = κφ ∈ Hd(F ∗
+,D(S1, S2,C))

such that µφ = µκ. Put S0 = S0
∞ = S∞ − {∞0} = {∞1, . . . ,∞d} and

U0
∞ =

∏
w∈S0

∞
R∗
+. We write elements of F∞ = F∞0 × FS0 as pairs (x0, x

0).

For φ ∈ D(Gm, S1) we denote the function

C
0
c (S1, S2,Z)× F ∗

S0 −→ C, (f, x0) 7→

∫ ∞

0
φ(f, x0, x

0)d×x0

by
∫∞
0 φ d×x0. It is easy to see that we have (

∫∞
0 φ d×x0)(ξf, ξx

0) =

(
∫∞
0 φ d×x0)(f, x

0) for all ξ ∈ F ∗
+. Therefore we obtain a homomorphism

(74) D(Gm, S1) −→ H0(F ∗
+,D(S1, S2, C

∞(U0
∞))), φ 7→

∫ ∞

0
φ d×x0.

Here C∞(U0
∞) denotes the ring of smooth C-valued functions on U0

∞ (the

homeomorphism λ : U0
∞ → RS

0
∞ = Rd, (xv) 7→ (log(xv)) provides U0

∞ with
the structure of a real manifold). Note that U0

∞ carries the canonical d-form
d×x1 . . . d

×xd =
∏
v∈S0

∞
d×xv so we obtain a map

(75) C∞(U0
∞) −→ Ωd(U0

∞,C), f 7→ f(x1, . . . , xd) d
×x1 . . . d

×xd
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Define

(76) D(Gm, S1) → Hd(F ∗
+,D(S1, S2,C)), φ 7→ κφ

as follows. Put C• : = D(S1, S2,Ω
•(U0

∞,C)). Since U
0
∞ ≈ Rd, the complex

C• is a resolution of D(S1, S2,C) and we have Ci = 0 if i > d. The map
(76) is the composite of (74) with the map

(77) H0(F ∗
+,D(S1, S2, C

∞(U0
∞))) → H0(F ∗

+, C
d) → Hd(F ∗

+,D(S1, S2,C))

where the first arrow is induced by (75) while the second is an edge morphism
of the spectral sequence

Epq1 = Hq(F ∗
+, C

p) =⇒ Ep+q = Hp+q(F ∗
+, C

•) = Hp+q(F ∗
+,D(S1, S2,C)).

Proposition 3.21. For φ ∈ D(Gm, S1) and κ = κφ ∈ Hd(F ∗
+,D(S1, S2,C))

we have µφ = µκ.

Proof. Define a pairing

〈 , 〉 : D(Gm, S1)× C0(Gp,C) −→ C

as the composite of the product of (74) and (43)with the map

H0(F ∗
+,D(S1, S2, C

∞(U0
∞)))×H0(F

∗
+/E+, H

0(E+,C ))(78)

∩
−→ H0(F

∗
+/E+, H

0(E+, C
∞(U0

∞))) −→ H0(F
∗
+/E+,C) ∼= C

(where C : = C 0
c (S1, S2,Z)). Here the first map is induced by (65) and the

second by

(79) H0(E+, C
∞(U0

∞)) → C, f 7→

∫

U0
∞/E+

f(x1, . . . , xd) d
×x1 . . . d

×xd.

A simple computation shows that

〈φ, f〉 =

∫

Gp

f(γ)µφ(dγ).

for all f ∈ C0(Gp,C). Thus, we need to show κφ∩∂(f) = 〈φ, f〉, i.e. we have
to show that the diagram

(80) H0(F ∗
+,D(S1, S2, C

∞(U0
∞)))×H0(F

∗
+/E+, H

0(E+,C ))

(77)×ǫ

��

(78)

++WWWWWWWWWWWWWWWWWWWWWWWW

C

Hd(F ∗
+,D(S1, S2,C))×Hd(F

∗
+,C )

∩

33gggggggggggggggggggggggg
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commutes. For that consider the commutative diagram

H0(F ∗
+,D(S1, S2, C∞(U0

∞))×H0(F ∗
+/E+, H0(E+,C ))

id×η
��

// H0(F ∗
+/E+, H0(E+, C∞(U0

∞)))

η
��

H0(F ∗
+,D(S1, S2, C∞(U0

∞)))×H0(F ∗
+/E+, Hd(E+,C ))

3×id
��

// H0(F ∗
+/E+, Hd(E+, C∞(U0

∞)))

4
��

H0(F ∗
+,D(S1, S2,Ωd(U0

∞)))×H0(F ∗
+/E+, Hd(E+,C ))

id×5
��

// H0(F ∗
+/E+, Hd(E+,Ωd(U0

∞)))

6
��

H0(F ∗
+,D(S1, S2,Ωd(U0

∞)))×Hd(F
∗
+,C ))

7×id
��

// Hd(F
∗
+,Ω

d(U0
∞))

8
��

Hd(F ∗
+,D(S1, S2,C))×Hd(F

∗
+,C ) // H0(F ∗

+,C) = C

Here the horizontal maps are cap-products induced by the pairings (65).
The maps 3 and 4 are induced by the map (75), the maps 5 and 6 are edge
morphisms in a Hochschild-Serre spectral sequence and 7 and 8 are edge
morphisms of a E1- (resp. E1-) hyper(co-)homology spectral sequence for
the resolution 0 → C → Ω0(U0

∞) → Ω1(U0
∞) → . . .

The commutativity of (80) follows once we have shown that the com-
position of the right column of vertical maps is induced by the map (79).
However this can be easily deduced from the commutativity of the obvious
diagram

H0(E+, C
∞(U0

∞)) −−−−→ H0(E+,Ω
d(U0

∞)) −−−−→ Hd(E+,C)y∩η

y∩η

y∩η

Hd(E+, C
∞(U0

∞)) −−−−→ Hd(E+,Ω
d(U0

∞)) −−−−→ H0(E+,C)

and the fact that the trace map Hd
DR(M) → C, [ω] 7→

∫
M ω for a d-dimen-

sional oriented manifold M corresponds under the canonical isomorphism
Hd

DR(M) ∼= Hd
sing(M) to the map x 7→ x∩ ηM where ηM denotes the funda-

mental class of M . �

For φ ∈ D(Gm, S1) put φ0 = φU0 where U0 =
∏

p∈S1
Op ×

∏
p∈S2

O∗
p .

Corollary 3.22. For p ∈ S1 let cp = cordp ∈ H1(F ∗
+, C

0
c (Fp,Z)) be the

cohomology class of the 1-cocycle (31) for ℓ = ordp. Then we have

∫

I/F ∗

φ0(x) d
×x = (−1)(

r
2) (κ+ ∪ cp1 ∪ . . . ∪ cpr) ∩ ϑ.

Here the cup-product is induced by (67) and the cap-product by (66).

Proof. We use the notation of Prop. 3.5. Note that F1 ⊆ Ip,∞/Up,∞ is
a finite set and X = U0 × F1 so we have 1X =

∑
x∈F x1X0 (where F : =

{1} × F1,X0 : = U0 × {1} ⊆ F ∗
p × Ip,∞/Up,∞ = I∞/Up,∞). Because of the

commutativity of (80) and Prop. 3.5 it is enough to prove that the pair
(
∫∞
0 φ d×x0, [1X ]) is mapped to

∫
I/F ∗ φ0(x)d

×x under the pairing (78). In



ON SPECIAL ZEROS OF p-ADIC L-FUNCTIONS OF HILBERT MODULAR FORMS 41

fact by definition of (78) the pair is mapped to

∫

U∞/E+

φ(1X , x0, . . . , xd) d
×x0 . . . d

×xd

∑

x∈F

∫

U∞/E+

φ(x1X0 , x0, . . . , xd) d
×x0 . . . d

×xd

=

∫

R+×E×F
φ0(x) d

×x =

∫

R+×E×Up×F
φ0(x) d

×x

=

∫

I/F ∗

φ0(x) d
×x

where E ⊆ U0
∞ is a fundamental domain for the action E+. �

4. p-adic L-functions of Hilbert modular forms

4.1. p-ordinary cuspidal automorphic representations. Let π = ⊗v πv
be a unitary cuspidal automorphic representation of G(A). Thus π is an
irreducible direct summand of the right regular representation of G(A) in
L2
disc(G(F )\G(A)). If the archimedian local representations πv are discrete

series then a p-adic L-function Lp(s, π) for π can be defined. The first
construction under certain restrictions on π is due to Manin [19]; a con-
struction in most generality (based on earlier work of Panchishkin [23]) is
due to Dabrowski [10]; see ([10], sect. 12) for further references.

In this section we shall give another definition of Lp(s, π) well-suited for
the proof of the weak exceptional zero conjecture. We assume that π has
parallel weight (2, . . . , 2) and is p-ordinary. The first condition means that
πv = D(2) is the discrete series representation of G(R) of lowest weight 2 for
all v ∈ S∞ and the second that πp is ordinary for all p ∈ Sp in the sense of
section 2.2. We shall attach an element φπ ∈ D(Gm, S1) to π, show that the
corresponding cohomology class κπ = κφπ is integral and define Lp(s, π) as
the p-adic L-series associated to κπ (here S1 denotes the set of p ∈ Sp with
πp = St).

We introduce some notation. Firstly, we denote by A0(G, 2) the set of all
unitary cuspidal automorphic representation π of G(A) of parallel weight

(2, . . . , 2). For each p ∈ Sp we fix an ordinary parameter αp ∈ O
∗
and put

ap = αp + N(p)/αp. As before we let m = ♯(Sp) and r be the number of
p ∈ Sp with αp = 1. We choose an ordering p1, . . . , pm of the places above p
so that αp1 = . . . = αpr = 1. We write Fi, αi and ai instead of Fpi , αpi and
api and put α = (α1, . . . , αm) and a = (a1, . . . , am). Moreover we denote by
A0(G, 2, α) the subset of π ∈ A0(G, 2) such that πpi = παi for i = 1, . . . ,m.

For π ∈ A0(G, 2, α) and a finite set of places S of F we put πS = ⊗v∈S πv
and πS = ⊗v 6∈S πv. We also write π∞, πp,∞, π

∞ etc. for πS∞ , πSp∪S∞ , π
S∞

etc. For each finite place q of F we denote by f(πq) the conductor of πq and
we set f(π) : =

∏
q f(πq). Thus the multiplicity ordp(f(π)) of p ∈ Sp in f(π)

is = 1 if αp = ±1 and = 0 otherwise.
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4.2. Adelic Hilbert modular forms. In section 4.6 we shall define a cer-
tain element φπ ∈ D(Gm, S1) for π ∈ A0(G, 2, α). Firstly, we need to recall
the notion of a Hilbert modular cusp form of parallel weight (2, . . . , 2) (in the
adelic setting). It is a function Φ : G(A) → C with the following properties

(i) For γ ∈ G(F ) we have Φ(γg) = Φ(g).
(ii) For any g ∈ G(A), k∞ ∈ K+

∞ we have Φ(gk∞) = j(k∞, i)
−2Φ(g).

(iii) For any g ∈ G(A∞), z ∈ Hd+1 define fΦ(z, g) : = j(g∞, i)
2Φ(g∞, g)

where g∞ ∈ G(F∞)+ is such that g∞i = z (by (ii) fΦ(z, g) is well
defined). Then z 7→ fΦ(z, g) is a holomorphic function on Hd+1.

(iv) There exists a compact open subgroup K of G(A∞) such that Φ(gk)
= Φ(g) for all k ∈ K and g ∈ G(A).

(v) (Cuspidality) For any g ∈ G(A) we have
∫

A/F
Φ

((
1 x
0 1

)
g

)
dx = 0.

We denote by A0(G, hol, 2) the space of all functions Φ satisfying (i) –
(v) above. It is a left G(A∞)-module via the right action on G(A). For a
compact open subgroup K ⊆ G(A∞) we set S2(G,K) = A0(G, hol, 2)

K . If
K = K0(n) for an ideal n of OF , we write S2(G, n) instead of S2(G,K0(n)).

Let Φ ∈ A0(G, hol, 2) and let fΦ be as in (iii) above. We define

(81)

∫ σ0(P )

σ0(Q)
fΦ(z0, z1, . . . , zd, g)dz0

by integrating the function z0 7→ fΦ(z0, z1, . . . , zd, g) along the geodesic in
H from σ0(Q) to σ0(P ). Using the well-known fact that fΦ(z, g) for fixed
g ∈ G(A∞) rapidly decreases at the set of cusps P1(F ) of Hd+1 it is easy to
see that (81) is well-defined and that
∫ σ0(P )

σ0(Q)
fΦ(z0, . . .)dz0 +

∫ σ0(R)

σ0(P )
fΦ(z0, . . .)dz0 =

∫ σ0(R)

σ0(Q)
fΦ(z0, . . .)dz0

for all P,Q,R ∈ P1(F ).

Let Div(P1(F )) be the free abelian group over P1(F ) and let M =
Div0(P

1(F )) be the subgroup of elements
∑r

j=1 miPi ∈ Div(P1(F )) with

deg(
∑r

j=1 miPi) =
∑r

j=1 mi = 0. The natural G(F )-action on P1(F ) in-

duces a G(F )-action on M. For g ∈ G(A∞) we obtain a homomorphism

M −→ Ohol(H
d), m 7→

∫

σ0(m)
fΦ(z0, z1, . . . , zd, g)dz0

which coincides with (81) for m = P −Q. For m ∈ M we define
∫

m
ωΦ(g) =

(∫

σ0(m)
fΦ(z0, z1, . . . , zd, g)dz0

)
dz1 . . . dzd ∈ Ωdhol(H

d).

We let the group G(F )+ act on Hd via the embedding G(F )+ → (G(R)+)d,
γ 7→ (σ1(γ), . . . , σd(γ)). A simple computation using (i) shows

(82) γ∗
(∫

γm
ωΦ(γg)

)
=

∫

m
ωΦ(g)
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for all γ ∈ G(F )+, g ∈ G(A∞) and m ∈ M. The integral
∫
m ωΦ(g) will be

used in the construction of the Eichler-Shimura map (85) in section 4.5.

Definition 4.1. (a) We denote by A0(G, hol, 2, a) the C-vector space of
maps Φ : G(Ap) → Ba(Fp,C) such that

(i) There exists a compact open subgroup K of G(Ap,∞) such that Φ(gk)
= Φ(g) for all k ∈ K and g ∈ G(Ap).

(ii) For ψ ∈ Ba(Fp,C) the map

〈Φ, ψ〉 : G(A) = G(Fp)×G(Ap) 7→ C, (gp, g
p) 7→ 〈gp · ψ,Φ(g

p)〉

lies in A0(G, hol, 2).

A0(G, hol, 2, a) is a left G(Ap,∞)-module via the right action on G(Ap,∞).

(b) For a compact open subgroup K ⊆ G(Ap,∞) we set S2(G,K, a) =
A0(G, hol, 2, a)

K . If K = K0(m)p where m is an ideal of OF which is rela-
tively prime to pOF , we shall write S2(G,m, a) instead of S2(G,K0(m)p, a).

Remarks 4.2. (a) Let π ∈ A0(G, 2, α). It is easy to see that

A0(G, hol, 2) ∼= HomG(F∞)

(
π∞ , L2

0(G(F )\G(A))
)
,

A0(G, hol, 2, a) ∼= HomG(Fp×F∞)

(
πp,∞ , L2

0(G(F )\G(A))
)

as representations of G(A∞) and G(Ap,∞) respectively.

(b) Assume that F has narrow class number 1. Let n be a non-zero ideal
of OF and let Γ0(n) be the subgroup of matrices A ∈ SL2(O) which are
upper triangular modulo n. Then S2(G, n) can be identified with the space
S2(Γ0(n)) of usual Hilbert modular cusp forms of parallel weight (2, . . . , 2)
on Γ0(n). Moreover if the ideal m of OF is relatively prime to pOF and if n
is the product of m with all p ∈ Sp with αp = ±1 then S2(G,m, a) can be
identified with the subspace of f ∈ S2(Γ0(n)) which satisfy (i) Tpf = apf
for all p ∈ Sp with αp 6= ±1, (ii) f is p-new and Upf = αpf for all p ∈ Sp
with αp = ±1. Here, if p ∤ n (resp. p | n) Tp (resp. Up) denotes the Hecke
operator at p.

4.3. Hecke Algebra. We recall here a few facts about the Hecke algebra of
G(AS) (a reference for what follows is e.g. ([5], 3.4 and 4.2) or ([6], 1.2–4)).
Fix a finite set of places S of F containing S∞. Let dg denote the Haar
measure on G(AS) normalized such that

∫
K dg = 1 for K =

∏
v 6∈S G(Ov).

For a field Ω of characteristic zero we denote by HS
Ω = HG(AS) the Hecke

algebra of G(AS) with coefficients in Ω, i.e. it is the convolution ring of
locally constant compactly supported Ω-valued functions on G(AS) (see [5],
p. 309). If K ⊆ G(AS) is any compact open subgroup then we let HS

K,Ω

be the subspace of K-biinvariant functions in HS
R. Let q ∈ PF − S and

assume K = K ′ × G(Oq) for some compact open subgroup K ′ of G(AS′
)

where S′ = S ∪ {q}. Then HS
K,Ω is isomorphic to the tensor product of

HS′

K′,Ω and the Hecke algebra HΩ(G(Fq), G(Oq)). For the latter we have

HΩ(G(Fq), G(Oq)) ∼= Ω[Tp] (see [5], 4.6.5) so in this case HS
K,Ω = HS′

K′,Ω[Tq].
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Recall that the concepts “smooth HS
Ω-module” and “smooth Ω-repre-

sentation of G(AS)” are interchangeable. In the following we view a smooth
HS

Ω-module often as a smooth G(AS)-module and vice versa. A sequence of
smooth HS

Ω-modules V1 → V2 → V3 is exact if and only if V K
1 → V K

2 → V K
3

is exact for all compact open subgroups K of G(AS). We call a smooth
representation V of G(AS) semisimple if it is isomorphic to a direct sum of
smooth irreducible representations of G(AS). A smooth representation V of
G(AS) is irreducible if and only if V K is either zero or a simpleHS

K,Ω-module
for all K. More generally it is easy to see that a smooth representation V
of G(AS) is semisimple if and only if V K is a semisimple HS

K,Ω-module for
all K.

Let V and W be smooth HS
Ω-modules and assume that V is irreducible

and W is semisimple. Let K0 be a compact open subgroup of G(AS) such
that V K0 6= 0. Then the canonical map HomG(AS)(V,W ) → HomHS

K0

(V K0 ,

WK0) is an isomorphism. For that it is enough to assume that W is irre-
ducible in which case the assertion follows from ([6], Prop. on p. 38).

For π ∈ A0(G, 2) the complex representation πS of G(AS) is an example
of a smooth irreducible representation. It is also known that πS can be
defined over a finite extension of Q. More precisely there exists a smallest
finite extension Ω = Ωπ ⊆ Q of Q (the field of definition of π) and a smooth
irreducible Ω-representation G(AS) → GL(V ) such that πS ∼= V ⊗Ω C as
G(AS)-representations. By abuse of notation we also write πS (resp. πS,K)
for the HS

Ω-module V (resp. for the HS
K-module V K). For a field C con-

taining Ωπ, a compact open subgroup K of G(AS) and a smooth semisim-
ple C-representation W of G(AS) we write Wπ for HomG(AS)(π

S ,W ) =

HomG(AS)(V ⊗ΩC,W ) andWK
π for HomHS

K
(V K ,WK). Also if f :W ′ →W

is a homomorphism of smooth semisimple G(AS)-representations we denote
the induced homomorphism W ′

π → Wπ of C-vector spaces by fπ. We have
WK
π = Wπ if K ⊆ K0(f(π))

S and WK
π = 0 otherwise. If K = K0(f(π))

S ,
then πS,K is one-dimensional as a Ωπ-vector space [8]. Thus the action
of HS

K is given by a homomorphism λπ : HS
K → Ωπ (it is known that

λπ(Tq) lies in the ring of integers of Ωπ). In this case we have Wπ = {w ∈
WK | tw = λπ(t)w ∀t ∈ HS

K}. We also remark that if W ′ → W → W ′′

is an exact sequence of smooth semisimple representations of G(AS) then
W ′
π →Wπ →W ′′

π is exact as well.

Finally, a representation W of G(AS) will be said to be of automor-
phic type if W is smooth and semisimple and the only irreducible subrep-
resentations of W are either the one dimensional representations or the
representations πS for π ∈ A0(G, 2). By strong multiplicity one, if W
is of automorphic type then Wπ is independent of the set S in the fol-
lowing sense. Let S′ ⊃ S and K =

∏
v∈S′−S K(f(π))v. Then we have

HomG(AS′
)(π

S′
,WK) = HomG(AS)(π

S ,W ) (this fact will be used in the

proof of Prop. 4.8 below).

4.4. Cohomology of PGL2(F ). In this section we introduce and study
the cohomology groups of certain G(F )+-modules A (a,M,C) on which the
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group G(Ap,∞) acts smoothly and so that each π ∈ A0(G, 2, a) occurs with
multiplicity 2d+1 in Hd(G(F )+,A (a,M,C)) (see Prop. 4.8 below).

Let H ⊂ G(F ) be any subgroup and let M be a left G(F )-module. Let
R is a ring and N an R[H]-module. For a finite subset S of P∞

F we denote
by A (S,M ;N) the R-module of maps Φ : G(AS,∞) ×M → N such that
Φ(g,−) :M → N is a homomorphism and such that there exists a compact
open subgroup K of G(AS,∞) with Φ(gk,m) = Φ(g,m) for all k ∈ K,
g ∈ G(AS,∞) and m ∈M .

We have commuting G(AS,∞)- and H-actions on A (S,M ;N); the first
is induced by right multiplication on G(AS,∞) and the second is given
by (γ · Φ)(g,m) = γΦ(γ−1g, γ−1m). For a compact open subgroup K ⊆
G(AS,∞) we set A (K,S,M ;N) = A (S,M ;N)K . If K = K0(m)S for an
ideal m of OF not divisible by any q ∈ S we write A (m, S,M ;N) for
A (K0(m)S , S,M ;N). If S = ∅ we will often drop S from the notation,
i.e. we write A (M ;N), A (K,M ;N) etc. for A (S,M ;N), A (K,S,M ;N)
etc.

In contrast to our previous notation in this section we denote by S1,
S2 subsets of Sp with S1 ⊆ S2 ⊆ Sp. We define the G(AS2,∞)-H-module
A (aS1

, S2,M ;N) by

A (aS1
, S2,M ;N) = A (S2,M ;Ba(FS1 , N))

Also for a compact open subgroup K ⊆ G(AS2,∞) we put A (K, aS1
, S2,M ;

N) = A (aS1
, S2,M ;N)K and if K = K0(m)S2 for an ideal m of OF not

divisible by any p ∈ S2 we set A (m, aS1
, S2,M ;N) for A (K0(m)S2 , aS1

, S2,
M ;N). If S = S1 = S2 (resp. S1 = S2 = Sp) (we deal mostly with the latter
case) we shall drop S2 (resp. S1 and S2) again from the notation, i.e. we put

A (aS ,M ;N) = A (aS , S,M ;N) = A (S,M ;Ba(FS , N)),

A (a,M ;N) = A (aSp
, Sp,M ;N) = A (Sp,M ;Ba(Fp, N)).

So A (a,M ;N) can be identified with the R-module of maps Φ : G(Ap,∞)×
M×Ba(Fp, R) → N which are invariant under some compact open subgroup
of G(Ap,∞).

The pairing (34) induces a pairing

〈 , 〉 : A (aS1
, S2,M ;N)× Ba(FS1 , R) −→ A (S2,M ;N)

hence a homomorphism A (aS1
, S2,M ;N) → Ba(FS1 ,A (S2,M ;N)) which

becomes an isomorphism when restricting it to K-invariant elements

A (K, aS1
, S2,M ;N)

∼=
−→ B

a(FS1 ,A (K,S2,M ;N))

(for any compact open subgroup K ⊆ G(AS2,∞)). Similarly, for any p ∈ S1
and S0 : = S1 − {p} we have an isomorphism

(83) A (K, aS1
, S2,M ;N)

∼=
−→ B

ap(Fp,A (K, aS0
, S2,M ;N))
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Remark 4.3. Assume that M is free as an abelian group. For a compact
open subgroup K ⊆ G(AS2,∞) we have

A (K, aS1
, S2,M ;R) ∼= Coind

G(AS2,∞)
K HomZ(M,Ba(FS1 , R))

∼= Coind
G(AS2,∞)
K HomR(M ⊗Z Ba(FS1 , R), R)

Since Ba(FS1 , R) is a free R-module we see that the R-module A (K, aS1
, S2,

M ;R) is isomorphic to a product of copies of R.

Assume now that R = Cp, let O = OCp so that L = A (K, aS0
, S2,M ;O)

is a complete lattice in V = A (K, aS0
, S2,M ;O)⊗O Cp (see section 1). Let

p ∈ S1 such that αp = 1 and S0 = S1 − {p}. By (83) the vector space

A (K, aS1
, S2,M ;O) ⊗O Cp can be identified with Distb(Fp, V ) and so the

evaluation map (6) extends to a pairing Distb(Fp, V ) × C⋄(Fp,Cp) −→ V ,
i.e. we have a canonical bilinear map

A (K, aS1
, S2,M ;O)⊗O Cp × St(Fp,Cp) → A (K, aS0

, S2,M ;O)⊗O Cp.

It will be used for the construction of the L-invariants Lp(π) in the next
chapter.

The next result follows immediately from (21) and (22).

Lemma 4.4. Let S ⊆ Sp, let p ∈ S and let S0 : = S−{p}. Let K ⊆ G(AS,∞)
be a compact open subgroup and put K0 = K ×G(Op), K1 = K ×K0(p)p.

(a) If αp 6= ±1 then the following sequence is exact

0 // A (K, aS ,M ;N) // A (K0, aS0
,M ;N)

(Tp−ap)
// A (K0, aS0

,M ;N) // 0

(b) If αp = ±1 then there exists a short exact sequence

0 // A (K, aS ,M ;N) // A (K1, aS0
,M ;N)W=∓1 // A (K0, aS0

,M ;N) // 0

where W =Wp is a certain involution acting on A (K1, aS0
,M ;N).

Remark 4.5. The involution in part (b) above induces an involution – also
denoted by Wp – on the cohomology groups H•(G(F )+,A (K1, aS0

,M ;N)).
In particular if n is an ideal of OF such that p devides n exactly once we have
an involution Wp acting on Hd+1(G(F )+,A (n, R)). This is the analogue of
the Atkin-Lehner involution. As in the classical case we have Wp = −Up on
Hd+1(G(F )+,A (n, R)).

Proposition 4.6. Let S1 ⊆ S2 ⊆ Sp and let K be a compact open subgroup
of G(AS2,∞).

(a) Let N be a flat R-module (equipped with the trivial G(F )-action). Then
the canonical map

Hq(G(F )+,A (K, aS1
, S2,M;R))⊗R N → Hq(G(F )+,A (K, aS1

, S2,M;N))

is an isomorphism for all q ≥ 0.

(b) If R is noetherian then Hq(G(F )+,A (K, aS1
, S2,M;R)) is a finitely gen-

erated R-module.
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Proof. (a) The sequence 0 → M → Div(P1(F )) ∼= Ind
G(F )
B(F ) Z → Z → 0

yields a short exact sequence

0 −→ A (K, aS1
, S2;N) −→ Coind

G(F )+

B(F )+
A (K, aS1

, S2;N)(84)

−→ A (K, aS1
, S2,M;N) −→ 0

(where A (K, aS1
, S2;N) : = A (K, aS1

, S2,Z;N)). By considering the asso-
ciated long exact cohomology sequences it is enough to prove the assertion
when we replace the coefficients A (K, aS1

, S2,M; ·) with A (K, aS1
, S2; ·) or

Coind
G(F )+

B(F )+
A (K, aS1

, S2; ·) (here we use the flatness assumption). Further-

more using Lemma 4.4 it is enough to consider the case S1 = ∅, S = S2.

Since A (K,S,Z;N) ∼= Coind
G(AS,∞)
K N it suffices to show that

Hq(G(F )+,Coind
G(AS,∞)
K R)⊗R N −→ Hq(G(F )+,Coind

G(AS,∞)
K N)

Hq(B(F )+,Coind
G(AS,∞)
K R)⊗R N −→ Hq(B(F )+,Coind

G(AS,∞)
K N)

are isomorphism for all q ≥ 0 and all R-modules N . For that it is enough

to prove that the functors N 7→ Hq(G(F )+,Coind
G(AS,∞)
K N) and N 7→

Hq(B(F )+,Coind
G(AS,∞)
K N) commute with direct limits (since any module

is the direct limit of free modules of finite rank). For g ∈ G(AS,∞) put
Γg = G(F )+ ∩ gKg−1. By the strong approximation theorem there are only
finitely many double cosets G(F )+gK in G(AS,∞). If g1, . . . , gn ∈ G(AS,∞)
is a system of representatives then

Hq(G(F )+,Coind
G(AS,∞)
K N) =

n⊕

i=1

Hq(Γgi , N).

Since the group Γg is S-arithmetic, hence of type (VFL), the functor N 7→
Hq(Γg, N) commutes with direct limits (see [24], p. 101). The same proof

works for Hq(B(F )+,Coind
G(AS,∞)
K N) as well. Indeed using the Iwasawa

decomposition G(AS,∞) = B(AS,∞)
∏
v∤∞G(Ov) one can easily see that

B(F )+\G(AS,∞)/K is finite.

(b) can be deduced using similar arguments and the fact that the groups Γg
are S-arithmetic and ([24], remarque on p. 101). �

Let S1 ⊂ S2 ⊆ Sp be as before, let R be a ring and let M be a left
G(F )-module. We define

Hq
∗(G(F )

+,A (aS1
, S2,M ;R)) = lim

−→
Hq(G(F )+,A (K, aS1

, S2,M ;R))

where K runs through all compact open subgroups of G(AS2,∞). By 4.6 we
have

Corollary 4.7. Let S ⊆ Sp and let R → R′ be a flat ring homomorphism.
Then the canonical map

Hq
∗(G(F )

+,A (aS ,M;R))⊗R R
′ −→ Hq

∗(G(F )
+,A (aS ,M;R′))

is an isomorphism for all q ≥ 0.
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If R = C is a field of characteristic zero then Hq
∗(G(F )

+,A (aS1
, S2,M ;

C)) is a smooth G(AS2,∞)-module and it is easy to see that we have

Hq
∗(G(F )

+,A (aS1
, S2,M ;C))K = Hq(G(F )+,A (K, aS1

, S2,M ;C)).

We identify G(F )/G(F )+ with the group Σ = {±1}d+1 via the isomophism

G(F )/G(F )+
det
−→ F ∗/F ∗

+
∼= Σ (compare Remark 3.13). Hence Σ acts on

Hq
∗(G(F )

+,A (aS1
, S2,M ;C)) andHq(G(F )+,A (K, aS1

, S2,M ;C)) by con-
jugation.

Proposition 4.8. Let S ⊆ Sp and let C be a field containing the field of
definition of π ∈ A0(G, 2, α).

(a) The G(AS,∞)-representation Hq
∗(G(F )

+,A (aS ,M;C)) is of automor-
phic type for all q ∈ Z.

(b) Let µ ∈ Σ and q ∈ {0, 1, . . . , d}. Then

Hq
∗(G(F )

+,A (aS ,M;C))π,µ =

{
C if q = d;
0 if q ≤ d− 1.

Proof. Firstly, we assume S = ∅. Consider the long exact sequence

. . . −→ Hq
∗(G(F )

+,A (C)) −→ Hq
∗(B(F )+,A (C)) −→

−→ Hq
∗(G(F )

+,A (M;C)) −→ Hq+1
∗ (G(F )+,A (C)) . . .

associated to (84) (the second group is defined similarly as the direct limit
of the groups Hq(B(F )+,A (K,C))). The action of G(A∞) on Hq

∗(G(F )
+,

A (C)) and Hq
∗(B(F )+,A (C)) has been determined in [16]. As a G(A∞)-

module Hq
∗(G(F )

+,A (C)) is a direct sum of one dimensional representa-
tions except for q = d+1 in which case there exists a G(A∞)-stable decom-
position

Hd+1
∗ (G(F )+,A (C)) = Hd+1

cusp ⊕Hd+1
res ⊕Hd+1

Eis .

Again, the action of G(A∞) on the second and third summand is direct sum
of one dimensional representations. On the first factor it is of automorphic
type and we have ([16], 3.6.2.2)

Hd+1
cusp(G(F )

+,A (C))π,µ = C.

Using 4.4, (a) can now be easily deduced from the case S = ∅. For (b) we
may pass to the K0(m)S-invariant part Hq(G(F )+,A (m, aS ,M;C))µ where

m denotes the maximal prime-to-S divisor of f(π). By keeping in mind that
the Hecke operator Tp (resp. Up = −Wp) acts by multiplication with ap
(resp. ±1) on Hd

∗ (G(F )
+,A (aS′ ,M;C))π for p ∈ S with αp 6= ±1 (resp.

αp = ±1) and S′ ⊆ S − {p}, (b) can also be deduced from the case S = ∅
using Lemma 4.4. �

4.5. Eichler-Shimura map. For the rest of this chapter we change the
notation slightly again and denote by S1 = {p1, . . . , pr} the subset of p ∈ Sp
such that αp = 1 (i.e. πp = St) and put S2 = Sp−S1 (thus with our previous
notation we have S1 = {p1, . . . , pr} and S2 = {pr+1, . . . , pm}).
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Let K ⊆ G(Ap,∞) be a compact open subgroup. Our aim is to define a
Hp,∞
K -equivariant homomorphism (Eichler-Shimura map)

(85) S2(G,K, a) → Hd(G(F )+,A (K, a,M;C)), Φ 7→ κΦ.

Its definition is similar to (76) (the role of the manifold U∞ with its natural
F ∗
+-action is replaced by Hd+1 with G(F )+ acting on it). Firstly, define

(86) I0 : S2(G,K, a) −→ H0(G(F )+,A (K, a,M; Ωdhol(H
d)))

by

〈I0(Φ), ψ〉(g,m) =

∫

m
ω〈Φ,ψ〉(1, g)

for ψ ∈ Ca(Fp,C), g ∈ G(Ap,∞) andm ∈ M (here (1, g) denotes the element
(1G(Fp), g) ∈ G(Fp)×G(Ap,∞) = G(A∞)). That the image of I0 is G(F )+-
invariant follows from (82) by a tedious but straightforward computation.
Note that the complex C• : = A (K, a,M; Ω•

hol(H
d)) is a resolution of

A (K, a,M;C) and we have Cq = 0 for q > d. We define (85) to be the
composite of (86) with the edge morphism

H0(G(F )+, Cd) −→ Hd(G(F )+, C•) ∼= Hd(G(F )+,A (K, a,M;C))

of the spectral sequence Epq1 = Hq(G(F )+, Cp)⇒Ep+q = Hp+q(G(F )+, C•).

Next we define two maps

∆α : S2(G,m, a) −→ D(Gm, S1)(87)

∆α : A (m, aS0
, Sp,M;N) −→ D(S0 ∩ S1, S0 ∩ S2, N)(88)

(for S0 any subset of Sp) which are global analogues of the map δα defined
in section 2.5. The first is given by

∆α(Φ)(f, xp) = δα
(
Φ

(
xp 0
0 1

))
(f) = 〈

(
Φ

(
xp 0
0 1

))
, δα(f)〉

for f ∈ C0
c (FS1 × F ∗

S2
,Z) and xp ∈ Ip and the second by

∆α(Φ)(f, xp,∞) = δα
(
Φ

((
xp,∞ 0
0 1

)
,∞− 0

))
(f)

= 〈

(
Φ

((
xp,∞ 0
0 1

)
,∞− 0

))
, δα(f)〉

for f ∈ C0
c (FS0∩S1 × F ∗

S0∩S2
,Z) and xp,∞ ∈ Ip,∞ (as usual ∞, 0 denote the

points [1 : 0] and [0 : 1] of P1(F ) so ∞− 0 ∈ M).

One checks easily that (88) is T (F )-equivariant (we let T (F ) act on D(S0∩
S1, S0 ∩ S2, N) via the identification T = Gm). Hence the maps F ∗

+ =
T (F )+ →֒ G(F )+, ∆α : A (aS0

,M;N) → D(S0 ∩ S1, S0 ∩ S2, N) induce a
Σ-equivariant homomorphism

(89) Hq(G(F )+,A (m, aS1
, Sp,M;N)) −→ Hq(F ∗

+,D(S0∩S1, S0∩S2, N)).

The proof of the following lemma is straightforward and will be left to the
reader.
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Lemma 4.9. The following diagram commutes

S2(G,m, a)
(85)

−−−−→ Hd(G(F )+,A (m, a,M;C))
y∆α

y(89)

D(Gm, S1)
(76)

−−−−→ Hd(F ∗
+,D(S1, S2,C))

4.6. p-adic measures attached to Hilbert modular forms. Let π ∈
A0(G, 2, α). As in section 2.6 let µαi denote the distribution χαi(x)ψpi(x)dx
on Fi (resp. F

∗
i ) if i ≤ r (resp. i > r) and let µπp = µα1 × . . .× µαm be the

product distribution on FS1 × F ∗
S2
.

For v ∈ PF let Wv denote the Whittaker model of πv and let W = W(π)
be the global Whittaker model. We can chooseWv ∈ Wv such that the local
zeta function

ζ(s,Wv, χv) =

∫

F ∗
v

Wv

(
x 0
0 1

)
χv(x) |x|

s− 1
2d×x

is equal to the local L-factor L(s, πv⊗χv) for any unramified quasicharacter
χv : F

∗
v → C∗ and Re(s) ≫ 0. In fact if v ∈ S∞ we can choose Wv such that

Wv(gk) = j(k, i)−2Wv(g) for all g ∈ GL2(R) and k ∈ SO(2). If v is finite
we can (and will) take Wv to be K0(f(πv))v-invariant. It is then uniquely
determined ([8], Theorem 1). If πv is spherical (i.e. ordv(f(π)) = 0), then
Wv = Wv,0 is the unique G(Ov)-invariant element of Wv with Wv,0(g) = 1
for all g ∈ G(Ov). Put W

p(g) =
∏
v∤p Wv(gv) for g = (gv) ∈ G(Ap).

We define φ = φπ : C0
c (FS1 × F ∗

S2
,Z)× Ip/Up,∞ → C in D(Gm, S1) by

φ(f, xp) : =
∑

ζ∈F ∗

µπp(ζf) W
p

(
ζxp 0
0 1

)
.

That φπ is well-defined follows from 2.10 (b). In fact for f ∈ C0
c (FS1×F

∗
S2
,Z)

there exists an element Wf of the Whittaker model Wp of πp = ⊗v∈Spπv
such that

φf (x) : = φ(xpf, x
p) =

∑

ζ∈F ∗

W

(
ζx 0
0 1

)

where W (g) : = Wf (gp)W
p(gp) for g = (gp, g

p) ∈ G(A). It follows φπ ∈
D(Gm, S1). Let µπ : = µφπ be the corresponding distribution on Gp and

κπ : = κφπ ∈ Hd(F ∗
+,D(S1, S2,C)). We have

Proposition 4.10. (a) (Interpolation property) Let χ : Gp → C∗ be a char-
acter of finite order with conductor f(χ). Then

∫

Gp

χ(γ)µπ(dγ) = τ(χ)
∏

p∈Sp

e(αp, χp) · L( 12 , π ⊗ χ)

where

e(αp, χp) =





(1− αpχ(̟)−1) if ordp(f(χ)) = 0, αp = ±1;

(1− χ(̟)
αp

)(1− 1
αpχ(̟)) if ordp(f(χ)) = 0, αp 6= ±1;

α
− ordp(f(χ))
p if ordp(f(χ)) > 0.
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(b) Let U0 =
∏

p∈S1
Op ×

∏
p∈S2

O∗
p and put φ0 : = (φπ)U0. Then,

∫

I/F ∗

φ0(x) d
×x =

∏

p∈S2

e(αp, 1) · L( 12 , π)

(c) κπ is integral (compare Def. 3.16). For µ ∈ Σ let κπ,µ denote the projec-

tion of κπ onto Hd(F ∗
+,D(S1, S2,C))µ. Then κπ,µ is integral of rank ≤ 1.

Proof. (a) We view χ as a character of I/F ∗ and choose an open subgroup
U of Up which lies in the kernel of χp = χ|F ∗

p
. Let WU : =W1U ∈ Wp be as

above and W (g) : =WU (gp)W
p(gp) ∈ W. It suffices to show

[Up : U ]

∫

I/F ∗

χ(x)|x|sφU (x) d
×x

= N(f(χ))sτ(χ)
∏

p∈Sp

e(αp, χp| · |
s
p) · L(s+ 1

2 , π ⊗ χ)

for all s ∈ C with Re(s) > −1. Since both sides are holomorphic functions
it is enough to prove this for Re(s) ≫ 0. Using 2.10 (c) and 2.9 we obtain

[Up : U ]
∫
I/F ∗ χ(x)|x|sφU (x) d

×x = [Up : U ]
∫
I
χ(x)|x|sW

(
x 0
0 1

)
d×x

= [Up : U ]
∫
F ∗
p
χp(x)|x|

sWU

(
x 0
0 1

)
d×x

∫
Ip
χp(y)|y|sW p

(
y 0
0 1

)
d×y

=
∏

p∈Sp

∫
F ∗
p
χp(x)|x|

s
p µαp

(dx) · LSp(s+
1
2 , π ⊗ χ)

= N(f(χ))sτ(χ)
∏

p∈Sp
e(αp, χp| · |

s
p) · L(s+ 1

2 , π ⊗ χ).

(b) Again it suffices to show that
∫

I/F ∗

|x|sφ0(x)d
×x =

∏

p∈S2

e(αp, | · |
s
p) · L(s+ 1

2 , π)

for Re(s) ≫ 0. A similar computation as above yields
∫
I/F ∗ |x|sφ0(x)d

×x =
∏

p∈S1

∫
F ∗
p
|x|spµ1(xOp)d

×x ·
∏

p∈S2

∫
F ∗
p
|x|spµαp

(xO∗
p)d

×x · LSp(s+
1
2 , π).

For p ∈ S1 we have µ1(xOp) =
∫
Fp

1xOp
(y)ψp(y)dy = |x|p1Op

(x) hence

∫

F ∗
p

|x|spµ1(xOp)d
×x =

∫

F ∗
p

|x|s+1
p 1Op

(x)d×x

= (1−N(p)−(s+1))−1 = L(s+ 1
2 , πp).

On the other hand by Prop. 2.9 we get for p ∈ S2
∫

F ∗
p

|x|sp µαp
(xO∗

p)d
×x =

∫

F ∗
p

|x|sp µαp
(dx) = e(αp, | · |

s
p) · L(s+ 1

2 , πα).

The assertion follows.
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(c) Let λa ∈ Ba(Fp,Q) be the image of ⊗m
i=1 λai under (35) and define

Φπ ∈ A0(G, hol, 2, a) by

〈ψ,Φπ(g
p)〉 =

∑

ζ∈F ∗

〈

(
ζ 0
0 1

)
ψ, λa〉W

p

((
ζ 0
0 1

)
gp
)

for gp ∈ G(Ap) and ψ ∈ Ba(Fp,C). To see that Φπ satisfies property (ii)
of Def. 4.1, let ψ ∈ Ba(Fp,C) and define Wψ ∈ W(π) by Wψ(gp, g

p) : =
〈gpψ, λa〉W

p(gp). Then

〈ψ,Φπ〉(g) =
∑

ζ∈F ∗

Wψ

((
ζ 0
0 1

)
g

)
∈ A0(G, hol, 2).

Let m be the maximal prime-to-p divisor of f(π). Because W p is K0(m)-
invariant we have Φπ ∈ S2(G,m, a). Since ∆α(Φπ) = φπ by 2.10 (a), we can
apply Lemma 4.9 to conclude that κπ lies in the image of (89). That κπ
is integral now follows from the fact that R 7→ Hd(G(F )+,A (m, a,M;R))
commutes with flat base change by Prop. 4.6. The second assertion is a
consequence of Prop. 4.6 and 4.8. �

Let π ∈ A0(G, 2, α). By 3.18 and 3.21 the distribution µπ is a p-adic
measure. We define the p-adic L-function of π by

Lp(s, π) : = Lp(s, κπ) = Lp(s, κπ,+) =

∫

Gp

〈γ〉sµπ(dγ) for s ∈ Zp.

It is a locally analytic function with values in the vector space Lκπ,+ ⊗O Cp
of dimension ≤ 1 (compare Remark 3.13).

5. Exceptional zero conjecture

5.1. Automorphic L-invariants. We keep the notation and assumptions
from the end of last section. In this section we define for each p ∈ S1 a
certain number Lp(π) ∈ Cp, the L-invariant of π at p. It has the property
that it does not change under suitable quadratic twists (see Lemma 5.5
below).

Let O denote the valuation ring of Cp. Fix p ∈ S1 and put S0 = Sp−{p}.
Recall that by Remark 4.3) there exists a canonical pairing

A (K, a,M;O)⊗O Cp × St(Fp,Cp)(90)

−→ A (K, aS0
, Sp,M;O)⊗O Cp ⊆ A (K, aS0

, Sp,M;Cp).

It induces a cup-product pairing on G(F )+-cohomology. Together with 4.6
this yields a pairing

∪ : Hp(G(F )+,A (K, a,M;Cp))×Hq(G(F )+, St(Fp,Cp))(91)

−→ Hp+q(G(F )+,A (K, aS0
, Sp,M;Cp))

Hence by passing to the direct limit over all K we obtain a homomorphism
of smooth G(Ap,∞)-representations

· ∪b : Hp
∗ (G(F )

+,A (a,M;Cp)) → Hp+q
∗ (G(F )+,A (aS0

, Sp,M;Cp))
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for all b ∈ Hq(G(F )+, St(Fp,Cp)).

Remarks 5.1. (a) Note that in (90) we cannot replace A (m, a,M;O)⊗O

Cp by A (m, a,M;Cp). Therefore the compatibility of R 7→ Hq1(G(F )+,
A (m, a,M;R)) with flat base change is crucial in the definition of (91).

(b) Let m be an ideal of OF which is relatively prime to pOF . We have a
commutative diagram

A (m, a,M;O)⊗O Cp × St(Fp,Cp) −−−−→ A (m, aS0
, Sp,M;O)⊗O Cpy∆α×δ−1

1

y∆α

Db(S1, S2,Cp)× C⋄(Fp,Cp) −−−−→ Db(S0 ∩ S1, S0 ∩ S2,Cp)

(the top horizontal arrow is the map (90)). Hence for b ∈ Hq(G(F )+, St(Fp,
Cp)) the diagram

Hp(G(F )+,A (m, a,M;Cp))
· ∪b

−−−−→ Hp+q(G(F )+,A (m, aS0
, Sp,M;Cp))y(89)

y(89)

Hp(F ∗
+,D

b(S1, S2,Cp))
· ∪δ∗(b)
−−−−−→ Hp+q(F ∗

+,D
b(S0 ∩ S1, S0 ∩ S2,Cp))

commutes as well. Here δ∗ : Hq(G(F ), St(Fp,Cp)) → Hq(F ∗, C⋄(Fp,Cp)) is

the canonical map induced by δ−1
1 (compare 2.11 (b)) and the first vertical

map is given by

Hp(G(F )+,A (m, a,M;Cp)) ∼= Hp(G(F )+,A (m, a,M;O))⊗O Cp
(89)
−→ Hp(F ∗

+,D(S1, S2,O))⊗O Cp −→ Hp(F ∗
+,D

b(S1, S2,Cp))

The definition of the second vertical map is analogous.

The extension classes (30) associated to the homomorphisms ordp : F
∗
p →

Cp and ℓp = logp ◦NFp/Qp
: F ∗ → Cp define two cohomology classes bord,p,

blog,p ∈ H1(G(F )+, St(Fp,Cp)).

Lemma 5.2. (a) The G(Ap,∞)-representation Hq
∗(G(F )

+,A (aS0
, Sp,M;

Cp)) is of automorphic type for all q ∈ Z.

(b) For µ ∈ Σ the map · ∪bord,p induces an isomorphism

(92) Hd
∗ (G(F )

+,A (a,M;Cp))π,µ −→ Hd+1
∗ (G(F )+,A (aS0

, Sp,M;Cp))π,µ

of Cp-vector spaces.

Proof. Let K be a compact open subgroup of G(Ap,∞) and put K0 =

K ×G(Op) ⊆ G(AS0,∞). We define the H
Sp∪S∞

K -module QK by

0 // QK
// A (K0, aS0

,M;Cp)
Tp−(q+1)

// A (K0, aS0
,M;Cp) // 0.

By considering the corresponding long exact cohomology sequence we obtain
that H•(G(F )+,QK) is of automorphic type and H•(G(F )+,QK)π = 0.
For the latter note that H•(G(F )+,A (K0, aS0

,M;Cp))π = 0 since K0 6⊆

K0(f(π))
S0∪S∞ . By (17) there exists an exact sequence

0 // A (K, aS0
, Sp,M;Cp) // QK

// A (K, a,M;Cp) // 0.
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It follows from 2.11 (c) that (92) is equal to the connecting homomorphism
in the corresponding long exact sequence in degree d (up to sign). Hence
the assertions follow from Prop. 4.8. �

Definition 5.3. For µ ∈ Σ there exists a unique Lp(π, µ) ∈ Cp – called the
L-invariant of π at p – such that

( · ∪blog,p)π,µ = Lp(π, µ) ( · ∪bord,p)π,µ.

If µ = (1, . . . , 1) then we write Lp(π) = Lp(π, µ).

Conjecture 5.4. Lp(π, µ) is independent of the choice of µ ∈ Σ, i.e. we
have Lp(π, µ) = Lp(π) for all µ ∈ Σ.

Lemma 5.5. Let χ : I/F ∗ → {±1} be a quadratic character whose conduc-
tor is prime to p and such that χp = 1. Then

Lp(π, µ) = Lp(π ⊗ χ, sign(χ)µ)

where sign(χ) = χ∞(−1, . . . ,−1) ∈ Σ.

Proof. For a smooth semisimple representation V of G(Ap,∞) we denote
by Vχ the representation V ⊗ det ◦χp,∞. Note that (Vχ)π = Vπ⊗χ. Put
ǫ : = ǫ(χp) = (χp1(̟1), . . . , χpm(̟m)) (compare section 2.8). We define a
twisting operator

Twχ : A (a, Sp,M;Cp) −→ A (ǫa, Sp,M;Cp)

by Twχ(Φ)(g,m) = χp,∞(det(g))Twχp(Φ(g,m)) for all g ∈ G(Ap,∞), m ∈
M and define Twχ : A (aS0

, Sp,M;Cp) → A ((ǫa)S0 , Sp,M;Cp) analo-
gously. Note that Twχ is G(F )+-linear and maps A (K, a, Sp,M;Cp) onto
A (K, ǫa, Sp,M;Cp) as long as det(K) is contained in the kernel of χp,∞.
Note also that Twχ ◦Twχ = id. For b ∈ Hq(G(F )+, St(Fp,Cp)) we obtain a
diagram

Hd
∗(G(F )

+,A (a,M;Cp))π
( · ∪b)π

//

∼=
��

Hd+1
∗ (G(F )+,A (aS0

, Sp,M;Cp))π
∼=

��

Hd
∗(G(F )

+,A (ǫa,M;Cp))π⊗χ

( · ∪b)π⊗χ
// Hd+1

∗ (G(F )+,A ((ǫa)S0
, Sp,M;Cp))π⊗χ

where the vertical maps are induced by Twχ. The commutativity of the
diagram for b = blog,p and b = bord,p implies the assertion. �

Remarks 5.6. (a) Conjecture 5.4 is known in the case F = Q ([2], Theorem
6.8).

(b) Let D be a quaternion algebra over F and let G′ = D∗ (viewed as an
algebraic group). Let π be an automorphic representation of G′(A) whose
components πv are discrete series for all v ∈ S∞. By a similar construction
as above one should be able to define an L-invariant Lp(π) whenever p does
not divide the discriminant of D and we have πp ∼= St. These L-invariants
have been defined in the case F = Q and D definite by Teitelbaum [28], for
F = Q, D =M2(Q) by Darmon [9] (for weight 2) and Orton [22] (higher even
weight) and if F has narrow class number 1 by Greenberg [13] (in the case of
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parallel weight (2, . . . , 2)) (it not difficult to see that for D =M2(F ) the L-
invariant defined in [13] match with the one defined above). An interesting
and difficult problem is to show that Lp(π) is invariant under the Jacquet-
Langlands correspondence (this has been proved for F = Q in certain cases
in [2], Cor. 6.9) or under base change. The author hopes to return to the
study of these L-invariants in the future.

5.2. Main results. Our first main result is

Theorem 5.7. Let π ∈ A0(G, 2, α). The vanishing order of Lp(s, π) at
s = 0 is at least equal to r (i.e. to the number of places p of F above p with
πp ∼= St). Moreover we have

(93) L(r)
p (0, π) = r!

∏

p∈S1

Lp(π) ·
∏

p∈S2

e(αp, 1) · L( 12 , π)

where e(αp, 1) =

{
2 if αp = −1;
(1− 1

αp
)2 if αp 6= ±1.

Proof. The first statement follows from 3.19 (a). By 3.22, 4.10 (b) and
3.19 (b) we have

∏
p∈S2

e(αp, 1) · L( 12 , π) = (−1)(
r
2) (κπ,+ ∪ cp1 ∪ . . . ∪ cpr) ∩ ϑ

L
(r)
p (0, π) = (−1)(

r
2) r! (κ̃π,+ ∪ cℓp1 ∪ . . . ∪ cℓpr ) ∩ ϑ

Thus it suffices to show κ̃π,+ ∪ cℓp = Lp(π) κ̃π,+ ∪ cp for p ∈ S1. Let m

be the maximal prime-to-p divisor of f(π). The proof of 4.10 (c) and 4.8
shows that there exists an element β ∈ Hd(G(F )+,A (m, a,M;Q))π which
is mapped under (89) to some non-zero multiple of κπ. Also by Lemma
2.11 (b) we have 2cp = δ∗(bord,p) and 2cℓp = δ∗(blog,p). Hence the assertion
follows from β+ ∪ bord,p = Lp(π)β+ ∪ blog,p (here we view β as an element of

Hd(G(F )+,A (m, a,M;Cp))). �

Now assume that E/F is an elliptic curve which is p-ordinary, i.e. it has
either good ordinary or multiplicative reduction at all places above p. We
also assume that E ismodular by which we mean that for some prime number
ℓ, the ℓ-adic Tate module of E is isomorphic (as a Galois representation)
to the ℓ-adic representation associated to some π = πE ∈ A0(G, 2) (this
holds then for any ℓ; compare [30]). Then it is known ([7], [27]) that the
local L-factors of E and π all match up. In particular we have Λ(E,χ, s) =
L(s − 1

2 , π ⊗ χ) for any character χ : I/F ∗ → C∗ (where Λ(E,χ, s) denotes
the completed Hasse-Weil L-function) and the conductor of E is = f(π).
Moreover π is p-ordinary and E has split multiplicative reduction at p if
and only if πp = St. Thus π ∈ A0(G, 2, α) for some ordinary parameters
α = (α1, . . . , αm) and if S1 = {p1, . . . , pr} denotes the set of p ∈ Sp where
E has split multiplicative reduction then α1 = . . . = αr = 1. For p ∈ S1

recall that Lp(E) =
logp(NFp/Qp (qE/Fp

))

ordp(qE/Fp
) where qE/Fp

denotes the Tate period

associated to E/Fp. The p-adic L-function of E is defined as Lp(E, s) : =
Lp(s, π). Recall Hida’s conjecture [17]
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Conjecture 5.8. (a) ords=0 Lp(E, s) ≥ r.

(b) L
(r)
p (E, 0) = r!

∏
p∈S1

Lp(E) ·
∏

p∈S2
e(αp, 1) · Λ(E, 1).

In the case r = 1 this has been proved by Mok [21] (under the additional
assumption that p is unramified in F and ≥ 5). We prove the first assertion
unconditionally and deduce the second from Mok’s result under some further
(mild) restrictions using Theorem 5.7 and a non-vanishing result for twisted
L-values [29], [12]. Let w(π) denote the root number of π. We first show

Proposition 5.9. Assume that p ≥ 5 is unramified in F . If (i) E has
multiplicative reduction at some place q ∤ p or (ii) r+w(π) ≡ 1 mod 2 then
Lp(E) = Lp(π) for all p ∈ S1.

Proof. Suppose that there exists a quadratic character χ : I/F ∗ → {±1}
whose conductor is relatively prime to f(π) with the following properties

• χv = 1 for all v ∈ {p} ∪ S2 ∪ S∞ (where S2 = Sp − S1);
• χq 6= 1 for all q ∈ S1 − {p};
• L( 12 , π ⊗ χ) 6= 0.

Let Eχ denote the twist of E by χ. The first property and 5.5 imply Lp(E) =
Lp(Eχ) and Lp(π) = Lp(π⊗ χ). It also follows from the first two properties
that Eχ is p-ordinary and p is the only place above p where Eχ has good
ordinary reduction. Thus by ([21], Theorem 1.1) Conj. 5.8 (b) holds for
Eχ. Since the formula coincides with (93) with the possible exception of
the L-invariants and because of the non-vanishing of L( 12 , π⊗ χ) we deduce
Lp(E) = Lp(Eχ) = Lp(π ⊗ χ) = Lp(π).

Therefore it remains to show that under the assumptions (i) or (ii) there
exists a quadratic character with the above properties. If χ is any quadratic
character with f(χ) relatively prime to f(π) then it is well known that w(π⊗
χ) =

∏
v∈S∞

χv(−1) χ(f(π))w(π). Hence under the assumptions (i) or (ii)
it is clear that there exists χ so that at least the first two properties are
satisfied and such that w(π⊗χ) = 1. Then a theorem of Waldspurger ([29];
see also [12], Thm. B) implies that we can choose χ so that L( 12 , π⊗ χ) 6= 0
holds as well. �

Theorem 5.10. (a) ords=0 Lp(E, s) ≥ r.

(b) Assume p ≥ 5 is unramified in F . If (i) E has multiplicative reduction
at some place q ∤ p or (ii) r is odd or (iii) w(π) = −1 then Conj. 5.8 (b)
holds.

Proof. (a) is part of Theorem 5.7. For (b) assume first w(π) = −1. Then
both sides of the equation vanish (the left hand side by (93)). If w(π) = 1
and (i) or (ii) hold then (b) follows from Thm. 5.7 and Prop. 5.9. �

Remarks 5.11. (a) In the case F = Q, Thm. 5.7 is due to Darmon [9].
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(b) If Conjecture 5.4 holds then it is not necessary to assume (i) or (ii)
in Prop. 5.9 above. In fact, obviously, there exists a quadratic character
χ with χv = 1 6= χq for all v ∈ {p} ∪ S2 and q ∈ S1 − {p} and so that
w(π ⊗ χ) = 1. Hence by Waldspurger’s theorem we can choose χ which
satisfies also L( 12 , π ⊗ χ) 6= 0. In the forthcoming work [14] we shall give a
different and unconditional proof of the equality Lp(E) = Lp(π) (hence of
Hida’s conjecture) without using Mok’s result.
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