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Abstract

For a totally real number field F and a nonarchimedean prime p of F lying above a prime
number p we introduce certain sheaf cohomology groups that intertwine the p∞-tower of a
quaternionic Hilbert modular variety associated to a quaternion algebra D over F that is split
at p and a p-adically admissible representation of PGL2(Fp). Applied to infinitesimal p-adic
deformations of the local factor at p of a cuspidal automorphic representation π of D∗(A) this
yields a natural construction of infinitesimal deformations of the Galois representation attached
to π.
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Introduction

In this paper we introduce certain categories of (étale) sheaves associated to a ”locally pro-étale
tower” of algebraic varieties equipped with an action of a locally profinite group G. Typically,
the sheaves we consider are sheaves on a site without a final object. By ”intertwining” the tower
with a representation of G we construct new cohomology theories and thereby interesting Galois
representations that are usually not motivic, i.e. that do not occur in the étale cohomology of a
single algebraic variety. Our main motivation to develop the theory presented here is to produce
custom fit infinitesimal deformations of Galois representations associated to automorphic forms.
Our method can be applied to construct ”big” Galois representations associated to p-adic families
of automorphic forms as well. Of course the construction of such Galois representations has a long
history starting with the work of Hida and Wiles (see e.g. [Hid1, Hid2], [Wi2]). Our approach
differs from earlier methods insofar that we work completely within the framework of topos theory
as developed in [SGA4].

The results of this paper have been applied in the companion paper [Sp2] where we prove
the equality of automorphic and arithmetic L -invariants associated to Hilbert modular forms (of
parallel weight (2, . . . , 2)). We like to point out that together with (Thm. 6.7, [Sp1])1 one obtains
a proof of the exceptional zero conjecture for modular elliptic curves over totally real fields that
avoids the use of p-adic families of Hilbert modular forms completely. Further applications of the
method introduced here will be given in a sequel to this paper.

In this work we apply our construction only to the case of a tower of quaternionic Hilbert
modular varieties over a single place p (i.e. we vary the level only at one place). Thus in order
to describe our method and results in some detail we focus for the rest of the introduction on
this situation. Specifically we consider the following set-up. We fix a totally real field F and a
quaternion algebra D over F . We assume D is not totally definite and let Σ = {v1, . . . , vd}, d ≥ 1
be the set of archimedian places of F that split D (i.e. D⊗F Fv is isomorphic to the matrix algebra
M2(R) for v ∈ Σ). Let G = D∗/F ∗ viewed as an algebraic group over F and let K∞,+ be a maximal
compact and connected subgroup of G(F ⊗ R). We denote the adele ring of F by A =

∏′
v Fv and

1We like to point out that the results of the main technical section 4.2 of [Sp1] have been clarified and simplified
in ([DS], §3).
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let Af =
∏′
v-∞ Fv be the finite adeles. For a small enough compact open subgroup Kf of G(Af )

the group G(F ) acts properly discontinuously on the symmetric space G(A)/(Kf × K∞,+). The
quaternionic Hilbert modular variety XKf of level Kf is a d-dimensional smooth quasi-projective
variety defined over a specific algebraic number field L (= the reflex field of the corresponding
Shimura datum). The associated complex analytic manifold Xan

Kf
is the space of left G(F )-orbits

in G(A)/Kf ×K∞,+. If d = 1 (resp. d = [F : Q]) then L = F (resp. L = Q).
We fix a nonarchimedean place p of F that is unramified in D so that we can (and will) identify

Gp := G(Fp) with the group PGL2(Fp). We assume that Kf is of the form Kf = K ×Kp
f where

K = Kp (resp. Kp
f ) is a compact open subgroup of Gp (resp. of G(Ap

f ) where Ap
f =

∏′
v-∞p Fv). In

the following we keep Kp
f fixed and vary K. So we consider the p∞-tower X := {XK}K where we

have abbreviated XK = XK×Kp
f
. The tower is equipped with an action of Gp.

We introduce a topos Sh(Xet), i.e. a category of étale sheaves on a site associated to X and
study certain cohomology groups defined in terms of Ext-groups of sheaves in Sh(Xet). The category
Sh(Xet) may be viewed as the category of Gp-equivariant étale sheaves on

X∞ := lim
←−K

XK = lim
←−K

XK×Kp
f

or also as sheaves on the ”quotient” Gp\X∞ (note that the latter does not exists as an algebraic
variety). Given a discrete (i.e. smooth) representation M of Gp – say over an Artinian local ring A
with finite residue field of characteristic p – we can associate a sheaf of A-modules on Xet, i.e. an
object of Sh(Xet, A) that will be denoted by MX,Gp . We then consider the cohomology groups

(1) H•A(XQ;M,F ) := Ext•Sh((XQ)et,A)(MX,Gp ,F )

with coefficients in an arbitrary sheaf F . These cohomology groups are equipped with an action of
the absolute Galois group G = Gal(Q/L) of L. They are also equipped with an action of a Hecke
algebra. For the latter let us assume that Kp

f = K0(n)p where n is an ideal of OF that is relatively
prime to p and the discriminant d of D (for the definition of K0(n)p see section 5.1). Then the
groups (1) are equipped with an action of a spherical Hecke algebra T = Z[Tq | q - pnd].

We also consider a variant of these cohomology groups for the p∞-tower Xan := {Xan
K }K of

complex analytic manifolds defined similarly by

(2) H•O(Xan;M,F ) := Ext•Sh(Xan,O)(MXan,Gp ,F ).

Here it is useful to allow more generally a complete noetherian local ring O with finite residue field
of characteristic p as coefficient ring.

We now list some basic properties of these cohomology theories.

Comparison with the étale cohomology of a single variety XK . Let K be a (sufficiently

small) compact open subgroup of Gp and let M = c-Ind
Gp

K A (compact induction). For F ∈
Sh(Xet, A) let FK be the ”restriction” of F ∈ Sh((XK)et, A) to XK . Then we have

H•A(XQ; c-Ind
Gp

K A,F ) ∼= H•((XK)Q,FK).

Covering spectral sequence. There exists a spectral sequence

Ers2 = ExtrGp,A(M,Hs((XQ)∞,F ))⇒ Hr+s
A (XQ;M,F )
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where H•((XQ)∞,F ) = lim
−→K

H•((XK)Q,FK). Here by Ext•Gp,A( · , · ) we denote the Ext-groups

in the category Modsm
A (Gp) of discrete A[Gp]-modules. If M = c-Ind

Gp

K A for K ⊆ Gp sufficiently
small the spectral sequence can be identified with the Hochschild-Serre spectral sequence (see [Ar],
3.4.7) for the ”covering” X∞ → XK with ”group of deck transformations” K.

Comparison between étale and analytic cohomology. Assume that F ∈ Sh(Xet, A) is con-
structible, i.e. FK is constructible for one (hence every) sufficiently small compact open subgroup K
of Gp. As in the case of usual étale cohomology one can associated to F a sheaf F an ∈ Sh(Xan, A)
and there exists a comparison isomorphism

(3) H•A(XQ;M,F ) ∼= H•A(Xan;M,F an).

Comparison with group cohomology. Let (D∗)+ be the subgroup of elements of D∗ with
totally positive reduced norm and put G(F )+ = (D∗)+/F

∗. If M is a discrete O[Gp]-module that
is projective as an O-module then we have

(4) H•O(Xan;M,O) ∼= H•(G(F )+,AO(M,Kp
f ;O)).

Here the coefficients on the left hand side are O = OXan,Gp , the sheaf on Xan associated to the
trivial Gp-module O. The coefficients AO(M,Kp

f ;O) on the right hand side is the O[G(F )+]-

module of maps G(Ap
f )/Kp

f ×M → O that are O-linear in the second component. The cohomology
groups on the right hand side of (4) have been introduced and studied in [Sp1]. The comparison
isomorphisms (3) and (4) imply in particular that they are equipped with a canonical Galois (i.e.
G-) action in case where O = A is an Artinian local ring.

Relation to p-ordinary cohomology Let Bp be the standard Borel subgroup of Gp = PGL2(Fp)
and let Tp ∼= Gm(Fp) = F ∗p be the maximal torus in Bp. In this paper we focus mainly on the

case M = Ind
Gp

Bp
W (parabolic induction) where W is a discrete A[Tp]-module (or more generally a

discrete O[Tp]-module). We abbreviate

H•A(XQ;W,F ) := H•A(XQ; Ind
Gp

Bp
W,F ),

H•O(Xan;W,F ) := H•O(Xan; Ind
Gp

Bp
W,F ).

We also define the n-th p-ordinary cohomology group OrdnA(XQ,F ) of X with coefficient in F ∈
Sh((XK)et, A) as the n-th right derived functor of F 7→ Ord(H0((XQ)∞,F )) where Ord = OrdBp :

Modsm
A (Gp)→ Modladm

A (Tp) denotes Emerton’s functor of ordinary parts [Em2]. These cohomology
groups are linked by a spectral sequence

(5) Ers2 = ExtrA,Tp(W ι,OrdsA(XQ,F )) =⇒ Hr+s
A (XQ;W,F )

(here W ι = W with reversed Tp-action given by t ·w = t−1w). If F is constructible then we show

(6) OrdnA(XQ,F ) ∼= lim
−→m

Hn((XK1(m))Q,FK1(m))
ord.

Here K1(m) := K1(pm) is defined as usual as the subgroup of A ∈ PGL2(Op) with A ≡ ( 1 ∗
0 1 ) mod pn

(and modulo the center) and the superscript ”ord” denotes the ordinary part in the sense of Hida.
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If F is constructible then the groups (6) are admissible A[Tp]-modules. Moreover if W is admissible
then the cohomology groups H•A(XQ;W,F ) are equipped with a canonical profinite topology and
the Galois action is continuous. If W is finite then the groups H•A(XQ;W,F ) are finite as well.

$-adic cohomology We will also introduce a version of `-adic cohomology adapted to our context.
Let O be the valuation ring of a p-adic field E and put Om = O/($m) where $ denotes a
uniformizer. Similarly to the classical case one can define the notion of an étale constructible $-
adic sheaf F = (Fn)n on X. If W is a $-adically admissible O[Tp]-module without $-torsion (see
[Em2], 2.4.7) then we set

(7) Hn
$−ad(XQ;W,F ) := lim

←−
m

Hn(XQ;W ⊗O Om,Fm).

This defines a contravariant δ-functor (in the component F ). The groups (7) are again equipped
with a canonical profinite topology and the Galois action is continuous.

By inverting $ we can replace W in (7) by an admissible E-Banach space representation V of
Tp. Concretely, we define

(8) H•$−ad(XQ;V,F ⊗ E) := H•$−ad(XQ;W,F )⊗O E

where W is a Tp-stable lattice in V . The cohomology groups (8) define a δ-functor in both variables
(contravariant in V ). If F = O is constant and if V is a finite-dimensional and discrete Tp-
representation admitting a Tp-stable lattice then we have (Prop. 4.18 and Lemma 5.15)

(9) H•$−ad(XQ;V,E) = H•$−ad(Xan;V,E) = H•E(Xan;V,E).

Relation to automorphic forms Let χ : Tp ∼= F ∗p → E∗ be a unitary quasicharacter (i.e.
ker(χ) is open and the image of χ is contained in O∗). We consider the cohomology groups (9) for
the one-dimensional discrete Tp-representation V = E(χ). We show that a cuspidal automorphic
representation π =

⊗′
v πv of G(A) of parallel weight 2, 2, . . . , 2 occurs in the cohomology group

Hn
E(Xan;E(χ), E) (i.e. the π-isotypical component Hn

E(Xan;E(χ), E)π is non-trivial) if and only

n = d or n = d + 1, the local component of π at p is equal to Ind
Gp

Bp
χ and if the conductor of

π∞,p =
⊗′

v-p∞ πv divides n (see Prop. 5.13 for the precise statement).

If we consider instead e.g. the case V = Ẽ[Θ] where Ẽ = E[ε] is the ring dual numbers over E
and Θ : F ∗p → Ẽ∗ is an infinitesimal deformation of χ of the form Θ(x) = χ(x) · (1 +ψ(x)ε), x ∈ F ∗p
with ψ ∈ Homcont(F

∗
p ,Zp), then for n = d, d+ 1 and a suitable choice of ψ the Ẽ[G]-module

(10) Hn
$−ad(XQ; Ẽ[Θ], E)π

is a non-trivial deformation of Hn
E(Xan;E(χ), E)π.2 Here the subscript π indicates that we localize

with respect to ker(λπ : T→ E).
Action of the decomposition group at p Assume that d = 1 so that each XK is either a
Shimura curve (if D is a division algebra) or a modular curve (if F = Q and if D = M2(Q)

2For a precise statement in the case where χ = 1 see [Sp2]; the techniques employed there can be generalized to
prove that for an arbitrary quasicharacter χ there exists an – up to scalar – unique ψ with given kernel ker(ψ|Op∗)

such that (10) is a free Ẽ-module of rank dimE HnE(Xan;E(χ), E)π.
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is the 2 × 2-matrix algebra). For the action of the decomposition group Gp = Gal(Qp/Fp) on

Hπ := H1
$−ad(XQ; Ẽ[Θ], E)π we show that there exists a short exact sequence of Ẽ[Gp]-modules

0 −→ H0
π −→ Hπ −→ Het

π → 0

so that the Gp-action on H0
π factors through the maximal abelian quotient of Gp and can be

described explicitly in terms of the local reciprocity map and of Θ (for a more general and precise
statement see Theorems 5.27 and 5.35).

Now we describe briefly the content of each section. In Chapters 1 and 2 we deal with certain
aspects of the representation theory of G = PGL2(F ) and its maximal torus T over a complete
local ring O. Here F is now a fixed p-adic field. Specifically in section 1.2 we establish some basic
properties of the category of locally admissible representations of certain locally profinite groups
and monoids. Sections 1.3 and 2.2 consists of preparatory material from commutative algebra that
will be used in sections 2.3 and 2.4 where we review and study the functor Ord : Modsm

O (G) →
Modladm

O (T ) and its right derived functors. In section 2.1 we investigate the Ext-groups in the
category of locally admissible representations of T and in section 2.5 we recall the notions of $-
adically admissible and of admissible Banach space representations of T .

The key technical result of the first two chapters is Lemma 2.22. It is a purely representation-
theoretic result contributing towards the proof of (6). It also implies (see Cor. 2.26) that the n-th
right derived functor of Ord when applied to a locally admissible representation V of G over an
Artinian local ring A agrees with Emerton’s n-th higher functor of ordinary parts introduced in
[Em3]. We note though that rather than in ([Em3], Conj. 3.7.2) we consider Ord here as a functor
on the whole category of discrete representations G. However our methods can also be adapted to
give a proof of Emerton’s conjecture for G = PGL2(F ) (see Remark 2.27 (b); however this proof is
simpler than that of Cor. 2.26 as it does not rely on Lemma 2.22).

In chapter 3 we develop a general framework for constructing the topoi Sh(Xet) and Sh(Xan)
and the cohomology groups (1) and (2). For that we consider again an arbitrary locally profinite
group G together with a set K of ”small enough” open subgroups of G satisfying certain conditions
and a site C that has fibre products, equalizers and coproducts. In section 3.2 we discuss some basic
properties of the site S = SG,K (equipped with the canonical topology) of discrete left G-sets S
such that the stabilizer of each element in S is contained in K . In section 3.3 we introduce the
notion of an S -object in C. It is a continuous functor X : S → C that commutes with coproducts.
We show that there exists a natural construction of a site C/ colimX so that X ”lifts” to a functor
X̃ : S → C/ colimX. For an arbitrary coefficient ring R the topos Sh(X,R) is defined as the
category of sheaves of R-modules on C/ colimX. We show that this construction is independent of
the choice of K . Moreover if S has a final object pt, i.e. if G ∈ K then Sh(X,R) can be identified
with category of sheaves R-modules on the site C/XG (where XG := X(pt)). The category of
sheaves R-modules on S can be identified with the category Modsm

R (G) of discrete R[G]-modules.
Under this identification we denote the pair of adjoint functors (X̃s, X̃

s) by

Modsm
R (G) −→ Sh(X,R), M 7→MX,G, H0(X∞, · ) : Sh(X,R) −→ Modsm

R (G).

An S -object X will be called exact if it commutes with equalizers. In this case we show that the
functor M 7→ MX,G is exact. In section 3.4 we introduce the notion of a morphism f : X → Y of
S -objects and establish basic properties of the induced morphism of topoi (f∗, f∗) : Sh(X,R) →
Sh(Y,R). In section 3.5 we consider more generally functorial properties of Sh(X,R) with respect
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to both changing X and the underlying group G. Here the advantage of working with the category
S rather than with just the collection of open subgroups K of G comes fully to bear. In section
3.6 the cohomology groups (1) are introduced and their basic properties discussed in the context of
arbitrary S -objects. In the subsequent sections 3.8 and 3.9 we introduce the notion of an S -space
and S -scheme by specifying the underlying site C and we discuss the Galois action on the groups
(1). In the final section 3.10 of the chapter the isomorphism (4) will be established within a rather
general framework.

In Chapter 4 the general theory developed in the previous chapter is specified to the case
G = PGL2(F ) (where F is a p-adic field) and M is parabolically induced. Furthermore we consider
only the case where R = O is a complete noetherian local ring. In section 4.1 we introduce ordinary
cohomology Ord•O(X,F ) of an S -space (or scheme) X. If X is exact then we prove that a spectral
sequence of the type (5) exists. Moreover we show that (6) holds if either X is an S -scheme,
O = A is Artinian and F is constructible or if X is an S -space, dim(O) ≤ 1 and the sheaf F
satisfies certain finiteness conditions. In section 4.2 we introduce the $-adic cohomology groups
(7) and (8).

Finally, in Chapter 5 we consider the case of a quaternionic Hilbert modular S -variety X. By
applying X to S = Gp/K with K sufficiently small the variety X(S) is equal to the Hilbert modular
variety XK considered at the beginning of the introduction. In section 5.1 we prove the existence of
X and show that it is an exact S -scheme. Occasionally, we also consider the case d = 0, i.e. when D
is a totally definite quaternion algebra. In this case there exists only an associated (0-dimensional)
S -space X = Xan and it is not exact anymore. If d ≥ 1 then the varieties XK are proper except
if D = M2(F ). In this case one can view the collection of Borel-Serre compactifications of each
X(S)an for S ∈ S also as an S -space. We denote it by XBS. In section 5.2 we study the
cohomology of the boundary ∂X = XBS \X and in two subsequent we establish a variant of (4)
for $-adic cohomology, prove (9) and investigate which automorphic representations π ”occur” in
the cohomology H•$−ad(XQ;E(χ), E) = H•E(Xan;E(χ), E) when χ is a unitary quasicharacter. In
section (5.5) we consider the case d = 0, 1. We study in particular the groups

(11) Ordd$−ad(Xan,O) := lim
←−
m

OrddOm(Xan,Om)

where O denotes again the valuation ring of a p-adic field E. We prove that (11) is a $-adically
admissibleO[Tp]-module and that the dual of the associated E-Banach space Ordd$−ad(Xan,O)⊗OE
is a module under a certain Iwasawa algebra Λ⊗OE and as such is finitely generated and projective
(see Prop. 5.21 for the precise statement).

In the final two sections we consider the case d = 1. We study in particular the action of
the decomposition group Gp on H1

$−ad(XQ;A(χ), E) where A is an Artinian local E-algebra and
χ : Tp → A∗ is a bounded character. Using (5) and (6) it will be shown that for any E-Banach
space representation V of Tp we have

H1
$−ad(XQ;V,E) = HomE[Tp](V

ι,Ord1
$−ad(XQ,O)⊗O E)

and that Ord1
$−ad(XQ,O) is the $-adic completion of lim

−→n
lim
←−
m

H1((XK1(n))Q,Om)ord. This to-

gether with a trick of Hida allows us to deduce Theorem 5.27 from a result of Wiles ([Wi1], Thm.
2.2).
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1 Representations of locally profinite groups

1.1 Notation and preliminary remarks

Unless otherwise stated all rings are commutative with 1 6= 0. If ϕ : R→ R′ is a ringhomomorphism
and N an R-module then we put NR′ = N ⊗R R′. If M is an R′-module then we can view it as an
R-module via ϕ and as such denote it by Mϕ.

Let R be noetherian ring and let G be a locally profinite group or a locally profinite monoid.
By the latter we mean that G is a topological monoid so that its maximal subgroup G0 is open and
locally profinite. If G is only a monoid then we will assume that gG0 = G0g holds for every g ∈ G.

The category of left R[G]-modules will be denoted by ModR(G). A left R[G]-module V is called
discrete (or smooth) if V is discrete as a G-module, i.e. if the stabilizer StabG(v) = {g ∈ G0 | gv = g}
is open in G for every v ∈ V . A discrete R[G]-module V is called admissible if V U is a finitely
generated R-module for every open subgroup U of G0.

The full subcategory of ModR(G) of discrete R[G]-modules will be denoted by Modsm
R (G).

Furthermore we denote by Modsm
R,f (G) respectively Modadm

R (G) the subcategory of discrete R[G]-
modules that are finitely generated as R-modules resp. admissible. The category Modsm

R (G) is
abelian and Modsm

R,f (G) is a Serre subcategory of Modsm
R (G).

Then the category Modsm
R (G) has enough injectives. Indeed, the category ModR(G) has enough

injectives and the embedding Modsm
R (G) ↪→ ModR(G) is exact and left adjoint to the functor

ModR(G) −→ Modsm
R (G), V 7→ Vsm =

⋃
U≤G0,U open

V U .

So if V ∈ Modsm
R (G) and V ↪→ I is a monomorphism in ModR(G) with I injective then it factors

as V → Ism → I and Ism is an injective object of Modsm
R (G).

We note the following useful

Lemma 1.1. Let G be a second countable locally profinite group and let R be a principal ideal
domain. Let W ∈ Modadm

O (G) and assume that W is torsionfree as an R-module. Then W is a
free R-module.

Proof. Since G is second countable there exists a sequence of open subgroups of K0 ⊇ K1 ⊇ K2 ⊇
. . . ⊇ Kn ⊇ . . . f G with

⋂
n≥0Kn = 1. The R-submodule WKn of W is finitely generated and

torsionfree hence free. Also the fact that W is torsionfree implies that Pn := WKn+1/WKn is a
torsionfree, hence free R-module as well. Therefore we have WKn+1 ∼= WKn ⊕Pn as R-modules. It
follows W =

⋃
n≥0W

Kn ∼= WK0 ⊕
⊕

n≥0 Pn, so W is free as an R-module.

1.2 Locally admissible R[G]−modules

Let G be a locally profinite group or a locally profinite monoid. A discrete R[G]-module V is
called locally admissible if V is the union of its admissible submodules. Equivalently, V is locally
admissible if the submodule R[G]v is admissible for every v ∈ V . The full subcategory of Modsm

R (G)
of locally admissible R[G]-modules will be denoted by Modladm

R (G). We will show that the category
Modladm

R (G) is abelian under the following assumption.
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Assumption 1.2. Every open subgroup U of G contains an open normal subgroup of G.3 Moreover
for any open normal subgroup N of G the quotient group (resp. monoid) G/N is finitely generated.

Note that 1.2 holds if G is a profinite group but not e.g. for G = PGL2(Qp).

Lemma 1.3. Assume that G satisfies condition 1.2 and let V ∈ Modsm
R (G). The following condi-

tions are equivalent
(i) V is a finitely generated and admissible R[G]-module.
(ii) V is finitely generated as an R-module.

Proof. Assume that (i) holds and let v1, . . . , vm ∈ V with V =
∑r

i=1R[G]vi. There exists an
open normal subgroup U of G such that v1, . . . , vm ∈ V U . Since U is normal we have gvi ⊂ V U for
i = 1, . . . ,m and g ∈ G hence also V = V U and therefore V ∈ Modsm

R,f (G). The converse implication
is obvious.

It follows that a discrete R[G]-module V is locally admissible if and only if V is the union of its
submodules that are finitely generated as R-modules. For an arbitrary discrete R[G]-module V let
Vladm denote its maximal locally admissible R[G]-submodule, i.e.

Vladm =
∑
V ′∈X

V ′ =
⋃

V ′∈X

V ′

where X be the collection of its R[G]-submodules V ′ ⊆ V with V ′ ∈ Modsm
R,f (G).

Lemma 1.4. Assume that G satisfies condition 1.2.

(a) The category Modladm
R (G) is a Serre subcategory of Modsm

R (G). It is in particular an abelian
category.

(b) The category Modladm
R (G) has enough injectives.

Proof. (a) Let 0 −→ V ′
α−→ V

β−→ V ′′ −→ 0 be a short exact sequence in Modsm
R (G). We

have to show that V ∈ Modladm
R (G) if and only if V ′, V ′′ ∈ Modladm

R (G). Firstly, assume that
V is locally admissible. Then V ′ is obviously locally admissible. That V ′′ is locally admissible
follows immediately from the fact that quotients of objects in Modsm

R,f (G) lie again in Modsm
R,f (G).

Conversely, assume that V ′, V ′′ ∈ Modladm
R (G). Let v ∈ V and put V0 = R[G]v, V ′0 = α−1(V0) and

V ′′0 = β(V0). Let U be an open normal subgroup of G with v ∈ V U . Then V ′0 is a submodule of
the R[G/U ]-module V0, hence it is finitely generated as an R[G/U ]-module (since the ring R[G/U ]
is noetherian). Therefore as an R[G]-module V ′0 is finitely generated and it is admissible (as a
submodule of V ′). Also, as submodule of V ′′, the R[G]-module V ′′0 = R[G]β(v) is admissible. Hence
the extension V0 of V ′′0 by V ′0 is admissible, too.

(b) Note that the functor

(12) Γladm : Modsm
R (G) −→ Modladm

R (G), V 7→ Vladm

is right adjoint to the embedding Modladm
R (G) ↪→ Modsm

R (G) hence it maps injectives objects to
injectives objects. Let V ∈ Modladm

R (G). There exists a monomorphism of R[G]-modules µ : V ↪→ I
with I an injective object in Modsm

R (G). Then µ factors in the form V ↪→ Iladm ↪→ I and Iladm is
an injective object in Modladm

R (T ).
3A subgroup H of a monoid G is normal if gH = Hg for every g ∈ G.
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1.3 Locally finite R[X,X−1]-modules

We now consider the case G = Z, so that the group ring R[G] can be identified with the localization
R[X,X−1] = S−1R[X] of the polynomial ring R[X] with respect to S = {Xn | n ≥ 1}. We will
write Modlfin

R[X,X−1] instead of Modladm
R (Z) and call an object M of Modlfin

R[X,X−1] a locally finite

R[X,X−1]-module. Note that an R[X,X−1]-module M is locally finite if R[X,X−1]m is finitely
generated as an R-module for every m ∈M . For M ∈ Modlfin

R[X,X−1] we denote by Mlfin its maximal

locally R[X,X−1]-finite submodule.
For G = Z we will study the left exact functor (12), i.e. the functor

(13) Γlfin : ModR[X,X−1] −→ Modlfin
R[X,X−1], M 7→Mlfin.

Let S1 (resp. S2) be the multiplicative subset of R[X,X−1] consisting of polynomials anX
n +

an−1X
n−1 + . . .+a0 6= 0 (resp. anX

−n+an−1X
−n+1 + . . .+a0 6= 0) with leading coefficient an = 1.

Lemma 1.5. For M ∈ ModR[X,X−1] we have

Mlfin = ker
(
M −→ S−1

1 M ⊕ S−1
2 M, m 7→

(m
1
,
m

1

))
.

Proof. For m ∈M we have

m ∈Mlfin ⇔ R[X,X−1]m = R[X]m+R[X−1]m ∈ ModR,f

⇔ R[X]m, R[X−1]m ∈ ModR,f

⇔ ∃n ≥ 1 :
n−1∑
i=0

RXim = R[X]m and
n−1∑
i=0

RX−im = R[X−1]m

⇔ ∃ s1 ∈ S1, s2 ∈ S2 : s1 ·m = 0 = s2 ·m.

As a consequence of the above characterization of the functor Γlfin we get

Proposition 1.6. (a) The embedding Modlfin
R[X,X−1] ↪→ ModR[X,X−1] preserves injectives.

(b) If M ∈ Modlfin
R[X,X−1] then M is Γlfin-acyclic, i.e. we have (RnΓlfin)(M) = 0 for n ≥ 1.

We need the following

Lemma 1.7. Let R be a noetherian ring, let S be a multiplicative subset of R consisting of non-zero
divisors and let I be an injective R-module. We have

(a) J := ker
(
I → S−1I, x 7→ x

1

)
is an injective R-module.

(b) The sequence of R-modules

(14) 0 −−−−→ J
incl−−−−→ I

x 7→x
1−−−−→ S−1I −−−−→ 0

is exact and splits.
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Proof. (a) It suffices to see that for any ideal b ⊆ R and any homomorphism ϕ : b→ J there exists
a homomorphism ψ : R → J extending ϕ. Since b is finitely generated and ϕ(b) lies in J there
exists s ∈ S such that s · ϕ(b) = 0. Let a = R · s and put Γa(I) = {x ∈ I | ∃n ≥ 1 : anx = 0} =
{x ∈ I | ∃n ≥ 1 : sn · x = 0}. Note that ϕ(b) ⊆ Γa(I) ⊆ J . By ([Hs], Ch. III, Lemma 3.2), Γa(I) is
an injective R-module. Hence there exists a homomorphism ψ : R → Γa(I) that extends ϕ. Since
Γa(I) ⊆ J we conclude that J is an injective R-module.

(b) Since s ∈ S is not a zero divisor the map I → I, x 7→ s · x is surjective. Hence the second
map in (14) is surjective. That the sequence splits follows from (a).

Proof of Prop. 1.6. (a) Let I be an injective R[X,X−1]-module. By applying Lemma 1.7 twice we
see that Ilfin is an injective R[X,X−1]-module as well. Indeed firstly I0 := ker(I → S−1

1 I) is an
injective R[X,X−1]-module, so by Lemma 1.5 the R[X,X−1]-module Ilfin = ker(I0 → S−1

2 I0) is
injective, too.

Now let J be an injective object in Modlfin
R[X,X−1] and let µ : J ↪→ I be a monomorphism into an

injective R[X,X−1]-module I. Then µ factors as J ↪→ Ilfin ↪→ I. Since J is in Modlfin
R[X,X−1] it is a

direct summand of Ilfin. Since the latter is an injective R[X,X−1]-module the same holds for J .
(b) follows immediately from (a) and the fact that Γlfin is the identical functor when restricted

to Modlfin
R[X,X−1].

Now assume that R = O is a complete noetherian local ring with maximal ideal m and residue
field k. Let M be an O[X,X−1]-module that – as an O-module – has support contained in {m}
(i.e. for every m ∈ M , m 6= 0 we have

√
AnnO(m) = m). In this case the submodule Mlfin admits

a simpler description than the one given in Lemma 1.5. For that consider the multiplicative subset

S = {x ∈ O[X,X−1] | x̄ 6= 0}

of O[X,X−1] where x 7→ x̄ denotes the residue map mod m, i.e. the map

O[X,X−1] −→ k[X,X−1], x 7→ x̄ := x mod m.

Lemma 1.8. Let M be an O[X,X−1]-module whose support – as an O-module – is contained in
{m}. We have

(15) Mlfin = ker
(
M → S−1M, m 7→ m

1

)
Proof. Since S1, S2 ⊆ S we have Mlfin ⊆ ker

(
M → S−1M, m 7→ m

1

)
by Lemma 1.5. Conversely,

let m ∈ M so that there exists s ∈ S with s ·m = 0. By Lemma 1.5 we have to show that there
exists s1 ∈ S1, s2 ∈ S2 with s1 ·m = 0 = s2 ·m. The assumption on M implies that there exists a
positive integer n such that mn ·m = 0.

After multiplying s with a high enough power of X we may assume s ∈ O[X]. We decompose
s̄ ∈ k[X] in the form s̄ = g0 · Xn where n ≥ 0 and g0 ∈ k[X] is a polynomial with non-zero
constant term. By Hensel’s Lemma there exists polynomials g, h ∈ O[X] with s = g · h, ḡ = g0,
deg(g) = deg(g0) =: d and h̄ = Xn. The element h is – modulo mn – a unit (i.e. there exists
h′ ∈ O[X,X−1] such that hh′ − 1 ∈ mnO[X,X−1]) since h̄ = Xn ∈ k[X,X−1] is a unit and since
the ideal mO[X,X−1]/mnO[X,X−1] of (O/mn)[X,X−1] is nilpotent. Hence g ·m = h′ · g · h ·m =
h′ · s ·m = 0. We write g = adX

d + . . . + a1X + a0. The assumptions deg(g) = deg(g0), ḡ = g0

and g0(0) 6= 0 imply that ad, a0 are units in O. Hence s1 := a−1
d g ∈ S1, s2 := a−1

0 T−dg ∈ S2 and
s1 ·m = 0 = s2 ·m. This proves (15).
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For the right derived functors of (13) we deduce the following

Lemma 1.9. Let O be a complete noetherian local ring with maximal ideal m and residue field k
and let M be an O[X,X−1]-module. Assume that dim(O) ≤ 1 and that the support of M – as an
O-module – is contained in {m}. Then for n ≥ 0 we have

(16) RnΓlfinM =


ker
(
M → S−1M, m 7→ m

1

)
if n = 0,

coker
(
M → S−1M, m 7→ m

1

)
if n = 1,

0 if n ≥ 2.

Proof. Firstly, assume that dim(O) = 0, i.e. O is Artinian. Let 0 → M → I• be an injective
resolution. By Lemmas 1.8 and 1.7 the sequence of complexes 0 → I•lfin → I• → S−1I• → 0 is
exact. Passing to the long exact cohomology sequence and yields (16).

Now assume that dim(O) = 1 and let S0 be the multiplicative set of non-zero divisors of O so
that S−1

0 O =
∏

p∈SpecO,p6=mOp. Therefore an arbitrary O-module N has support contained in {m}
if and only if S−1

0 N = 0. Let 0→M → I• be an injective resolution and put J• = ker(I• → S−1
0 I•).

Since, by assumption, we have S−1
0 M = 0 , Lemma 1.7 implies that 0 → M → J• is an injective

resolution as well. Moreover for every n ≥ 0 the support of Jn – as an O-module – is contained
in {m}. Again by Lemmas 1.8 and 1.7 the sequence of complexes 0→ J•lfin → J• → S−1J• → 0 is
exact and the associated long exact cohomology sequence and yields (16).

Let R be again an arbitrary noetherian ring. We will now study certain properties of the right
derived functors of the right adjoint of the forgetful functor

(17) Modlfin
R[X,X−1] −→ ModR[X], N 7→ N.

Our results will be used in section 2.4 and when we the study the derived functors of Emerton’s
functor Ord and in section 4.1 where we consider ordinary cohomology.

We need the following simple

Lemma 1.10. (a) The functor

(18) ModR[X] −→ ModR[X,X−1], M 7→ HomR[X](R[X,X−1],M)

is right adjoint to the forgetful functor ModR[X,X−1] −→ ModR[X].

(b) Let M ∈ ModR[X] and q ≥ 0. We have

ExtqR[X](R[X,X−1],M) = lim
←−

n

(q)(. . . −→M
X ·−→M −→ . . .

X ·−→M).

In particular we have ExtqR[X](R[X,X−1],M) = 0 if q ≥ 2.

(c) Let . . . → M+1 → Mn → . . . → M2 → M1 be an inverse system of R[X]-modules such that
XnMn = 0 for all n ≥ 1 and let M = lim

←−
n

Mn. Then we have

ExtqR[X](R[X,X−1],M) = 0

for every q ≥ 0.
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Proof. (a) is obvious. For (b) we remark that

HomR[X](R[X,X−1],M) = lim
←−

n

(. . .
X ·−→M

X ·−→M
X ·−→ . . .

X ·−→M)

i.e. the functor (18) is the composite of the exact functor

ModR[X] −→ (ModR[X])
N, M 7→ (. . . −→M

X ·−→M −→ . . .
X ·−→M)

with lim
←−

n

: (ModR[X])
N → ModR[X]. Here (ModR[X])

N denotes the category of inverse systems

. . . → Mn → Mn−1 → . . . → M0 of R[X]-modules. Note that an injective R[X]-module I is
mapped onto a lim

←−
n

-acyclic objects in ModN
R[T ] since the map I → I,m 7→ X ·m is surjective (see

[Wei], Cor. 3.5.4 and Prop. 3.5.7). The assertion follows.
(c) The group ExtqR[X](R[X,X−1],Mn) vanishes for every q ≥ 0 and n ≥ 1 since Xn acts as an

isomorphism and annihilates it. It follows

ExtqR[X](R[X,X−1],M) = lim
←−

n

ExtqR[X](R[X,X−1],Mn) = 0

for every q ≥ 0.

Now we discuss the existence and basic properties of the right adjoint of (17).

Lemma 1.11. (a) The functor

(19) ΓX -ord
R : ModR[X] −→ Modlfin

R[X,X−1], M 7→ ΓX -ord(M) = HomR[X](R[X,X−1],M)lfin

is right adjoint to (17).

(b) The functor (19) commutes with direct limits.

(c) There exists a spectral sequence

(20) Ers2 = RrΓlfin ExtsR[X](R[X,X−1],M) =⇒ Er+s = (Rr+sΓX -ord
R )(M)

for every M ∈ ModR[X].

Proof. (a) follows immediately from Lemma 1.10 (a). (b) is essentially ([Em2], Lemma 3.2.2 (2)).
The proof given there can be easily adapted to our slightly different framework. For (c) note that
(19) can be factored as

(21) ModR[X]

HomR[X](R[X,X−1], · )
−−−−−−−−−−−−−−→ ModR[X,X−1]

Γlfin−−−−→ Modlfin
R[X,X−1] .

By Lemma 1.10 (a) the first functor preserves injectives. So there exists a Grothendieck spectral
sequence (20) associated to the decomposition (21).

Remark 1.12. More generally the q-th right derived functor of ΓX -ord commutes with direct limits
for every q ≥ 0. We only need a special case namely if (Mn)n≥1 = (M1 →M2 → . . .→Mn → . . .)
is a direct system of R[X]-modules then we have

(22) lim
−→n

RqΓX -ordMn
∼= RqΓX -ord lim

−→n
Mn
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for ever q ≥ 0. In fact it is easy to construct a sequence of direct systems of R[X]-modules

(23) 0→ (Mn)n≥1 → (I0
n)n≥1 → (I1

n)n≥1 → . . .

such that 0→Mn → I0
n → I1

n → . . . is an injective resolution of Mn for every n ≥ 1. Since R[X] is
noetherian, passing to direct limits in (23) yields an injective resolution of lim

−→n
Mn. By applying

ΓX -ord to it and using then Lemma 1.11 (b) yields (22). �

Let ϕ : R′ → R be a ring homomorphism between noetherian rings. It induces a homomorphism
R′[X] → R[X], R′[X,X−1] → R[X,X−1] which – by abuse of notation – will be denoted by ϕ as
well. Note that forM ∈ ModR[X] we have ΓX -ord

R (M)ϕ = ΓX -ord
R′ (Mϕ). SinceM 7→ (R•ΓX -ord

R )(M)ϕ
and M 7→ (R•ΓX -ord

R′ )(Mϕ) are both δ-functors and the first one is universal there exists canonical
homomorphisms

(24) (RnΓX -ord
R )(M)ϕ −→ (RnΓX -ord

R′ )(Mϕ)

for every M ∈ ModR[X] and n ≥ 0.

Proposition 1.13. Let ϕ : R′ = O′ → R = O be an epimorphism of complete noetherian local
rings with maximal ideals m′ and m respectively and let M ∈ ModO[X]. Assume that dim(O′) ≤ 1
and that the support of M – as an O-module – is contained in {m}. Then the homomorphism (24)
is an isomorphism for every n ≥ 0. In particular if M is ΓX -ord

O -acyclic then Mϕ is ΓX -ord
O′ -acyclic.

Proof. By Remark 1.12, since M = lim
−→n

M [mn] where M [mn] = HomO(O/mn,M), it suffices to

prove the assertion for each O[X]-module M [mn]. Thus we may assume mnM = 0 for some n ≥ 0.
It is easy to see that there exists a morphism of spectral sequences(

Ers2 = RrΓlfin ExtsO[X](O[X,X−1],M)ϕ =⇒ Er+s = (Rr+sΓX -ord
O )(M)ϕ

)
−→(

Ers2 = RrΓlfin ExtsO′[X](O
′[X,X−1],Mϕ) =⇒ Er+s = (Rr+sΓX -ord

O′ )(Mϕ)
)

where the induced maps on the limit terms are the maps (24) (compare with the proof of Prop.
3.42 in section 3.7). So it suffices to see that the induced maps on the E2-terms are isomorphisms.
This follows immediately from Lemmas 1.9 and Lemma 1.10 (b).

Proposition 1.14. Let R = O be a complete noetherian local ring and let M be an O[X]-module
that is finitely generated as an O-module. For n ≥ 0 we have

(RnΓX -ord
O )(M) =

{ ⋂
i≥1X

iM if n = 0,

0 if n ≥ 1.

We need two Lemmas

Lemma 1.15. (a) The O[X]-submodule MX -ord :=
⋂
q≥1X

qM of M is a direct summand of M ,
i.e. there exists a (unique) O[X]-submodule M ′ of M such that

M = MX -ord ⊕M ′.
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Moreover the O[X]-action on MX -ord extends to an O[X,X−1]-action.

(b) The map ev : HomO[X](O[X,X−1],M) → M,Ψ 7→ Ψ(1) is injective with image MX -ord. It
induces an isomorphism of O[X,X−1]-modules

(25) HomO[X](O[X,X−1],M) −→MX -ord

In particular we have HomO[X](O[X,X−1],M) ∈ Modlfin
O[X,X−1].

Proof. (a) This is essentially ([Em2], Lemma 3.1.5). For completeness we recall argument. Put
h := X · : M →M and let A be the image of O[X] in EndO(M). Then A is a finite commutative
O-algebra so it is a product of finitely many local O-algebras A =

∏
i∈I Ai. We decompose h =

(hi)i∈I ∈
∏
i∈I Ai accordingly. Let J ⊆ I be the subset of indices i ∈ I such that hi is a unit in

Ai. We have a corresponding decomposition of M , namely M =
∏
i∈IMi and it is easy to see that

MX -ord is the submodule
∏
i∈JMi ofM . Thus we getM = MX -ord⊕M ′ withM ′ =

∏
i∈I\JMi. The

proof shows that M ′ is uniquely determined. Since the restriction of h|MX -ord : MX -ord →MX -ord

is an isomorphism the O[X]-action extends to an O[X,X−1]-action. Thus we have MX -ord ∈
Modlfin

O[X,X−1].

(b) Let Ψ ∈ HomO[X](O[X,X−1],M). Since Ψ(1) = XnΨ(X−n) for every n ≥ 1 we have

Ψ(1) ∈ MX -ord so the image of (25) is contained in MX -ord. To prove surjectivity of (25) let
m ∈ MX -ord and define Ψ ∈ HomO[X](O[X,X−1],M) by Ψ(x) = x ·m for x ∈ O[X,X−1] (note

that Ψ is well-defined since MX -ord is an O[X,X−1]-module by (a)). We have ev(Ψ) = 1 ·m = m.
If Ψ ∈ HomO[X](O[X,X−1],M) lies in the kernel of (25) then we have Ψ(x) = x ·Ψ(1) = 0 for

x ∈ O[X]. Since XnΨ(X−n) = Ψ(1) = 0, we get Ψ(X−n) = X−nΨ(1) = 0 for every n ≥ 1, whence
Ψ(x) = 0 for all x ∈ O[X,X−1]. Thus Ψ = 0 and (25) is bijective. The last assertion follows from
the fact that MX -ord is – as a submodule of M – finitely generated as an O-module.

Lemma 1.16. Let
. . . −→Mn+1

αn+1−→ Mn
αn−→ . . . −→M1

α1−→M0

be an inverse system of finitely generated O-modules. Then we have lim
←−

n

(1)Mn = 0.

Proof. Let m be the maximal ideal of O and put M :=
∏
n≥0Mn. Recall that lim

←−
n

(1)Mn is the

cokernel of the map

∆ : M −→M, (mn)n≥0 7→ (mn − αn+1(mn+1))n≥0.

By ([Mat], Thm. 8.7) we have Mn = lim
←−k

(Mn ⊗O/mk) for every n ≥ 0 hence also M = lim
←−k

(M ⊗
O/mk). Note that the sequence

(26) 0 −−−−→ lim
←−

n

(Mn ⊗O/mk) −−−−→ M ⊗O/mk
∆⊗OidO/mk−−−−−−−−→ M ⊗O/mk −−−−→ 0

is exact for every k ≥ 1 since (Mn ⊗O O/mk, αn ⊗O idO/mk)n is an inverse system of O-modules of
finite lenght so it satisfies the Mittag-Leffler condition. Note also that the transition maps in

. . . −→ lim
←−

n

(Mn ⊗O/mk+1) −→ lim
←−

n

(Mn ⊗O/mk) −→ . . . −→ lim
←−

n

(Mn ⊗O/m)
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are surjective so lim
←−

(1) of this inverse system vanishes. Therefore by passing in (26) to the inverse

limit over all k ≥ 1 we obtain a short exact sequence

0 −→ lim
←−

k

(
lim
←−

n

(Mn ⊗O/mk)

)
−→M

∆−→M −→ 0,

hence lim
←−

n

(1)Mn = coker(∆) = 0.

Proof of Prop. 1.14. By Lemmas 1.10 (b), 1.15 (b) and 1.16 we have

ExtsO[X](O[X,X−1],M) =

{
MX -ord if s = 0,

0 if s > 0.

Thus the spectral sequence (20) degenerates and we have

RnΓX -ord
O (M) = RnΓlfin(MX -ord) =

{
MX -ord if n = 0,

0 if n > 0.

for every n ≥ 0 by Prop. 1.6 (b).

2 Representations of Gm and PGL2 of a p-adic field

Throughout this chapter F denotes a p-adic field, i.e. a finite extension of Qp. We let vF : F →
Z ∪ {+∞} denote the normalized valuation of F , OF its valuation ring and p its valuation ideal.

We also put U (n) = U
(n)
F = 1 + pnF and UF = U

(0)
F = O∗F .

Let G = PGL2(F ) = GL2(F )/Z and let pr : GL2(F ) → G be the projection. Let B be
the standard Borel subgroup of G and let B be the opposite Borel. Let B = TN be the Levi
decomposition of B, so T consists of the diagonal matrices (modulo the center Z of GL2(F )) and
N consists of the upper triangular matrices with 1 as diagonal entries (mod Z). In the following
we are often going to identify T with the onedimensional split torus F ∗ via the isomorphism

(27) δ : F ∗ −→ T, x 7→ δ(x) =

(
x

1

)
mod Z

and N with the additive group F via the isomorphism

(28) n : F −→ N, y 7→ n(y) =

(
1 y
0 1

)
mod Z.

Any b ∈ B can be written uniquely in the form b = δ(x) ·n(y) with x ∈ F ∗, y ∈ F . We also remark
that the map

(29) F ∗ n F −→ B, (x, y) 7→
(
x y
0 1

)
mod Z.

is an isomorphism. Here we let the multiplicative group F ∗ act on the additive group F by
multiplication.
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We let N0 be the subgroup of N hat corresponds to the OF under the isomorphism (28), i.e.
N0 = {n(y) | y ∈ OF } and put T+ = {t ∈ T | N t

0 = tN0t
−1 ⊆ N0}, T− = {t ∈ T | N t

0 ⊇ N0} and
T 0 = T+ ∩ T−. Thus T+ (resp. T 0) corresponds to the monoid OF − {0} (resp. the group UF )
under the isomorphism (27).

For a positive integer n we let K(pn) = ker(GL2(OF )→ GL2(OF /pn)) and put

K1(pn) = {A ∈ GL2(OF ) | A ≡
(

1 ?
0 1

)
mod pn } resp.

K0(pn) = {A ∈ GL2(OF ) | A ≡
(
? ?
0 ?

)
mod pn }.

We define the compact open subgroups K(n) resp. K1(n) resp. K0(n) of G as the image of the
group K(pn) resp. K1(pn) resp. K0(pn) under the projection pr : GL2(F )→ G, i.e. we have

K(n) = K(pn)Z(F )/Z(F ) and K?(n) = K?(pn)Z(F )/Z(F )

for ? ∈ {0, 1}. We also put K(0) = PGL2(OF ).
More generally for a closed subgroup H of T 0 we put

KH(n) = K(n)HN0.

For example if H = 1 (resp. H = δ(UF )) then KH(n) = K1(n) (resp. KH(n) = K0(n)).

2.1 Finiteness properties for Ext-groups of admissible R[T ]-modules.

Let R be a noetherian ring. In this section we establish some basic properties of the category of
locally admissible R[T ]-modules and then – under certain assumptions on R – prove some finiteness
properties for the Ext-groups Ext•R,T (W1,W2) of two admissible R[T ]-modules W1 and W2. In fact
we work here – and throughout the paper – in a slightly more general framework, namely we fix a

compact subgroup H of T 0 and we put T = T/H, T
0

= T 0/H, T
+

= T+/H, T
−

= T−/H. We
denote by δ̄ the composite map

(30) δ̄ : F ∗
(27)−→ T

pr−→ T .

Note that T satisfies the condition 1.2 so that Modladm
R (T ) is a Serre subcategory of Modsm

R (T )
with enough injectives.

Let W be a R[T ]-module and let w ∈ W . We fix a prime element π ∈ OF and put t0 =

δ̄(π) ∈ T+
. Recall (see [Em2], Def. 2.3.1) that w ∈ W is called t±1

0 -finite if R[t±1
0 ]w = R[t0, t

−1
0 ]w

is a finitely generated R-module. The subset Wt±1
0 −fin of all t±1

0 -finite elements of W is an R[T ]-

submodule of W . If W = Wt±1
0 −fin then W is called locally t±1

0 -finite.

Lemma 2.1. Let W be a discrete R[T ]-module. Then we have

(31) Wladm = Wt±1
0 −fin.

In particular W is locally admissible if and only if it is locally t±1
0 -finite.
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Proof. The inclusion Wladm ⊆Wt±1
0 −fin is obvious. Conversely if w ∈Wt±1

0 −fin and if U = Stab
T

0(w)

then R[T ]w = R[T
0
/U ](R[t±1

0 ]w) is a finitely generated R-module since R[T
0
/U ] is a finite R-

algebra.

Proposition 2.2. (a) The embedding Modladm
R (T ) ↪→ Modsm

R (T ) maps injectives to injectives.

(b) Let W be a locally admissible R[T ]-module. Then W is Γladm-acyclic, i.e. we have (RnΓladm)(W )
= 0 for every n ≥ 1.

We need the following

Lemma 2.3. Let I ∈ Modsm
R (T ) (resp. I ∈ Modladm

R (T )). Then I is an injective object of Modsm
R (T )

(resp. of Modladm
R (T )) if and only if IU is an injective object of Modsm

R (T/U) = ModR[T/U ] (resp.

of Modladm
R (T/U)) for every open subgroup U of T

0
.

Proof. We give the proof only for the category Modsm
R (T ) (the proof in the other case is similar).

For an open subgroup U of T
0

the functor Modsm
R (T ) → ModR[T/U ],W 7→ WU maps injectives to

injectives since it has an exact left adjoint, namely the obvious embedding ModR[T/U ] ↪→ Modsm
R (T ).

Conversely, assume that IU is an injective R[T/U ]-module for every open subgroup U of T
0
. Let

W ∈ Modsm
R (T ), let W ′ be an R[T ]-submodule of W and let ϕ : W ′ → I be a homomorphism of

R[T ]-modules. We have to show that ϕ extends to homomorphism ψ : W → I. Using a standard
argument involving Zorn’s Lemma it suffices to consider the case where W = W ′+R[T ]w0 for some
w0 ∈ W . Let U be a compact open subgroup of T with w0 ∈ WU . Since W ′0 = W ′ ∩ R[T/U ]w0

is an R[T/U ]-submodule of R[T ]w0 = R[T/U ]w0 we see that the image of ϕ0 := ϕ|W ′0 : W ′0 → I is

contained in IU , i.e. we can view ϕ0 as a homomorphism of R[T/U ]-modules W ′0 → IU . Because
of the assumption ϕ0 extends to a homomorphism ψ0 : R[T/U ]w0 → IU . If we define ψ : W =
W ′ + R[T ]w0 → I by ψ(w) = ϕ(w1) + ψ0(w2) if w = w1 + w2 with w1 ∈ W ′ and w2 ∈ R[T/U ]w0

then ψ is well-defined and extends ϕ.

Proof of Prop. 2.2. The second statement follows immediately from the first. For (a) let I be an

injective object in Modladm
R (T ) and let U be an open subgroup of T

0
. By Lemma 2.3 we have IU ∈

Modladm
R (T/U) and we have to show that IU is an injective R[T/U ]-module. However this follows

from Prop. 1.6 (a) since the ring R′ = R[T
0
/U ] is noetherian and we have R[T/U ] = R′[t0, t

−1
0 ].

Remark 2.4. The Lemma implies that a direct limit of injective objects in Modsm
R (T ) is again

injective. This follows from the fact that the ring R[T/U ] is noetherian if U ⊆ T
0

is open so any
direct limit of injective R[T/U ]-modules is again injective. �

We now turn to the Ext groups. Recall that for W1,W2 ∈ Modsm
R (T ) and n ≥ 0 we have defined

Extn
R,T

(W1,W2) := Extn
Modsm

R (T )
(W1,W2). By Prop. 2.2 we have

Ext•
R,T

(W1,W2) = Ext•
Modladm

R (T )
(W1,W2)

if W1,W2 ∈ Modladm
R (T ). Now assume that W1 is finitely generated as an R-module and that W2

is admissible. Then there exists an open subgroup U of T
0

so that W1 = WU
1 , hence

Ext0
R,T

(W1,W2) = HomR[T/U ](W1,W
U
2 )
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is a finitely generated R-module. Thus one might expect Extn
R,T

(W1,W2) ∈ ModR,f for every

n ≥ 0. We prove this in two cases namely (i) when T is discrete (i.e. the subgroup H of T 0 is open)
and (ii) when R is an Artinian local ring with finite residue field of characteristic p.

Lemma 2.5. If T
0

is discrete then Extn
R,T

(W1,W2) is a finitely generated R-module for every
n ≥ 0.

Proof. We fix n ≥ 0. The assumption implies that R[T ] is noetherian, that W2 is also finitely
generated as an R-module and that Extn

R,T
(W1,W2) = Extn

R[T ]
(W1,W2). Thus if a = AnnR[T ](W1)

then Extn
R,T

(W1,W2) if a finitely generated R[T ]/a-module. Since R[T ]/a is a finite R-algebra the

assertion follows.

In the second case the following holds

Proposition 2.6. Let R = A be an Artinian local ring with maximal ideal m and finite residue
field k of characteristic p. Let W1 ∈ Modsm

A,f (T ) and W2 ∈ Modadm
A (T ). Then Extn

A,T
(W1,W2) is a

finitely generated A-module for every n ≥ 0.

Proof. The assumptions imply that W1 has finite length. We may thus assume that W1 is a simple

object of Modsm
A,f (T ). This implies then that the maximal pro-p-subgroup of T

0
acts trivially on W1

(because W1 is a p-group) and also mW1 = 0. Thus if A′ = A[∆] where ∆ is the prime-to-p-part of

T
0
, we can view W1 as a simple object in the category of ModA′[t±0 ]. These can be easily classified:

there exists a finite extension `/k, a character χ0 : ∆ → `∗ and an element α ∈ `, α 6= 0 so that
W1 = ` with ∆-action given by χ0 and so that t0 acts by multiplication with α. It follows that
there exists a resolution in Modsm

A (T )

0 −−−−→ c-IndT
T

0 `(χ0)
t0−a−−−−→ c-IndT

T
0 `(χ0) −−−−→ W1 −−−−→ 0.

Thus by Lemma 2.5 it suffices to show that the A-module

Extn
Modsm

A (T )
(c-IndT

T
0 `(χ0),W2) = Extn

Modsm
A (T

0
)
(`(χ0),W2)

is finitely generated for every n ≥ 0. This follows immediately from ([Em3], Prop. 2.1.9).

We are now going to study the groups Extn
R,T

(W1,W2) when both R[T ]-modules W1 and W2

are admissible. For that we recall the notion of an augmented R[T ]-module (see [Em2], §2). For an
open subgroup U of T we consider the R-algebra

(32) ΛR(U) = lim
←−U ′

R[U/U ′]

where U ′ runs over all compact open subgroups of U . If U itself is compact then ΛR(U) = R[[U ]] is
the usual completed R-group algebra of U . Note that we have

ΛR(T ) = R[[T
0
]][t±1

0 ].

In particular the ring ΛR(T ) is noetherian (more generally ΛR(U) is noetherian for any open
subgroup U of T ).
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Following ([Em2], §2) a ΛR(T )-module will be called an augmented R[T ]-module. The category
of augmented R[T ]-modules will be denote by Modaug

R (T ). Let W be a discrete R[T ]-module.
The fact that every element w ∈ W has an open stabilizer in T implies that the R[T ]-action
on W extends naturally to a ΛR(T )-action. Thus we have a natural fully faithful embedding
Modsm

R (T ) ↪→ Modaug
R (T ). An augmented R[T ]-module L is called finitely generated if L is finitely

generated as ΛR(U)-modules for some (equivalently, any) compact open subgroup U of T . The
full subcategory of Modaug

R (T ) of finitely generated augmented R[T ]-modules will be denoted by

Modfgaug
R (T ). If R = O is a complete, noetherian local ring with finite residue field of characteristic

p then there exists a natural (profinite) topology on every objects L of Modfgaug
O (T ) (see [Em2],

Prop. 2.1.3) such that the action ΛO(T )×L→ L is continuous. This topology is called the canonical
topology.

Assume that R = A is an Artinian local ring as in Prop. 2.6 and let W1,W2 ∈ Modadm
A (T ). By

([Em2], Lemma 2.2.7), Pontrjagin duality induces an anti-equivalence of categories

Modadm
A (T ) −→ Modfgaug

A (T ), W 7→ D(W ) = HomA(W,Qp/Zp)

hence
Ext0

A,T
(W1,W2) = HomA[T ](W1,W2) ∼= HomΛA(T )(D(W2), D(W1))

is a finitely generated augmented A[T ]-module. More generally we have

Proposition 2.7. Let R = A be an Artinian local ring with finite residue field k of characteristic p
and let W1,W2 ∈ Modadm

A (T ). Then Extn
A,T

(W1,W2) is a finitely generated augmented A[T ]-module

for every n ≥ 0.

Proof. Let U be an open torsionfree subgroup of T
0

and put Λ = ΛA(U). Note that Λ is a complete

noetherian local A-algebra with residue field k. For m ≥ 1 we put W
(m)
1 = W

δ̄(U
(m)
F )

1 . We have

W1 =
⋃
m≥1W

(m)
1 and W

(m)
1 ∈ ModA,f (T ) for every m ≥ 1. There exists a short exact sequence of

augmented A[T ]-modules

0 −→ lim
←−
m

(1) Extn−1
A,T

(W
(m)
1 ,W2) −→ Extn

A,T
(W1,W2) −→ lim

←−
m

Extn
A,T

(W
(m)
1 ,W2) −→ 0

(this can be deduced from ([Wei], Thm. 3.5.8) in the same way as Application 3.5.10 in loc. cit.).

Since, by Prop. 2.6 (a), the groups Extn
A,T

(W
(m)
1 ,W2) are finite for all m,n ≥ 0 the lim

←−
m

(1)-term

vanishes so we get

Extn
A,T

(W1,W2) ∼= lim
←−
m

Extn
A,T

(W
(m)
1 ,W2)

for every n ≥ 0. In particular we see that Extn
A,T

(W1,W2) carries a profinite topology thus providing

it with the structure of a compact Λ-module.
Let O denote the image of Λ in EndA[T ](W1). Note that O is – as a quotient of Λ – a complete

noetherian local A-algebra with residue field k. To prove that Extn
A,T

(W1,W2) is a finitely generated

Λ-module for every n ≥ 0 we use induction over dim(O). If dim(O) = 0 then O is an Artinian
local A-algebra. Hence the Λ-action on W1 factors over A[U/U ′] for some open subgroup U ′

of U . Thus U ′ acts trivially on W1 and we get W1 ∈ ModA,f (T ) (since W1 is admissible) and
Extn

A,T
(W1,W2) ∈ ModA,f by Prop. 2.6 (a).
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If dim(O) > 0 we choose λ in the maximal ideal of O such that dim(O/λO) = dim(O)− 1. Put

W1[λ] = ker(W1
λ·−→W1) and W ′1 = im(W1

λ·−→W1). Since the images of Λ in EndA[T ](W1[λ]) and

EndA[T ](W1/W
′
1) are quotients of O/λO, the assertion holds for W1[λ] and W1/W

′
1 by the induction

hypothesis and the fact that the quotient of an admissible A[T ]-module is again admissible ([Em2],
Prop. 2.2.13; here we use the fact that A is Artinian). By considering the long exact Ext-sequences
associated to the two short exact sequences

0 −→W1[λ] −→W1 −→W ′1 −→ 0, 0 −→W ′1 −→W1 −→W1/W
′
1 −→ 0

we conclude that kernel and cokernel of the map Extn
A,T

(W1,W2)→ Extn
A,T

(W1,W2), x 7→ λ · x are

finitely generated Λ-modules. Since Extn
A,T

(W1,W2)⊗Λ k is a quotient of the cokernel we conclude

dimk Extn
A,T

(W1,W2)⊗Λ k <∞

for every n ≥ 0. By the topological Nakayama Lemma (see e.g. [BaHo]) this implies that Extn
A,T

(W1,

W2) is a finitely generated Λ-module.

2.2 The functor Γord

In this section we assume that R = O is a complete noetherian local ring with maximal ideal m and
residue field k (the ring O has no connection to the valuation ring OF in F ). We fix again closed

subgroup H of T 0 and define T
+

(T
0

etc.) as before as the image of the monoid OF \ {0} (the

group UF etc.) under the epimorphism (30). Note that the monoid T
+

satisfies condition 1.2 and

that the O-algebra O[T
+

] is isomorphic to a polynomial ring in one variable over the group ring

O[T
0
]. An O[T

+
]-module V is discrete (resp. admissible) if and only if and only if V is discrete

(resp. admissible) as an O[T
0
]-module.

Definition 2.8. Let V be a discrete O[T
+

]-module. We define the O[T
+

]-submodule V ord of V by

V ord =
⋂
m≥0

tm0 V.

We consider the map

(33) ev1 : HomO[T
+

]
(O[T ], V ) −→ V ord, Ψ 7→ Ψ(1).

The image is contained in V ord since Ψ(1) = tm0 Ψ(t−m0 ) ∈ tm0 V for all m ≥ 0.

Lemma 2.9. Let V ∈ Modsm
O,f [T

+
].

(a) The O[T
+

]-submodule V ord is a direct summand of V , i.e. there exists a (unique) O[T
+

]-
submodule V ′ of V such that

V = V ord ⊕ V ′.

Moreover the T
+

-action on V ord extends to a T -action.

(b) The map (33) is an isomorphism of O[T ]-modules. Thus we have

HomO[T
+

]
(O[T ], V ) ∼= V ord ∈ Modsm

O,f (T ).
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Proof. (a) can be proved as ([Em2], Lemma 3.1.5) or it can be deduced from Lemma 1.15 (a).
(b) To prove surjectivity of (33) let v ∈ V ord and define Ψ ∈ HomO[T

+
]
(O[T ], V ) by Ψ(x) =

x · v for x ∈ O[T ] (note that Ψ is well-defined because V ord is a O[T ]-module by (a)). We have
ev1(Ψ) = 1 · v = v.

If Ψ ∈ HomO[T
+

]
(O[T ], V ) lies in the kernel of (33) then we have Ψ(x) = x · Ψ(1) = 0 for

x ∈ O[T
+

]. For t ∈ T− we have t−1Ψ(t) = Ψ(1) = 0 hence Ψ(t) = 0 for all t ∈ T− as well. Thus
Ψ = 0 and (33) is injective. The last assertion follows from the fact that HomO[T

+
]
(O[T ], V ) ∼= V ord

is finitely generated as an O-module.

Definition 2.10. For V ∈ Modsm
O (T

+
) we set

Γord
O (V ) := HomO[T

+
]
(O[T ], V )t±1

0 −fin.

When we are dealing with a fixed coefficient ring O we will often drop it from the notation, i.e.
we write Γord(V ) instead of Γord

O (V ).

Proposition 2.11. (a) For V ∈ Modsm
O,f (T

+
) we have

Γord(V ) = V ord.

In particular we get Γord(V ) ∈ Modsm
O,f (T ).

(b) For any V ∈ Modsm
O (T

+
) the O[T ]-module Γord(V ) is locally admissible.

(c) The functor

(34) Γord : Modsm
O (T

+
) −→ Modladm

O (T ), V 7→ Γord(V )

is right adjoint to the forgetful functor Modladm
O (T ) −→ Modsm

O (T
+

).

(d) The functor (34) commutes with direct limits.

Proof. (a) By Lemma 2.9 we have

Γord(V ) = HomO[T
+

]
(O[T ], V )t±1

0 −fin
∼= (V ord)t±1

0 −fin = V ord.

The last equality follows from the fact that V ord is – as direct summand of V – finitely generated
as an O-module.

(b) Let Ψ ∈ Γord(V ) and let n ≥ 1 such that {ti0 · Ψ | −n ≤ i ≤ n} generates O[t±1
0 ]Ψ. Let U

be an open subgroup of T
0

such that Ψ(ti0) ∈ V U for all i ∈ Z with −n ≤ i ≤ n and put

V0 :=

n∑
i=−n

O[T
0
/U ]Ψ(ti0) = Ψ

(
n∑

i=−n
O[T

0
] ti0

)
.

Note that V0 ∈ ModO,f and V0 ⊆ im(Ψ). We claim im(Ψ) = V0. For that it suffices to see that
Ψ(t) ∈ V0 for every t ∈ T . Fix t ∈ T and let m ∈ Z, u ∈ T 0 with t = tm0 u. There exists ai ∈ O for
i ∈ Z, −n ≤ i ≤ n such that tm0 ·Ψ =

∑n
i=−n ai(t

i
0 ·Ψ). It follows

Ψ(t) = uΨ(tm0 ) = u(tm0 ·Ψ)(1) =
n∑

i=−n
aiu(ti0 ·Ψ)(1) ∈ V0.
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The equality im(Ψ) = V0 implies that V0 is a O[T
+

]-submodule of V and that Ψ lies in the image of
the canonical map V ord

0 = Γord(V0) ↪→ Γord(V ). It follows that O[T ]Ψ ⊆ im(Γord(V0) ↪→ Γord(V )),
hence it is a finitely generated as O-module by (a). Therefore O[T ]Ψ is admissible and Γord(V ) is
locally admissible.

For (c) let W ∈ Modladm
O (T ) and let V ∈ Modsm

O (T
+

). Since W is t±1
0 -finite we have

HomO[T
+

]
(W,V ) ∼= HomO[T ](W,HomO[T

+
]
(O[T ], V ))

∼= HomO[T ](W,HomO[T
+

]
(O[T ], V )t±1

0 −fin)

so the assertion follows from (a).
For (d) see ([Em2], Lemma 3.2.2 (2)). Note that the proof given there remains valid if the

coefficient ring O is a noetherian local ring.

We finish this section with the following result which is helpful in studying the derived functors
of the functor Ord in section 4.

Proposition 2.12. (a) The restriction of the functor Γord to the subcategory Modladm
O (T

+
), i.e.

the functor
Modladm

O (T
+

) −→ Modladm
O (T ), V 7→ HomO[T

+
]
(O[T ], V )ladm

is exact.

(b) Any locally admissible O[T
+

]-module is Γord-acyclic.

Proof. (a) We first consider the restriction of Γord to the subcategory ModO,f (T
+
/U) of Modladm

O (T
+

)

where U is an open subgroup of T
0
. The O-algebra Õ := O[T

0
/U ] is finite, so it is a product of

a finite number of local O-algebras Õ =
∏
i∈I Õi. We decompose every object V =

∏
i∈I Vi in

ModO,f (T
+
/U) accordingly. We then have

Γord(V ) =
∏
i∈I

Γt0 -ord
Oi (Vi).

Together with Prop. 1.14 it follows that the restriction of Γord to Modsm
O,f (T

+
/U) is exact.

Let 0 −→ V ′
α−→ V

β−→ V ′′ −→ 0 be a short exact sequence in Modladm
O (T

+
). We can

write V as a direct limit V = lim
−→j∈J

Vj where each Vj is a O[T
+

]-submodule of V that is finitely

generated as an O-module. If for j ∈ J we put V ′j := α−1(Vj) and V ′′j := β(Vj) then the sequence

0 −→ V ′
α|V ′

j−→ V
β|Vj−→ V ′′ −→ 0 is exact and lies in ModO,f (T

+
/U) for some open subgroup U of T

0
.

It follows (as we have already seen) that

0 −→ Γord(V ′j ) −→ Γord(Vj) −→ Γord(V ′′j ) −→ 0

is exact. Passing to the direct limit over all j ∈ J using Prop. 2.11 (d) yields the exactness of
0→ Γord(V ′)→ Γord(V )→ Γord(V )→ 0.

(b) follows from (a) and Prop. 2.2 (a).
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2.3 Parabolic induction and the functor Ord

Let R be a noetherian ring. As in the last section H denotes a compact subgroup of T 0 ∼= UF and
we put T = T/H, T

+
= T+/H. We consider the parabolic induction functor

(35) IndGB : Modsm
R (T ) −→ Modsm

R (G), W 7→ IndGBW.

It is the composite of the natural embedding Modsm
R (T ) ↪→ Modsm

R (T ), the inflation functor InflBT :
Modsm

R (T ) −→ Modsm
R (B) – sending a discrete R[T ]-module W to the R[B]-module InflBT (W ) = W

with B-action structure induced by the projection B → T, b = t · n 7→ t – and the (smooth)
induction functor IndGB : Modsm

R (B) −→ Modsm
R (G). By abuse of notation the functor will also be

denote by IndGB. Recall that the elements of IndGBW are functions Φ : G → W such that there
exists m ≥ 0 so that Φ(tngk) = tΦ(g) for t ∈ T , n ∈ N , g ∈ G and k ∈ K(m). The G-action on
IndGBW is induced by right multiplication, i.e. we have

(h · Φ)(g) = Φ(gh)

for g, h ∈ G and Φ ∈ IndGBW . The functor (35) is exact, commutes with inductive limits and with
base change of the ring R. More precisely we have

Lemma 2.13. (a) Let ϕ : R→ R′ be a ring homomorphism and let W ∈ Modsm
R (T ). The canonical

map (
IndGBW

)
R′
−→ IndGBWR′

is an isomorphism of discrete R′[G]-modules.

(b) Let {Wi}i∈I be an inductive system of discrete R[T ]-modules and let W = lim
−→i∈I

Wi. The

canonical map of R[G]-modules
lim
−→i∈I

IndGBWi
∼= IndGBW

is an isomorphism.

Proof. (a) If s : B\G→ G is a continuous section of G→ B\G, g 7→ Bg then the map

(36) IndGBW −→ C(G/B,W ), Φ 7→ Φ ◦ s

is an isomorphism of R-modules (see [Vi], §4). Here C(G/B,W ) is the R-module of locally constant
maps G/B →W . Thus it suffices to show that the canonical map

C(G/B,W )R′ −→ C(G/B,WR′).

is an isomorphism. For that note that we have

(37) C(G/B,W ) = lim
−→n

C(K(n)\G/B,W )

and C(K(n)\G/B,W )R′ = C(K(n)\G/B,WR′) since K(n)\G/B finite for every n ≥ 0.
(b) can be proved similarly. Using the isomorphisms (36), (37) the assertion follows from the

fact that the functor W 7→ C(K(n)\G/B,W ) commutes with inductive limits for every n ≥ 0.

Remarks 2.14. (a) By ([Vi], Lemma 4.7) a discrete R[T ]-module is W is admissible if and only if
the R[G]-module IndGBW is admissible.

(b) Let W ∈ Modsm
R (T ). Since W =

⋃
U W

U (U ranges over all open subgroups of T
0
) we have

IndGBW = lim
−→U

IndGBW
U

by Lemma 2.13 (b) above. �
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The functor of ordinary parts We now consider the restriction of the parabolic induction
functor (35) to the full subcategory Modladm

R (T ) of Modsm
R (T ), i.e. we consider the functor

(38) IndGB : Modladm
R (T ) −→ Modsm

R (G), W 7→ IndGBW.

By ([Vi], Prop. 4.3) if H = 1 then the functor (35) admits a right adjoint RGB : Modsm
R (G) →

Modsm
R (T ). Therefore the functor

(39) Modsm
R (G) −→ Modladm

R (T ), V 7→ RGB(V )ladm

is right adjoint to (38). If H 6= 1 then it follows that composing (39) with the functor W 7→ WH ,
i.e. the functor

(40) Modsm
R (G) −→ Modladm

R (T ), V 7→
(
RGB(V )ladm

)H
is right adjoint to (38).

By ([Em2]; see also [Vi]) the functors (39) and (40) admit a rather explicit description which
we are going to review. Let V ∈ Modsm

R (G). Recall that N denotes the unipotent radical of
B. Given two compact open subgroups N1 ⊆ N2 of N the homomorphism hN2,N1 : V N1 → V N2

is defined by hN2,N1(v) =
∑

n∈N2/N1
nv. If N3 is another compact open subgroup of N then

hN3,N2 ◦ hN2,N1 = hN3,N1 . Recall that N0 denotes the image of OF under the isomorphism (28).
The submodule V N0 of N0-invariant elements of V carries a canonical R[T+]-module structure given
as follows: for t ∈ T+ define hN0,t : V N0 → V N0 by hN0,t(v) = hN0,Nt

0
(tv) (where N t

0 = tN0t
−1).

If t ∈ T 0 then the map hN0,t is just given by the action of t on V N0 . For t1, t2 ∈ T+ we have
hN0,t1 ◦ hN0,t2 = hN0,t1t2 . Thus the maps hN0,t induce an action of the monoid T+ on V N0 – i.e. an
R[T+]-module structure – that extends the T 0-action.

We now assume that R = O is a complete noetherian local ring with maximal ideal m and
residue field k. Emerton’s functor of ordinary parts

Ord = OrdO : Modsm
O (G) −→ Modladm

O (T ).

is defined as the composite of Modsm
O (G) → Modsm

O (T+), V 7→ V N0 with the functor (34), i.e. for
V ∈ Modsm

O (G) we have

OrdO(V ) = HomO[T+](O[T ], V N0)t±1
0 −fin = Γord

O (V N0).

If H 6= 1 then we define

OrdHO = OrdHO : Modsm
O (G) −→ Modladm

O (T ), V 7→ Ord(V )H .

It is easy to see (using e.g. Lemma 2.13 and Prop. 2.15 below) that OrdHO does not depend on
the coefficient ring O in the following sense: if ϕ : O → O′ is an epimorphism between complete
noetherian local rings then OrdHO (Vϕ) = OrdHO (Vϕ) for every V ∈ Modsm

O′ (G). Therefore we will
often drop the ring O from the notation.

For an O[T ]-module W we let W ι be the O[T ]-module W ι = W but with the new T -action
given by t · w = t−1w. We have
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Proposition 2.15. (a) The functor (39) (in the case for H = 1) is isomorphic to the functor
V 7→ Ord(V )ι, i.e. there are canonical isomorphisms

(41) HomO[G](IndGBW,V ) ∼= HomO[T ](W,Ord(V )ι)

for every W ∈ Modladm
O (T ) and V ∈ Modsm

O (G).

(b) More generally, the functor Modsm
O (G) −→ Modladm

O (T ), V 7→ OrdH(V )ι is right adjoint to (38).

Proof. (a) is proved in ([Em2], Thm. 4.4.6) in the case where O is an Artinian local ring with finite
residue field of characteristic p and in ([Vi], Cor. 7.3 and Remark 7.6) for arbitrary (noetherian)
O. Note that in loc. cit. the adjunction property (41) is stated for the functors W 7→ IndGBW
and V 7→ OrdB(V ) where B ⊆ G denotes the opposite Borel subgroup to B. However if w0 ∈ G

denotes the element w0 =

(
0 1
1 0

)
modZ, then the map V → V, v 7→ w0 ·v induces an isomorphism

OrdB(V ) ∼= OrdB(V )ι.
(b) follows immediately from (a).

Remarks 2.16. We list a few properties of the functors Ord and OrdH .

(a) By Prop. 2.11 (c) (see also [Em2], Prop. 3.2.4) OrdH commutes with direct limits.

(b) For V ∈ Modsm
O (G) we have (see [Vi], Remark 8.1)

OrdH(V ) = HomO[T
+

]
(O[T ], V HN0)t±1

0 −fin.

(c) If V ∈ Modsm
O (G) is admissible then OrdH(V ) is admissible as well by ([Em2], Prop. 3.3.3) and

([Vi], Thm. 8.1).

(d) Let V be a finitely generated O-module equipped with the trivial G-action. If the residue field
k of O is of characteristic p then we have Ord(V ) = 0 = OrdH(V ). Indeed, in this case t0 acts on
(V N0) = V by multiplication with N(p) = [OF : p] so we have by Prop. 2.11

Ord(V ) = V ord = 0.

(e) Assume that O = E is a field of characteristic 0 and let µ : T → Q∗ ⊆ E∗ be the modulus
quasicharacter of T given by µ (( x1

x2 ) mod Z) = N(p)−vF (x1)+vF (x2) (where N(p) is the order of
the residue field of OF ). It follows immediately from ([Cas], Cor. 4.2.5) that

OrdE(V ) ∼= J(V )(µ−1)

for any admissible E[G]-module V where J(V ) = V/〈n · v− v | v ∈ V, n ∈ N}〉 denotes the Jacquet
module of V . This allows us to describe OrdE(V ) explicitly if V is an irreducible admissible
E[G]-module such that dimE V =∞.

If V is a principal series, i.e. if V ∼= IndGB E(χ) for a quasicharacter χ : T → E∗ with χ2 6= 1, µ2

then we have (see e.g. [BH], §9)

OrdE(IndGB E(χ)) ∼= E(χ−1)⊕ E(χµ−1).

If V is a special series representation, i.e. if it is isomorphic to the unique ∞-dimensional quotient
σ(χ) of IndGB E(χ) where χ : T → E∗ is a quasicharacter with χ2 = 1 then

OrdE(σ(χ)) ∼= E(χ).

Finally, if V is supercuspidal then we have OrdE(V ) = 0. �
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Proposition 2.17. Let V be a discrete O[G]-module. Assume that H is an open subgroup of T 0

and let n ≥ 1 with δ(U
(n)
F ) ⊆ H. Then we have

(a) V KH(n) is an O[T
+

]-submodule of V HN0.

(b) The functor
Modsm

O (G) −→ Modladm
O (T ), V 7→ Γord(V KH(n))

is isomorphic to OrdH .

Proof. (a) This is statement 2 in the proof of ([Vi], Prop. 8.2). It follows from the fact that
for t ∈ T+ a system of representatives {ni}i∈I of N0/N

t
0 is also a system of representatives of

KH(n)/KH(n) ∩ KH(n)t so that the restriction of t· : V HN0 → V HN0 to V KH(n) is given by the
Hecke operator [KH(n)tKH(n)] : V KH(n) → V KH(n), v 7→

∑
i∈I nitv.

(b) By Remark 2.16 (b) it suffices to see that the map

(42) Γord(V KH(n)) −→ Γord(V HN0) = OrdH(V )

induced by the inclusion V KH(n) ↪→ V HN0 is an isomorphism. Firstly, note that (42) is injective
since Γord is left exact.

For the surjectivity put N1 = N t0
0 so N1 is the image of the maximal ideal p ⊆ OF under the

isomorphism (28). Note that KH(n) ∩KH(n)t
−1
0 = KH(n+ 1) so that the map

(43) h := (hN0,t0)|V KH (n) : V KH(n) → V KH(n)

decomposes in the form

h : V KH(n) incl−−−−→ V KH(n+1) τn+1−−−−→ V KH(n).

Here τn+1 is the composite map

τn+1 : V KH(n+1) v 7→t0·v−−−−→ V KH(n)0 v 7→hN1,N0
(v)

−−−−−−−−→ V KH(n)

where KH(n)0 = KH(n)t0 ∩KH(n) = K(n)HN1. Note that

V KH(n+1) incl−−−−→ V KH(n+2)yτn+1

yτn+2

V KH(n) incl−−−−→ V KH(n+1)

is a commutative diagram of O[T
+

]-modules. By applying the functor HomO[T
+

]
(O[T ], · ) we obtain

a commutative diagram of O[T ]-modules

HomO[T
+

]
(O[T ], V KH(n+1))

incl∗−−−−→ HomO[T
+

]
(O[T ], V KH(n+2))y(τn+1)∗

y(τn+2)∗

HomO[T
+

]
(O[T ], V KH(n))

incl∗−−−−→ HomO[T
+

]
(O[T ], V KH(n+1)).
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Since the action of t0 on HomO[T
+

]
(O[T ], V KH(n+1)) is the map incl∗ ◦(τn+1)∗ = (τn+2)∗◦incl∗ = h∗,

it follows that h∗ is an isomorphism (because t0 is a unit in O[T ]). Hence

incl∗ : HomO[T
+

]
(O[T ], V KH(n)) −→ HomO[T

+
]
(O[T ], V KH(n+1))

is surjective, whence bijective. Therefore incl∗ : Γord(V KH(n))→ Γord(V KH(n+1)) is an isomorphism
as well. Thus the transition maps in the inductive system

Γord(V KH(n))
incl∗−−−−→ Γord(V KH(n+1))

incl∗−−−−→ Γord(V KH(n+2)) −−−−→ . . .

are isomorphisms. Since
⋂
m≥nKH(m) = HN0, we have V N0H =

⋃
m≥n V

KH(m) and we conclude
with Prop. 2.11 (d)

Γord(V KH(n)) ∼= lim
−→m≥n

Γord(V KH(m)) ∼= Γord(V HN0) = OrdH(V ).

Remark 2.18. If V is an admissible O[T ]-module then the fact that (42) is an isomorphism has
already been pointed out in the proof of ([Vi], Thm. 8.1). �

We now assume that O denotes a valuation ring of a p-adic field E, i.e. O is a complete discrete
valuation ring with finite residue field k of characteristic p and quotient field E of characteristic 0.
The following result will be used in the proof of Theorem 5.27 in section 5.6.

Proposition 2.19. Let V be an irreducible admissible E[G]-module. We assume that there exists
an open subgroup H of T 0, an integer n ≥ 1 and an O[T+/H]-submodule M of V KH(n) with the
following properties:

(i) δ(U
(n)
F ) ⊆ H and V KH(n) 6= 0;

(ii) M is finitely generated as an O-module and we have Mord 6= 0.
Then there exists a quasicharacter χ : T → O∗ with H ⊆ ker(χ) such that

V ∼=
{

IndGB E(χ−1) if χ2 6= 1,
σ(χ) if χ2 = 1.

Moreover in this case we have Mord = O(χ) as an O[T ]-module.

Proof. It is easy to see that the inclusion M ↪→ V KH(n) induces an T/H-equivariant monomorphism

(44) Mord −→ (V KH(n))ord = OrdHE (V ) ⊆ OrdE(V ).

In particular (ii) implies that OrdHE (V ) 6= 0 hence V is either a principal series or a special repre-
sentation by Remark 2.16 (e).

Firstly, consider the case when V is a principal series representation. Then there exists a
quasicharacter χ : T → E∗ with χ2 6= 1, µ2 so that V ∼= IndGB E(χ−1), hence OrdE(V ) ∼= E(χ) ⊕
E((χµ)−1) by Remark 2.16 (e). Since OrdHE (V ) 6= 0 we have E(χ)H 6= 0 or E((χµ)−1)H 6= 0 hence
H ⊆ ker(χ) and OrdHE (V ) = OrdE(V ). The injectivity of (44) implies that we can view Mord as a
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non-trivial T -stable finitely generated O-submodule of E(χ)⊕E((χµ)−1). This is impossible except
if either χ or χµ has values in O∗. Since IndGB E(χ−1) ∼= IndGB E(χµ) we may assume that χ has
values in O∗. Hence (χµ)(T ) 6⊆ O∗ and therefore Mord ∩ E((χµ)−1) = 0. It follows Mord ⊆ E(χ),
whence Mord ∼= O(χ).

Now assume that V is a special representation, so that V ∼= σ(χ) for a quasicharacter χ : T → E∗

with χ2 = 1. Note that the values of χ lie in {±1} ⊆ O∗ and we have 0 6= Mord ⊆ OrdHE (V ) ⊆
OrdE(V ) ∼= E(χ) by Remark 2.16 (e). As above, we get H ⊆ ker(χ) and Mord ∼= O(χ).

2.4 The right derived functors of Ord

We again assume that O is a complete noetherian local ring with maximal ideal m. We will denote
the n-th right derivative of the functor OrdO by OrdnO( · ), i.e. we put

OrdnO(V ) = (Rn OrdO)(V )

for V ∈ Modsm
O (G). More generally for a closed subgroup H of T 0 the n-th right derivative of

the functor OrdHO will be denoted by OrdH,nO . Again we often drop the coefficient ring O from the
notation.

Since OrdH is the composite of the functors V 7→ V N0H and Γord one may ask whether there
exists a corresponding Grothendieck spectral sequence. For the applications in sections 4 and 5 it
suffices to establish part (b) of the following

Proposition 2.20. Let V ∈ Modsm
O (G).

(a) We have OrdH,nO (V ) = lim
−→U open, H≤U≤T 0

OrdU,nO (V ) for every n ≥ 0.

(b) Assume that H be an open subgroup of T 0 and that dim(O) ≤ 1. Let n be a positive integer

with δ(U
(n)
F ) ⊆ H. Then there exists a spectral sequence

(45) Ers2 = RrΓord(Hs(KH(n), V )) =⇒ OrdH,r+s(V ).

For the proof we need some preparation. As before we put T = T/H, T
0

= T 0/H, T
+

= T+/H

and t0 = δ̄($) ∈ T
+

where $ ∈ OF is a prime element. Let W be an O[T
0
]-module. We can

view W as a O[K0(n)]-module via the projection K0(n)→ K0(n)/KH(n) ∼= T 0/H = T
0

so we can
consider the discrete O[G]-module

c-IndGK0(n)W = {Φ : G→W | supp(Φ) is compact and Φ(kg) = kΦ(g) ∀ k ∈ K0(n), g ∈ G}.

TheG-action on c-IndGK0(n)W is induced by right multiplication. Moreover c-IndGK0(n)W is equipped

with an O[T
0
]-action – denote by ? – induced by the O[T

0
]-action on W and with a Hecke action,

i.e. with an action of O[T
+

] defined as follows: for t ∈ T+
and Φ ∈ c-IndGK0(n)W the function t ·Φ

is given by

(t · Φ)(g) =
∑
i∈I

Φ(t−1n−1
i g) ∀g ∈ G

where {ni}i∈I is a system of representatives of N0/N
t
0. For t ∈ T 0

we have t · Φ = t ? Φ.
We now consider the case where O = k is a field and W is one-dimensional as a k-vector space.

Thus T
0

acts on W via a character χ : T
0 → k∗. By abuse of notation we denote the character

29



K0(n)
pr−→ K0(n)/KH(n) ∼= T 0/H = T

0 → k∗ also by χ so we have W ∼= k(χ) as k[K0(n)]-modules.
We provide c-IndGK0(n) k(χ) with an k[X]-module sturcture by letting X acts via multiplication with
t0.

Lemma 2.21. (a) The k[X]-module c-IndGK0(n) k(χ)/
(

c-IndGK0(n) k(χ)
)
{X} is torsionfree (hence

flat).

(b) If I is an injective object of Modsm
k (G) then the k[X]-module Homk[G](c-IndGK0(n) k(χ), I) is

ΓX -ord
k -acyclic.

Here for a k[X]-module M , i.e. we put M{X} :=
⋃
i≥1M [Xi] where M [Xi] := ker(M

Xi ·−→ M)
for i ≥ 1.

Proof. (a) We recall some basic facts about the Bruhat-Tits tree T of G. Its set of vertices V is the
set of homothety classes of lattices in F 2. For n ≥ 1 we call a sequence of vertices c = (v0, v1, . . . , vn)
an n-path in T if vi is adjacent to vi+1 and if and vi+1 6= vi−1 for i = 1, . . . , n−1. We denote the set of
all n-paths in T by ~E(n). If n ≥ 2 (resp. n = 1) and if c = (v0, v1, . . . , vn), c = (v′0, v

′
1, . . . , v

′
n) ∈ ~E(n)

then we say that c′ is a successor of c if vi+1 = v′i for i = 0, . . . , n− 1 (resp. if v1 = v′0 and v′1 6= v0).

Thus if n = 1 then ~E(1) = ~E is the set of oriented edges of T .
We use the height function h : V → Z introduced in [BaL] (see also [Sp1], §3.3). It is defined as

follows. For v ∈ V the geodesic ray from v to ∞ has a non-empty intersection with the standard
apartment A = {v∗m | m ∈ Z}.4 If v∗m is any element of the intersection then we have h(v) =
m − d(v, v∗m) where d(v, v∗m) is the distance between v and v∗m. For c = (v0, v1, . . . , vn) ∈ ~E(n) we
define h(c) := h(vn).

For i ∈ {0, . . . , n− 1} we set

~E(n)
i = {(v0, v1, . . . , vn) ∈ ~E(n) | h(vi) > h(vi+1) > . . . > h(vn)}.

and (~E(n))0 := ~E(n) \ ~E(n)
n−1. By ([Sp1], Lemma 3.6) we have

(~E(n))0 = {(v0, v1, . . . , vn) ∈ ~E(n) | h(v0) < h(v1) < . . . < h(vn)}.

Also if c ∈ ~E(n)
i and i ≥ 1 then every successor c′ of c lies in ~E(n)

i−1. If c ∈ ~E(n)
0 then all its successors

c′ lie in ~E(n)
0 and we have h(c′) = h(c)−1. Finally if c ∈ (~E(n))0 then there exists a unique successor

– denoted by s(c) – that lies again in (~E(n))0 and we have h(s(v)) = h(c) + 1. All other successors

lie in ~E(n)
n−1.

Moreover for m ∈ Z we define an increasing sequence of subsets of ~E(n)
0 and (~E(n))0 by ~E(n)

0,m =

{c ∈ ~E(n) | h(c) ≤ m} and (~E(n))0
m = {c ∈ (~E(n))0 | h(c) ≥ −m} respectively. If c ∈ ~E(n)

0,m then its

successors lie in ~E(n)
0,m−1 whereas for c ∈ (~E(n))0

m we have s(c) ∈ (~E(n))0
m−1.

Put M = c-IndGK0(n) k(χ). Note that the support of any function Φ : G→ k in M is the union

of finitely many left K0(n)-cosets. Since G acts transitively on ~E(n) and the stabilizer of the n-path
c∗ = (v∗n, v

∗
n−1, . . . , v

∗
1, v
∗
0) is the group K0(n), this fact may be rephrased as follows: the support

of any Φ ∈M is of the form ν−1(Y ) where

ν : G −→ ~E(n), g 7→ g−1c∗

4The vertex v∗m is the homothety class of the lattice OF ⊕ pm; see [Sp1], §3.3
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and Y ⊆ ~E(n) is finite. A simple computation shows that for Φ ∈ M with supp(Φ) = ν−1(c) for
some c ∈ ~E(n) we have

(46) supp(X · Φ) = ν−1({c′ ∈ ~E(n) | c′ is successor of c}).

We set M0 = {Φ ∈M | supp(Φ) ⊆ ν−1((~E(n))0)} and

Mi = {Φ ∈M | supp(Φ) ⊆ ν−1(~E(n)
i )}

for i ∈ {0, . . . , n− 1}. We have M0 ⊆ M1 ⊆ . . . ⊆ Mn−1 and M =Mn−1 ⊕M0. It follows from
(46) that the subspaces M0,M1, . . . ,Mn−1 are k[X]-submodules of M that satisfy

X · Mi ⊆Mi−1

for every i ∈ {1, . . . , n − 1}. The subspace M0 is not a k[X]-submodule of M but by identifying
M0 with the quotient M/Mn−1 we can provide M0 with a k[X]-module structure as well.

Furthermore for m ∈ Z we set

M0,m = {Φ ∈M | supp(Φ) ⊆ ν−1(~E(n)
0,m)}

M0
m = {Φ ∈M | supp(Φ) ⊆ ν−1((~E(n))0

m)}

so that {M0,m}m∈Z and {M0
m}m∈Z are increasing, separating and exhausting sequence of k[X]-

submodules of M0 and M0 respectively. By (46) we have

X · M0,m ⊆M0,m−1 and X · M0
m ⊆M0

m−1

for every m ∈ Z.
To show that the k[X]-module M/M{X} is torsionfree it suffices to show that if P ∈ k[X] is

a polynomial with constant term 1 and if Φ ∈M with P ·Φ = 0 then we have Φ = 0. Note that P
acts as the identity on each of the quotients M0,m/M0,m−1, M0

m/M0
m−1 and Mi/Mi−1 since X

annihilates them. So if Φ := Φ modMn−1 ∈ M/Mn−1
∼= M0 lies in M0

m for some m ∈ Z then
it lies in M0

m−1 hence in M0
m−2 etc. This shows Φ ∈

⋂
mM0

m = {0}, i.e. Φ ∈ Mn−1. Similarly
we deduce successively Φ ∈ Mn−2, Φ ∈ Mn−3 etc. hence Φ ∈ M0. Finally if Φ ∈ M0,m for some
m ∈ Z then we get Φ ∈

⋂
mM0,m = {0}, so Φ = 0.

(b) Since I is injective the sequence of k[X]-modules

(47) 0 −→ Homk[G](M/M{X}, I) −→ Homk[G](M, I) −→ Homk[G](M{X}, I) −→ 0

is exact. The first k[X]-module is injective since, by (a), the left adjoint of Homk[G](M/M{X}, · ) :
Modsm

k (G)→ Modk[X], namely the functor

Modk[X] → Modsm
k (G), M 7→ M/M{X} ⊗k[X] M,

is exact. For the k[X]-module Homk[G](M{X}, I) = lim
←−

n

Homk[G](M[Xn], I) we get

RqΓX -ord
k (Homk[G](M{X}, I)) = 0

for every q ≥ 0 by Lemmas 1.10 (c) and 1.11 (b). It follows

RqΓX -ord
k (Homk[G](M, I)) ∼= RqΓX -ord

k (Homk[G](M/M{X}, I)) = 0

for every q ≥ 1.
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As a consequence of the previous Lemma we obtain

Lemma 2.22. Assume that dim(O) ≤ 1. Let I be an injective object of Modsm
O (G) and let W ∈

ModO[T
0
],f

. Then the O[T
+

]-module HomO[G](c-IndGK0(n)W, I) is Γord-acyclic.

Proof. Firstly, some preliminary observations. The finite O-algebra O[T
0
] is a product of a finite

number of complete noetherian local O-algebras O[T
0
] =

∏
j∈J Õj . Every W ∈ ModO[T

0
]
, V ∈

ModO[T
+

]
as well as the ring O[T

+
] decomposes accordingly

W =
∏
j∈J

Wj , V =
∏
j∈J

Vj , O[T
+

] =
∏
j∈J
Õj [t0].

Note that for V ∈ Modsm
O (T

+
) = ModO[T

+
]

we have

(48) RqΓord
O V =

∏
j∈J

RqΓt0 -ord

Õj
(Vj) ∀ q ≥ 0.

For W ∈ ModO[T
0
]

we have

HomO[G](c-IndGK0(n)W, I) ∼=
∏
j∈J

HomO[G](c-IndGK0(n)Wj , I) ∼=
∏
j∈J

HomÕj [G]
(c-IndGK0(n)Wj , Ij)

where Ij := HomO(Õj , I). Note that Ij is again an injective object of Modsm
Õj

(G) since the functor

HomO(Õj , · ) : Modsm
O (G) → Modsm

Õj
(G) has an exact left adjoint, namely the forgetful functor

Modsm
Õj

(G)→ Modsm
O (G). Thus by (48) we obtain

(49) RqΓord(HomO[G](c-IndGK0(n)W, I)) =
∏
j∈J

RqΓt0 -ord

Õi
(HomÕj [G]

(c-IndGK0(n)Wj , Ij))

for every q ≥ 0.
Let ϕ : O → O′ be an epimorphism of complete noetherian local rings of dimension ≤ 1, let

W ∈ ModO′[T 0
]

and let I is an injective object of Modsm
O (G). Put I ′ := HomO(O′, I) = I[a] (note

that I ′ is an injective object of Modsm
O′ (G)). We claim that

HomO′[G](c-IndGK0(n)W, I
′) is Γord

O′ -acyclic(50)

=⇒ HomO[G](c-IndGK0(n)Wϕ, I) is Γord
O -acyclic

Indeed, if Õ′j := Õj/aÕj where a = ker(ϕ) then the decomposition of O′[T 0
] into a product of

complete local rings is given by O′[T 0
] =

∏
j∈J Õ′j . Thus if W =

∏
j∈JWj is the corresponding

decomposition of W then we have (Wϕ)j = (Wj)ϕ. Since I ′j = HomO′(Õ′j , I ′) = HomOj (Õ′j , Ij) we
get

HomÕj [G]
(c-IndGK0(n)(Wϕ)j , Ij) = HomÕ′j [G]

(c-IndGK0(n)Wj , I
′
j)ϕ.

Thus (49) together with Prop. 1.13 implies (50).
Let S0 denote the set of non-zero divisors of O. For the assertion it suffices to prove
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Claim 2.23. The O[T
+

]-module HomO[G](c-IndGK0(n)W, I) is in the following cases Γord
O -acyclic:

(i) dim(O) = 0 and W ∈ ModO[T
0
],f

.

(ii) dim(O) = 1, W ∈ ModO[T
0
]

such that S−1
0 W = 0 and W [mm] ∈ ModO,f for all m ≥ 1.

(iii) dim(O) = 1 and W ∈ Mod
(S−1

0 O)[T
0
],f

.

(iv) dim(O) = 1 and W ∈ ModO[T
0
],f

.

In case (i) note that dim(O) = 0 implies that each of rings Õj , j ∈ J is an Artinian local ring.

By (49) it suffices to see that for j ∈ J and an Õj-module Wj of finite length we have

RqΓt0 -ord

Õj
(HomÕj [G]

(c-IndGK0(n)Wj , Ij)) = 0 ∀ q ≥ 1.

Since the functor Wj 7→ HomÕj [G]
(c-IndGK0(n)Wj , Ij) is exact it is enough to prove (50) if Wj has

lenght 1. In this case it follows from Lemma 2.21 (b) and Prop. 1.13.
For (ii), firstly we remark that the assumption S−1

0 W = 0 implies W = lim
−→m≥1

W [mm]. For

m ≥ 1 we have

HomO[G](c-IndGK0(n)W [mm], I) ∼= HomOm[G](c-IndGK0(n)W [mm], I[mm])

where Om = O/mm. Since I[mm] = HomO(Om, I) is an injective object of Modsm
Om(G), case (i)

together with (50) implies that HomOm[G](c-IndGK0(n)W [mm], I[mm]) is Γord
O -acyclic for every m ≥ 1.

Also since the functor W ′ 7→ HomO[G](c-IndGK0(n)W
′, I) is exact we see that the transition map

HomO[G](c-IndGK0(n)W [mm+1], I)→ HomO[G](c-IndGK0(n)W [mm], I)

is surjective for every m ≥ 1 and that the kernel is isomorphic to

HomO[G](c-IndGK0(n)W [mm+1]/W [mm], I) ∼= HomO1[G](c-IndGK0(n)W [mm+1]/W [mm], I[m])

hence it is Γord-acyclic as well. Therefore we can apply Lemma A.2 of the appendix to deduce that

HomO[G](c-IndGK0(n)W, I) ∼= lim
←−
m

HomO[G](c-IndGK0(n)W [mm], I)

is Γord-acyclic as well.

For the case (iii) note that (S−1
0 O)[T

0
] has dimension 0, so it is a finite product of Artinian local

rings S−1
0 O[T

0
] =

∏
ξ∈ΞAξ. We denote the residue field of Aξ by Eξ. Any W ∈ Mod

(S−1
0 O)[T

0
],f

admits a corresponding decomposition W =
∏
ξ∈ΞWξ. Again the exactness of the functor W 7→

HomO[G](c-IndGK0(n)W, I) implies that it suffices to consider the case when W is a (S−1
0 O)[T

0
]-

module of length 1. In this case there exists ξ ∈ Ξ such that Wξ
∼= Eξ and Wξ′ = 0 for all ξ′ 6= ξ.

If we put E := Eξ then we have

HomO[G](c-IndGK0(n)W, I) = HomE[G](c-IndGK0(n)E, I0)

where I0 := HomO(E, I). It is an injective object of Modsm
E (G). There exists j ∈ J such that the

canonical map O[T
0
] =

∏
j∈J Õj → (S−1

0 O)[T
0
]

pr−→ Aξ
pr−→ E factors in the form O[T

0
]

pr−→ Õj →

33



E. Let Õ′ = im(Õj → E). Note that E is the quotient field of Õ′. By Prop. 1.13 it suffices to show

(51) RqΓX -ord
Õ′ (HomE[G](c-IndGK0(n)E, I0)) = 0 ∀ q ≥ 1

where M = HomE[G](c-IndGK0(n)E, I0). The proof of Lemma 2.21 (b) shows (see (47)) that there
exists an exact sequence of E[X]-modules

(52) 0 −→M −→ HomE[G](c-IndGK0(n)E, I0) −→ lim
←−
m

Nm −→ 0

whereM is an injective E[X]-module and where Nm is an E[X]-module with XmNm for every m ≥
1. Since E[X] is a flat Õ′[X]-algebra,M is also injective as an Õ′[X]-module hence RqΓX -ord

Õ′
M = 0

for every q ≥ 0. Moreover we have RqΓX -ord
Õ′

N = 0 for every q ≥ 0 by Lemma 1.10 (c) and 1.11

(b). Thus by applying the δ-functor R•ΓÕ′ to (52) yields (51).

For (iv) let W ∈ ModO[T
0
],f

and put W1 = ker(W → S−1
0 W ), W2 = im(W → S−1

0 W ),

W3 = S−1
0 W and W4 = coker(W → S−1

0 W ) so that there exists short exact sequences

(53) 0→W1 →W →W2 → 0, 0→W2 →W3 →W4 → 0.

Clearly, we have S−1
0 W1 = 0 = S−1

0 W4, and W3 ∈ Mod
(S−1

0 O)[T
0
],f

. Also since W ∈ ModO,f we

have W1,W2 ∈ ModO,f hence W1[mm] ∈ ModO,f and W4[mm] ∼= Ext1
O(Om,W2) ∈ ModO,f for every

m ≥ 1. By (ii) the claim holds for W1 and W4 and it holds for W3 by (iii). Thus the sequences
(53) yield that the claim holds for W2 and W as well.

Proof of Prop. 2.20. (a) Let U denote the set of all open subgroups U of T 0 containing H. We
have

OrdH(V ) = Ord(V )H = lim
−→U∈U

OrdU (V )

for every V ∈ Modsm
O (G). Thus if 0 −→ V −→ I• is an injective resolution then we get

OrdH,n(V ) = Hn(OrdH(I•)) = Hn(lim
−→U∈U

OrdU (I•)) = lim
−→U∈U

Hn(OrdU (I•))

= lim
−→U∈S

OrdU,n(V ).

For (b) let I be an injective object of Modsm
O (G). We have

IKH(n) ∼= HomO[G](c-IndGKH(n)O, I) ∼= HomO[G](c-IndGK0(n) Ind
K0(n)
KH(n)O, I)

so by Lemma 2.22 (applied to W = Ind
K0(n)
KH(n)O) the O[T

+
]-module IKH(n) is Γord-acyclic. Thus by

Prop. 2.17 (b) there exists a Grothendieck spectral sequence (45) associated to the decomposition

Modsm
O (G)

V 7→V KH (n)

−−−−−−−→ ModO(T
+

)
Γord

−−−−→ Modladm
O (T )

of the functor OrdH .
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Remark 2.24. Let O = k be a field of characteristic p. The k[X]-module (and G-representation)
c-IndGK0(1) k can be identified with Cc(~E , k), the set of maps Φ : ~E → k with finite support. If

e = (v0, v1) is an oriented edge of T then we put o(e) = v0, t(e) = v1 and ē = (v1, v0). For e ∈ ~E
we let 1e ∈ Cc(~E , k) be the function 1e(e

′) = 1 if e′ = e and 1e(e
′) = 0 otherwise. Fix v ∈ V and

define Φ ∈ Cc(~E , k) by Φ :=
∑

e∈~E,t(e)=v 1e. We have

X · Φ =
∑

e∈~E,t(e)=v

X · 1e =
∑

e∈~E,t(e)=v

∑
e′∈~E,o(e′)=v,e′ 6=ē

1e′ = [OF : p]
∑

e∈~E,t(e)=v

1e = 0.

This example shows that the X-primary torsion submodule of c-IndGK0(n) k(χ) considered in Lemma

2.21 (a) above can be non-trivial. Thus, in general, the functor Modsm
O (G) → ModO(T

+
), V 7→

V KH(n) does not have an exact left adjoint.

As a first consequence of the existence of the spectral sequence 45 we remark

Corollary 2.25. Let ϕ : O → O′ be an epimorphism of complete noetherian local rings. If
dim(O) ≤ 1 and dim(O′) = 0 then the canonical homomorphism5

(54) OrdH,nO (V )ϕ −→ OrdH,nO (Vϕ)

is an isomorphism for every V ∈ Modsm
O′ (G) and n ≥ 0.

Proof. By Prop. 2.20 (a) it suffices to consider the case where H is an open subgroup of T 0. Choose

m ≥ 1 with δ(U
(m)
F ) ⊆ H. As in the proof of Lemma 2.22 we write O[T

0
] (with T

0
= T 0/H) as

a product of complete noetherian local rings O[T
0
] =

∏
j∈J Õj and decompose O′[T 0

] =
∏
j∈J Õ′j

accordingly. By (48) and Prop. 1.13 we have for W ∈ ModO′(T
+

)

(55) RnΓord
O Wϕ =

∏
j∈J

RnΓt0 -ord

Õj
((Wj)ϕj )

∼=
∏
j∈J

RnΓt0 -ord

Õj
((Wj)ϕj ) = RnΓord

O′ W

where ϕj : Õj → Õ′j denotes the j-component of the map O[T
0
]→ O′[T 0

] induced by ϕ.

Since OrdHO′(V )ϕ = OrdHO (Vϕ) for every V ∈ Modsm
O′ (G) and since V 7→ OrdH,•O (Vϕ) is a δ-

functor it suffices to see that for an injective object I ∈ Modsm
O′ (G) we have OrdH,nO (Iϕ) = 0 for

every n ≥ 1. Consider the spectral sequence (45) for Iϕ

Ers2 = RrΓord
O (Hs(KH(m), I)ϕ) =⇒ OrdH,r+s(Iϕ)

Since V 7→ Hn(KH(m), V ) is the n-th right derived functor of Modsm
O′ (G) → ModO′(T

+
), V 7→

V KH(m) we have Ers2 = 0 for s ≥ 0. Together with (55) and Lemma 2.22 it follows

OrdH,nO (Iϕ) ∼= RnΓord
O (IKH(m)

ϕ ) ∼= RnΓord
O′ (IKH(m)) = 0

for every n ≥ 1.

5The definition of (54) is similar to the definition of (24).
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Assume now that O = A is an Artinian local ring with finite residue field of characteristic
p. If H is an arbitrary closed subgroup of T 0 then the fact that OrdH is the composition of the
functors V 7→ V HN0 and Γord together with ([Em3], Prop. 2.1.11) implies that there are canonical
homomorphisms

(56) OrdH,n(V ) −→ Γord(Hn(HN0, V ))

for every V ∈ Modsm
O (G) and n ≥ 0.

Corollary 2.26. If V is a locally admissible A[G]-module then the homomorphism (56) is an
isomorphism for every n ≥ 0. Moreover if V is an admissible A[G]-module then OrdH,n(V ) is an
admissible A[T ]-module for every n ≥ 0.

Proof. As a first step we consider the case where H is an open subgroup of T 0 and V ∈ Modladm
O (G).

Let m ≥ 0 with δ(U (m)) ⊆ H. By Prop. 2.17 (b) there exists a spectral sequence

(57) Ers2 = RrΓord(Hs(KH(m), V )) =⇒ Er+s = OrdH,r+s(V ).

By ([Em3], Lemma 3.4.4 and Thm. 3.4.7 (a)) the A[T
+

]-modules Hs(KH(m), V ) are admissible
(resp. locally admissible). By Prop. 2.12 (b) we have Ers2 = 0 if r > 0. Hence the edge map
En → E0n

2 is an isomorphism for every n ≥ 0. Moreover if V is admissible then we obtain using
Prop. 2.11 (a) that

OrdH,n(V ) ∼= Hn(KH(m), V )ord

is finitely generated as an O-module, hence admissible as an O[T ]-module.
To simplify the notation we now consider only the other extreme case H = 1 (the proof for

arbitrary H is essentially the same). Consider the diagram

lim
−→m

Ordδ(U
(m)),n(V )

∼=−−−−→ lim
−→m

Γord(Hn(K1(m), V ))y∼= y∼=
Ordn(V )

(56)−−−−→ Γord(Hn(N0, V )).

The upper horizontal map is the limit of edge morphisms of the degenerating spectral sequence
(57) (for H = δ(U (m))) so it is an isomorphism. The left vertical map is an isomorphism by Prop.
2.17 (a). The right vertical map is induced by the restriction maps Hn(K1(m), V ) → Hn(N0, V ).
It is an isomorphism by Prop. 2.11 (d) since we have Hn(N0, V ) = lim

−→m
Hn(K1(m), V ) (see e.g.

[Em3], Lemma 3.4.3).
It remains to prove that Ordn(V ) ∈ Modadm

A (T ) if V ∈ Modadm
A (G). We will prove this by

induction on n. The assertion holds for n = 0 by Remark 2.16 (c). Assume that n ≥ 1 and that
Ordr(V ) is admissible for every r < n. We fix a compact open subgroup U of T 0. There is a
Grothendieck spectral sequence

Ers2 = Hr(U,Ords(V )) =⇒ OrdU,r+s(V ).

By ([Em3], Lemma 3.4.4) we have Ers2 = Hr(U,Ords(V )) ∈ ModA,f for every r ≥ 0 and s < n. It
follows that Ersm ∈ ModA,f for every r ≥ 0, s < n and m ∈ {2, 3, . . . ,∞} as they are subquotient of
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Ers2 . Since En = OrdU,n(V ) ∈ ModA,f as shown above and since E0n
∞ = E0n

n+1 is a quotient of En

we have E0n
n+1 ∈ ModA,f . The exact sequences

0 −→ E0n
m+1 −→ E0n

m
d0n
m−→ Em(n−m+1)

m

for m = n, n− 1, . . . , 2 now allow us to deduce that the A-modules E0n
n , E0n

n−1, . . . , E
0n
2 are finitely

generated. Hence E0n
2 = (Ordn(V ))U ∈ ModA,f . Since this holds for every open subgroup U of T 0

we conclude that the A[T ]-module Ordn(V ) is admissible.

Remarks 2.27. (a) The canonical homomorphism (56) also exists if A = E is a field of char-
acteristic 0 (instead of ([Em3], Prop. 2.1.11) one can use here the fact the functor c-IndGHN0

:
Modsm

E (HN0) → Modsm
E (G) is exact, so that the restriction Modsm

E (G) → Modsm
E (HN0) preserves

injectives). Also Cor. 2.26 holds in this case as well and its proof requires very little modification.
Indeed, in this case the spectral sequence (57) degenerates, i.e. we have Ers2 = 0 if s ≥ 0. Since the
functor Modsm

E (G)→ Modsm
E (T+), V 7→ V N0 is exact it thus follows

OrdnE(V ) = 0

for every V ∈ Modladm
E (G) and n ≥ 0.

(b) In ([Em3], Conj. 3.7.2) Emerton has given the following conjectural description of the right de-

rived functors of Ord when restricted to the subcategory Modladm
O (G): if Õrd denotes this restriction

then we have

(58) Rn Õrd(V ) ∼= Γord(Hn(N0, V ))

for every V ∈ Modladm
A (G) (so together with Cor. 2.26 this implies Rn Õrd(V ) = Rn Ord(V )).

This can be deduced from Prop. 2.12 (a) as follows. Firstly, note that for V ∈ Modadm
A (G) the

A[T+]-module V N0 =
⋃
m≥1 V

K1(m) is locally admissible (since V K1(m) ∈ Modsm
A,f (T+) for every

m ≥ 1). Since every locally admissible A[G]-module is the union of its admissible submodules we

also have V N0 ∈ Modladm
A (T+) if V ∈ Modladm

A (G), i.e. the functor Õrd factors as

Modladm
A (G)

V 7→V N0−−−−−→ Modladm
A (T+)

Γord

−−−−→ Modladm
A (T ).

Hence Prop. 2.12 (a) together with ([Em3], Prop. 2.1.11) implies (58). A proof of ([Em3], Conj.
3.7.2) for G = GL2(F ) (and implicitly also for G = PGL2(F )) by completely different means has
been given in [EP]. In [Sp3] the derived functors of the functor of ordinary parts will be studied
for general p-adic reductive groups. �

Let d = [F : Qp] and let V be an admissible A[G]-module. By Cor. 2.26 and ([Em3], 3.6.1,
3.6.2) we have

Ordn(V ) =

{
VN (α) if n = d,

0 if n > d.

Here VN denote the N -coinvariants of V and α the character

(59) α : T
δ−1

−−−−→ F ∗
NF/Qp−−−−→ Q∗p

x 7→x/pvp(x)

−−−−−−−→ Z∗p −−−−→ A∗

(where vp : Q∗p → Z ∪ {∞} is the normalized valuation of Qp). In particular we obtain
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Corollary 2.28. For W ∈ Modadm
A (T ) we have

Ordn(IndGB(W )) =


W ι if n = 0,
W (α) if n = d,

0 if n > d.

Proof. For n = 0 this follows from ([Em2], Prop. 4.3.4). For n = d it suffices to show that the
evaluation map

(60) IndGBW −→ W, Φ 7→ Φ(1).

induces an isomorphism (IndGBW )N ∼= W . Note that (60) is an epimorphism of A[B]-modules.
Hence it suffices to see that the N -coinvariants of the kernel vanish.

Let U be this kernel. It consists of those Φ ∈ IndGBW that have support in the big cell BωN
(where ω = ( 0 1

1 0 )). So by mapping Φ ∈ U to the function F →W, y 7→ Φ(ωn(y)) the module U can
be identified with the A[N ]-module Cc(F,W ) of locally constant maps f : F → W with compact
support. The N -action is given by (n(y) · f)(x) = f(x + y) for x, y ∈ F , f ∈ Cc(F,W ). As an
A[N ]-module Cc(F,W ) is generated by functions 1pm ·w for m ∈ Z, w ∈W (where 1pm ∈ Cc(F,Z)
denotes the characteristic function of pm). Let q be the order of the residue field of F and choose
an integer N ≥ 1 so that qN = 0 in A. Since 1pm · w =

∑
y n(y) · 1pm+1 · w (where y ranges over a

system of representatives of pm/pm+1) we see that we have

1pm · w ≡ 1pm+1 · (qw) ≡ 1pm+2 · (q2w) ≡ . . . ≡ 1pm+N · (qNw) = 0

in UN . Hence UN = 0.

2.5 $-adically admissible and Banach space representations of T

In this section R = O denotes the valuation ring of a p-adic field E, i.e. O is a complete discrete
valuation ring with finite residue field k of characteristic p and quotient field E of characteristic
0. We denote the maximal ideal of O by m and fix a prime element $ ∈ m. For m ≥ 1 we put
Om = O/mm. We denote the normalized absolute value on E by | · | : E → R (so |$| = #k−1).

For an O-module N we denote its torsion submodule by Ntor = N [m∞] and the maximal
torsionfree quotient by Nfl so that there exists a short exact sequence

0 −→ Ntor −→ N −→ Nfl −→ 0.

We also set Nm = N ⊗O Om and N [mm] = HomO(Om, N). The kernel-cokernel exact sequence for

the maps N
$−→ N

$m−→ N is

(61) 0 −→ N [m] −→ N [mm+1] −→ N [mm] −→ N1 −→ Nm+1 −→ Nm −→ 0

for m ≥ 1.
As before let H be a closed subgroup of T 0 and put T = T/H. We are going to review the

notion of $-adically continuous and $-adically admissible O[T ]-modules (see [Em2], §2.4). Firstly,
an O[T ]-module W is called $-adically continuous if (i) W is $-adically complete and separated,
(ii) Wtor is of bounded exponent, i.e. $mW = 0 for m ≥ 1 sufficiently large and (iii) Wm is a
discrete Om[T ]-module for every m ≥ 1.
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A $-adically admissible O[T ]-module W is a $-adically continuous O[T ]-module W such that
W1 ∈ Modadm

k (T ). The exactness of the sequence (61) implies then that we have Wm ∈ Modadm
Om (T )

for every m ≥ 1. The full subcategory of the category of O[T ]-modules consisting of $-adically
continuous (resp. $-adically admissible) O[T ]-modules will be denoted by Mod$−cont

O (T ) (resp.

Mod$−adm
O (T )). The category Mod$−adm

O (T ) is closed under the formation of kernels, images and
cokernels. It is in particular an abelian category. It is also closed under extensions in the category
Mod$−cont

O (T ).
For an O[T ]-module W define D(W ) := HomO(W,O). By ([Em2], Prop. 2.4.10) the assignment

W 7→ D(W ) induces an anti-equivalence of categories

(62) D : Mod$−adm
O (T )fl −→ Modfgaug

O (T )fl, W 7→ D(W ).

Here for an O-linear abelian category A we denote by Afl the subcategory of torsionfree objects
A ∈ A (i.e. objects so that $ · : A→ A is a monomorphism).

Remarks 2.29. (a) Let W ∈ Mod$−adm
O (T ). The fact that Wm is discrete when viewed as an

O[T ]-module implies that the O[T ]-action on W ∼= lim
←− mWm extends naturally to a ΛO(T )-action,

i.e. any $-adically admissible O[T ]-module W can be viewed as an augmented O[T ]-module. In
particular the category Mod$−adm

O (T ) as well as the functor (62) are ΛO(T )-linear.

(b) Let W ∈ Mod$−adm
O (T ) and assume that W is torsionfree (i.e. Wtor = 0). Using the exact

sequence (61) one can easily see that the Om-module Wm is free for every m ≥ 1.
(c) Simple examples of $-adically admissible O[T ]-modules are those associated to continuous
characters. For that let A be an O-algebra that is $-adically complete and separated and let
χ : F ∗ → A∗ be a continuous character (i.e. χ is continuous with respect to the $-adic topology
on A). We attach to χ the following O[T ]-module A(χ). For that we identify T with F ∗ via the
isomorphism (27), so that we can view χ as a character of T . For t ∈ T and a ∈ A define

(63) t · a := χ(t)a.

Then A(χ) is the O-module A equipped with the T -action given by (63). If A is a finite O-algebra
then we have A(χ) ∈ Mod$−adm

O (T ). Moreover if χ is a quasicharacter (i.e. if ker(χ) is open in F ∗)
then A(χ) ∈ Modadm

O (T ). If χ = 1 : F ∗ → A∗ is the trivial character then we will also write A(0)
rather than A(χ).
(d) Let ψ : F ∗ → O (i.e. we have ψ(xy) = ψ(x) + ψ(y) for all x, y ∈ O) and let Õ = O[ε] =
O[X]/(X2), ε := X + (X2) be the O-algebra of dual numbers. The character

Θψ : F ∗ −→ Õ∗, Θψ(x) = 1 + ψ(x)ε.

is obviously continuous so as a special case of the above construction we obtain the $-adically
admissible O[T ]-module Õ(Θψ). It is an admissible O[T ]-module if and only if ker(ψ) is open in
F ∗ (note that this holds if and only if ψ is some multiple c · vF , c ∈ O of the normalized valuation
vF of F ). �

Banach space representations Recall that an E-Banach space representation of T is an E-
Banach space V = (V, ‖ · ‖) together with a continuous E-linear action T × V → V, (t, v) 7→ t · v.
An E-Banach space representation V of T is called admissible if there exists an open and bounded
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O[T ]-submodule W ⊆ V such that the U -invariant (W/V )U of the quotient V/W are an O-module
of cofinite type for every compact open subgroup U of T (i.e. the Pontrjagin dual D((W/V )U ) =
Hom((W/V )U , E/O) is a finitely generated O-module). 6

The category of admissible E-Banach space representations of T will be denoted by Banadm
E (T ).

It is an abelian category. This can be easily deduced from the duality theorem ([Sch], [ST], Thm.
3.5) or from the fact that Banadm

E (T ) is equivalent to the localized category Mod$−adm
O (T )E (see

Lemma 2.32 below).
We first review the duality theorem. By slight abuse of notation, a ΛO(T )E-module M will

be called an augmented E[T ]-module. Again, Modaug
E (T ) denotes the category of augmented

E[T ]-modules. An augmented E[T ]-module M is called finitely generated if there exists a Λ(T )-

submodule L with L ∈ Modfgaug
O (T ) and LE = M . We equip M with the topology induced by the

canonical topology on L, i.e. M is a topological vector space and the inclusion is L ↪→ M is open
and continuous (hence M is locally compact). As before Modfgaug

E (T ) denotes the full category of
Modaug

E (T ) of finitely generated augmented E[T ]-modules.
There is a canonical contravariant functor

(64) D : Banadm
E (T ) −→ Modfgaug

E (T ), V 7→ D(V ) = V ′.

Here for an E-Banach space V = (V, ‖ · ‖), D(V ) = V ′ denotes the dual Banach space equipped
with the weak topology.

Lemma 2.30. The functor (64) is an anti-equivalence of E-linear categories. Its quasi-inverse is
given by

(65) Modfgaug
E (T ) −→ Banadm

E (T ), M 7→ HomE,cont(M,E).

Proof. This follows immediately from ([ST], Thm. 3.5).

Remark 2.31. Let V1, V2 ∈ Banadm
E (T ) and assume that dimE(V1) < ∞. The Lemma implies

that the E-vector space HomE[T ](V1, V2) is finite-dimensional as well. In fact any T -equivariant
homomorphism V1 → V2 is automatically continuous so we have

(66) HomE[T ](V1, V2) ∼= Hom
Modfgaug

E (T )
(D(V2),D(V1)).

If U is a compact open subgroup of T then the ΛO(U)E-module (66) is finitely generated, hence it
has finite length (since D(V1) has finite length because of dimE(D(V1)) = dimE(V1) < ∞) and is
therefore finite-dimensional as an E-vector space. �

Recall that for an O-linear additive category A the E-linear additive category AE has the same
objects as A whereas the morphisms are given by HomAE (A,B) = HomA(A,B) ⊗O E. If A is
abelian then AE is abelian as well (see Lemma A.4 of the appendix).

Note that Ltor = L[m∞] is of bounded exponent for any object L ∈ Modfgaug
O (T ). Indeed,

since ΛO(T ) is noetherian and L is finitely generated as ΛO(T )-module the sequence of submodules
L[m] ⊆ L[m2] ⊆ . . . ⊆ L[mm] ⊆ . . . becomes stationary. Therefore the induced functor

(Modfgaug
O (T ))E −→ Modfgaug

E (T ), L 7→ LE

6Note that this condition implies that we can choose the norm ‖ · ‖ on V so that (V, ‖ · ‖) is a unitary Banach
space representation of T , i.e. we have ‖t · v‖ = ‖v‖ for every t ∈ T and v ∈ V .
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is an equivalence of categories. Similarly, the categories Mod$−adm
O (T )E and Banadm

E (T ) are equiv-
alent.

Lemma 2.32. For W ∈ Mod$−adm
O (T ) let ‖ · ‖ be the norm on V = WE so that im(W → V,w 7→

w ⊗ 1) is the unit ball {v ∈ V | ‖v‖ ≤ 1} in V . Then (V, ‖ · ‖) is an admissible E-Banach space
representation of T . The induced functor

(67) Mod$−adm
O (T )E −→ Banadm

E (T )

is an equivalence of categories. Moreover for W ∈ Mod$−adm
O (T ) and V = WE we have

D(W )⊗O E ∼= D(V )

Proof. SinceWE = (Wfl)E we may assume thatWtor = 0, i.e.W ⊆ V (note thatWfl ∈ Mod$−adm
O (T )

by [Em2], Cor. 2.4.13). Let U be a compact open subgroup of T . The fact that W1 ∈ Modadm
k (T )

implies that dimkD((V/W )U ) ⊗O k = dimk Homk(W
U
1 , k) < ∞, hence D((V/W )U ) ∈ ModO,f by

the topological Nakayama Lemma. This proves that V is admissible.
To show that the induced functor (65) is an equivalence we have to see that every V ∈ Banadm

E (T )
lies in its essential image. For that we choose a norm ‖ · ‖ so that ‖t·v‖ = ‖v‖ for every t ∈ T and v ∈
V . Let W be the unit ball in V . Then (W/V )U is of cofinite type for every compact open subgroup

U of T (as shown in [ST] prior to Thm. 3.5). Passing in the sequence 0 → W1 → V/W
$·−→ V/W

to U -invariants and Pontrajagin duals implies that dimkD(WU
1 ) = dimkD((V/W )U ) ⊗O k < ∞

for every compact open subgroup U of T . Hence W1 ∈ Mod$−adm
k (T ) and W ∈ Mod$−adm

O (T ).
The last assertion is obvious.

Remarks 2.33. (a) The fact that the unit ball W of an admissible E-Banach space representation
V of T is $-adically admissible implies that it carries a canonical ΛO(T )-action (see Remark 2.29
above). Hence the E[T ]-action on V extends naturally to a ΛO(T )E-action and the functor (64) is
ΛO(T )E-linear.
(b) Let A be a finite-dimensional commutative E-algebra equipped with the canonical topology
(induced by any choice of a norm ‖ · ‖ : A → R≥0). Let χ : F ∗ → A∗ be a continuous character.
As in Remark 2.29 (c) we define the E-Banach space representation A(χ) of T by A(χ) = A with
T -action given by (63). We have A(χ) ∈ Banadm

E (T ) if and only if the image of χ is bounded.
Indeed if the latter holds then there exists an O-subalgebra A of A that is a lattice in A so that
χ(F ∗) ⊆ A∗. In this case A(χ) is the image of A(χ) under the functor (67).
(c) Let ψ : F ∗ → E be a continuous character and let Ẽ = E[ε] be the E-algebra of dual numbers.
Since the image of ψ is bounded in E the image of the character

Θψ : F ∗ −→ Ẽ∗, Θψ(x) = 1 + ψ(x)ε.

is bounded in Ẽ. Therefore similar to Remark 2.29 (d) we obtain an admissible E-Banach space
representation Ẽ(Θψ) of T (even if ψ(F ∗) is not contained in O). �

3 Cohomology of SG,K -spaces and schemes

3.1 Notation and preliminary remarks

Let R be a ring, let G be a locally profinite group and let H be a closed subgroup of G. The smooth
induction functor

IndGH : Modsm
R (H) −→ Modsm

R (G)
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is the right adjoint of the forgetful functor ResGH : Modsm
R (G) → Modsm

R (H). Recall that IndGHM
for M ∈ Modsm

R (H) consists of maps Φ : G → M satisfying Φ(hg) = hΦ(g) for all h ∈ H, g ∈ G
and such that there exists an open subgroup K of G with Φ(gk) = Φ(g) for all g ∈ G, k ∈ K. The
G-action is induced by right multiplication. Also if H = K is an open subgroup of G then ResGK
has a left adjoint

c-IndGK : Modsm
R (K) −→ Modsm

R (G)

For M ∈ Modsm
R (K), c-IndGKM is the R[G]-submodule of IndGK N consisting of maps Φ ∈ IndGK N

that have compact support (modulo H).
Let C be a site, i.e. C is a category equipped with a (Grothendieck) topology (see [Ar], Def. 1.2).

We denote by PSh(C) the category of presheaves (of sets) on C and by Sh(C) the category of sheaves
on C. For a ring R we let PSh(C, R) resp. Sh(C, R) denote the category of presheaves (resp. sheaves)
of R-modules on C. By PSh(C, R) → Sh(C, R),F 7→ F ] we denote the sheafification functor. An
object of Sh(C, R) will be called an R-sheaf for short. Note that if O denotes the sheafification of
the constant presheaf of rings U ∈ C 7→ R then the category Sh(C, R) can be identified with the
category of sheaves of O-modules on C (see [Sta], Tag 03CY).

Recall that an (R-)topos is the category of R-sheaves on a site. By a morphism of (R-)topoi

(f∗, f∗) : Sh(C, R) −→ Sh(D, R)

(where C and D are sites) we mean a pair of adjoint R-linear functors f∗ : Sh(D, R) −→ Sh(C, R)
and f∗ : Sh(C, R) −→ Sh(D, R). Note that we do not require f∗ to be exact. For an object X ∈ C
and F ∈ Sh(C, R) we denote by H•(X,F) the cohomology groups of F over X. Also if C/X denotes
the localization of C at X (see [Sta], Tag 00Y0) and if F ∈ Sh(C/X,R) then we define H•(X,F) as

the cohomology of F over the object X
1X−→ X of C/X. If F = F |X is the restriction of an R-sheaf

on F on C then we have H•(X,F) = H•(X,F ) by ([Sta], Tag 03F3).
Let u : C → D be a continuous functor giving rise to a morphism of topoi (u∗, u∗) := (us, u

s) :
Sh(D, R)→ Sh(C, R) (i.e. we assume that us is exact). Let X ∈ C and let Y = u(X). The functor
u′ : C/X → D/Y, (ϕ : U → X) 7→ (u(ϕ) : u(U) → Y ) induces a morphism of topoi as well (see
[Sta], Tag 03CF). By abuse of notation it will be denoted by (u∗, u∗) : Sh(D/Y,R) → Sh(C/X,R)
too. For F ∈ Sh(C/X,R) there exists a canonical homomorphism

Hn(X,F) −→ Hn(Y, u∗(F))

for every n ≥ 0 defined as the the composite of the morphism Hn(X,F) → Hn(X,u∗u
∗(F))

(induced by the unit of adjunction) with edge morphism Hn(X,u∗u
∗(F)) → Hn(Y, u∗(F)) of the

Leray spectral sequence.
Let f : X → Y be a morphism in a site C. Then the site C/X can be identified with the

localization of the site C/Y at (X
f−→ Y ) ∈ C/Y ([Sta], Tag 04BB). So there exists a morphism of

topoi

(68) (f∗, f∗) : Sh(C/X,R)→ Sh(C/Y,R).

Here f∗ = f̃s where f̃ denotes the functor C/X → C/Y, (U → X) 7→ (U → X
f−→ Y ). By ([Sta],

Tag 03DI) the functor f∗ is exact as it has a left adjoint as well. If C has fibre products then the
base change functor with respect to f : X → Y

v : C/Y −→ C/X, (V → Y ) 7→ (V ×Y X → X).
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is continuous and right adjoint to f̃ . By ([Sta], Tag 00XY) this implies f∗ = vs, i.e. for F ∈
Sh(C/X,R) we have

(69) f∗(F)(V → Y ) = F(V ×Y X → X)

for all (V → Y ) ∈ C/Y . Moreover we remark that given a commutative diagram in C

X1
f1−−−−→ Y1yg yh

X2
f2−−−−→ Y2

and F ∈ Sh(X2, R) there exists a canonical morphism of Leray spectral sequences (see [Sta], Tag
0E46) (

Ers2 = Hr(Y2, R
s(f2)∗F) =⇒ Hr+s(X2,F)

)
−→(

Ers2 = Hr(Y1, R
s(f1)∗g

∗F) =⇒ Hr+s(X1, g
∗F)

)
.

3.2 Sites of discrete G-sets

Let G be a locally profinite group and let R be a ring. We denote by SG the category of discrete
left G-sets and G-equivariant maps. Recall that a left G-set S is discrete if the stabilizer StabG(s)
of any s ∈ S is open in G. Note that the category SG admits fibre products. We equip SG with the
canonical topology ([Ar], 1.1.2), i.e. we consider SG as a site. Recall ([Ar], 1.1.5) that a family of

morphisms
{
Si

ρi−→ S
}

in SG is a covering if
⋃
i ρi(Si) = S. A set S ∈ SG will be called connected

if G acts transitively on S, i.e. if S ∼= G/K for some open subgroup K of G. Note that if K1, K2

are open subgroups of G then every G-equivariant map ρ : G/K1 → G/K2 is necessarily of the
form ρ(hK1) = hgK2 for some element g ∈ G with K1 ⊆ Kg

2 .
The category of sheaves of R-modules on SG is equivalent to the category of discrete R[G]-

modules and we will sometimes identify the two. Indeed, the functors

Modsm
R (G) −→ Sh(SG, R), M 7→ MapsG( · ,M)

Sh(SG, R) −→ Modsm
R (G), M 7→ lim

−→U≤G,U open
M(G/U)

are mutually quasi-inverse equivalences of categories.
Let ϕ : G → G′ be a continuous homomorphism of locally profinite groups. Then any discrete

leftG′-set S becomes a leftG-set Sϕ via ϕ, so we obtain a continuous functor ϕ̃ : SG′ → SG, S 7→ Sϕ
between sites. It induces a morphism of R-topoi

(ϕ∗, ϕ∗) : Sh(SG, R) −→ Sh(SG′ , R)

where ϕ∗ = ϕ̃s and ϕ∗ = ϕ̃s.
Under the identifications Modsm

R (G) = Sh(SG, R) and Modsm
R (G′) = Sh(SG′ , R) the functors

ϕ∗ and ϕ∗ are given as follows. For M ∈ Modsm
R (G) we have

ϕ∗(M) =
{

Φ ∈ Maps(G′,M)|∃U ′ ≤ G′ open∀g ∈ G, g′ ∈ G′, u′ ∈ U ′ : Φ(ϕ(g)g′u′) = gΦ(g′)
}
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with G′-action induced by right multiplication. For M ′ ∈ Modsm
R (G′) the pull-back ϕ∗(M ′) is the

G-module M ′ϕ.

IfH is a closed subgroup ofG and ϕ = ι : H ↪→ G is the inclusion then ι∗ = IndGH : Modsm
R (H)→

Modsm
R (G) is the (smooth) induction functor. If H is a closed normal subgroup of G and ϕ = π :

G → G/H is the projection then π∗ is the inflation functor InflGG/H : Modsm
R (G/H) → Modsm

R (G)

and π∗ is given by π∗(M) = MH for M ∈ Modsm
R (G).

Now we assume that H = K is an open subgroup of G and ϕ = ι : H ↪→ G is again the
inclusion. In this case the functor ι̃ : SG → SK , S 7→ Sι has a left adjoint defined as follows. Given
S′ ∈ SK we define a right K-action on G × S′ by k · (g, s′) = (gk, k−1s′) and a left G-action by
h · (g, s′) = (hg, s′). The latter induces a discrete left G-action on G ×K S′ := K\(G × S′). If for
example S′ = K/K ′ for some open subgroup K ′ of K then G ×K S′ ∼= G/K ′. Thus we obtain a
functor

(70) u : SK −→ SG, S′ 7→ G×K S′.

that is easily seen to be cocontinuous. By ([Sta], Tag 00XY) we get ι∗ = ι̃s = us.
Now we consider certain full subcategories of SG associated to a cofinal system of open sub-

groups of G. More precisely we consider a subset K of the set of open subgroups of the locally
profinite group G satisfying the following

Assumption 3.1. (i) K is cofinal in the set of all open subgroups of G, i.e. for every open subgroup
U of G there exists a K ∈ K with K ⊆ U .
(ii) K is closed under conjugation, i.e. for every K ∈ K , g ∈ G we have Kg ∈ K .
(iii) For K ∈ K and an open subgroup K ′ of K we have K ′ ∈ K .

We denote by SG,K the full subcategory of S ∈ SG such that StabG(s) ∈ K . Condition (ii)
guarantees that for K ∈ K the left G-set G/K lies in SG,K . Condition (iii) implies that if S′ → S
is a morphism in SG then S ∈ SG,K implies S′ ∈ SG,K as well. It follows that SG,K has fibre
products and equalizers.

We equip SG,K with the canonical topology. Condition (i) implies that any S ∈ SG ad-
mits a covering by objects in SG,K . Therefore the inclusion u : SG,K ↪→ SG induces mutually
quasi-inverse equivalences of categories us : Sh(SG,K , R) → Sh(SG, R) and su : Sh(SG,K , R) →
Sh(SG, R). Recall ([Sta], Tag 00XH) that (su)(F) is given by

(su)(F)(S) = lim
←−(S′,ρ)

F(S′)

where the limit is taken over the category of pairs (S′, ρ) where S′ ∈ SG,K and ρ : S′ → S is a
morphism in SG.

Hence we can identify Sh(SG,K , R) also with the category of discrete R[G]-modules via the
equivalences of categories

Modsm
R (G) −→ Sh(SG,K , R), M 7→ MapsG( · ,M)

Sh(SG,K , R) −→ Modsm
R (G), M 7→ lim

−→K∈K opp
M(G/K).(71)

For S ∈ SG,K consider the localization morphism

jS : SG,K /S −→ SG,K , (ρ : S′ → S) 7→ S′.
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It induces a morphism of topoi

(j∗S , (jS)∗) : Sh(SG,K /S,R) −→ Sh(SG,K , R).

The functor j∗S := jsS is exact. Indeed, by ([Sta], Tag 03DI) it has also a left adjoint (jS)!.
Now assume that S = G/K where K ∈ K . In this case the localization SG,K /S can be

identified with the site SK of discrete left K-sets. Indeed, the functors

SG,K /S −→ SK , (ρ : S′ → G/K) 7→ ρ−1(1 ·K)

SK −→ SG,K /S, S′ 7→ (G×K S′ → S)(72)

are mutually quasi-inverse equivalences of sites. Here for S′ ∈ SK the morphism G ×K S′ → S
is induced by the unique map S′ → pt = K/K. It follows that the category Sh(S /S,R) can be
identified with the category Sh(SK , R) (and hence with Modsm

R (K).

Lemma 3.2. Let K ∈ K , put S = G/K and let ι : K → G be the inclusion. Under the
identifications Sh(SK , R) = Sh(S /S,R) we have an equality of morphisms of topoi

(j∗S , (jS)∗) = (ι∗, ι∗) : Sh(S /S,R) = Sh(SK , R) −→ Sh(S , R).

Proof. Since the composition of (72) with jS is the functor (70) we get j∗S = jsS = us = ι∗. The
equality ι∗ = (jS)∗ follows from the adjointness property.

Remarks 3.3. (a) Let K ∈ K and put S = G/K. By identifying the category Sh(SG,K /S,R)
with Modsm

R (K) and Sh(SG,K , R) with Modsm
R (G) we see that the functors (jS)!, jS

∗ and (jS)∗
and correspond to compact induction, the restriction and the (smooth) induction functor

c-IndGK : Modsm
R (K) −→ Modsm

R (G),

ResGK : Modsm
R (G) −→ Modsm

R (K),

IndGK : Modsm
R (K) −→ Modsm

R (G)

respectively.
(b) Let ϕ : G → G′ be a continuous homomorphism of locally profinite groups and let K ′ be a
subset of the set of open subgroups of G′ that satisfies the hypotheses 3.1. The fact that the topoi
Sh(SG,K , R) and Sh(SG′,K ′ , R) can be identified with Sh(SG, R) and Sh(SG′ , R) respectively,
implies that ϕ induces a morphism of topoi

(73) (ϕ∗, ϕ∗) : Sh(SG,K , R) −→ Sh(SG′,K ′ , R).

In general the morphism (73) is not induced by a continuous functor SG′,K ′ → SG,K . The functor
ϕ∗ has the following concrete description. For S′ ∈ Sh(SG′,K ′ , R) let S′J denote the category of
pairs (S, ξ) where S ∈ SG,K and ξ : S → S′ϕ is a G-equivariant map. A morphism between two
objects (S1, ξ1), (S2, ξ2) in S′J is a G-equivariant map ρ : S1 → S2 such that ξ2 ◦ ρ = ξ1. For
F ∈ Sh(SG,K , R) we define a functor

S′F : S′J opp −→ ModR, (S, ξ) 7→ F(S).

We then have
(ϕ∗)(F)(S′) = lim

←−
S′J opp

S′F .

�
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3.3 The topos associated to an S -object in a site

Let G be a locally profinite group. As in the last section we fix a subset K of the set of open
subgroups of G such that assumption 3.1 holds and denote by S = SG,K the associated site of
discrete left G-sets whose stabilizers are contained in K . Let C be a site. Associated to an object
U of C are the two functors (co- and contravariant respectively) hU = HomC(U, · ) : C → sets and
hU = HomC( · , U) : C → sets. We make the following

Assumption 3.4. C has fibre products, equalizers and coproducts.

The first two conditions imply that arbitrary connected finite limits exists in C ([Sta], Tag
04AT). The last condition implies in particular that C has an initial object.

Definition 3.5. (a) A continuous functor X : S → C that commutes with coproducts will be called
an S -object in C.7

(b) An S -object X in C is called (left) exact if it commutes with equalizers.

Let X be an S -object in C. For S ∈ S we will write XS rather than X(S). Also for K ∈ K
we write XK instead of XG/K . If ρ : S1 → S2 is a morphism in S then the induced morphism will
be denoted simply by ρ : XS1 → XS2 . Since every morphism in S is part of a covering the functor
X commutes with fibre products. So by ([Sta], Tag 04AT), X is exact if and only if X commutes
with connected finite limits. If G ∈ K then S = SG,K = SG has a final object pt = G/G. In
this case every S -object in C is exact.

Remark 3.6. Let S c denote the full subcategory S c of S with set of objects {G/K | K ∈ K },
let X be an S -object in C and let

(74) S c → C, G/K 7→ XK , (ρ : G/K → G/K) 7→ (ρ : XK → XL)

be the restriction of X to S c. The fact that X commutes with coproducts implies that the latter
completely determines X. The functor (74) has the following properties

(i) ρ : XK → XL is a covering for every morphism ρ : G/K → G/L in S c.

(ii) Let G/K1 → G/L and G/K2 → G/L be morphism in S c and let G/K1 ×G/L G/K2 =∐
i∈I G/Mi be their fibre product in S . Then the induced diagram∐

i∈I XMi −−−−→ XK1y y
XK2 −−−−→ XL

is cartesian.

If X is exact then we also have

(iii) For two different morphisms ρ1, ρ2 : G/K → G/L in S c the equalizer of ρ1, ρ2 : XK → XL is
the initial object in C.

Conversely, a functor (74) with the properties (i) and (ii) extends to an S -object X in C (i.e.
the restriction of X to S c is (74)). Moreover if additionally (iii) holds then X is exact. �

7For the definition of a continuous functor between sites see ([Sta], Tag 00WV).
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Let X be an S -object in C. For U ∈ C we consider the colimit of the functor hU ◦X : S → sets,
i.e. the set

colimhU ◦X = colimS∈S HomC(U,XS).

A morphism φ : U1 → U2 in C induces a morphism of functors hU2 → hU1 hence a map

φ∗ : colimhU2 ◦X → colimhU1 ◦X.

Definition 3.7. Let X be an S -object in C.

(a) We introduce the site C/ colimX.

(i) Objects of C/ colimX are pairs (U,α) where U ∈ C and α ∈ colimhU ◦X.

(ii) A morphisms in C/ colimX
φ : (U1, α1) −→ (U2, α2)

is a morphism φ : U1 → U2 in C such that φ∗(α2) = α1.

(iii) A family of morphisms {φi : (Ui, αi)→ (U,α)} in C/ colimX is a covering if {φi : Ui → U} is
a covering in C.

(b) The category Sh(X,R) of R-sheaves F on X is defined as the category of R-sheaves of the site
C/ colimX.

Remarks 3.8. (a) Note that the category C/ colimX also satisfies assumption 3.4.

(b) For every object (U,α) of C/ colimX the obvious functor between localizations

(75) (C/ colimX)/(U,α) −→ C/U,
(
φ : (U ′, α′)→ (U,α)

)
7→ (φ : U ′ → U)

is an isomorphism of sites.

(c) If G ∈ K then we can identify colimhU ◦X with HomC(U,XG), the site C/ colimX with the
localization C/XG and the category Sh(X,R) with Sh(C/XG, R).

(d) Let U ∈ C and let α ∈ colimhU ◦ X. Let I = I(U,α) be the category of pairs (S, ψ) where
S ∈ S and ψ : U → XS is a morphism representing α, i.e. the image of ψ under the canonical
map Hom(U,XS) → colimS′∈S HomC(U,XS′) is α. A morphism τ : (S1, ψ1) → (S2, ψ2) in I is a
morphism τ : S1 → S2 in S such that

U
ψ1

}}

ψ2

!!
XS′1

τ // XS′2

commutes. Objects of I(U,α) are called representatives of (U,α).
Note that the category I(U,α) has fibre products and is connected, i.e. any two objects (S, ψ),

(S′, ψ′) can be linked by a chain of morphisms

(S, ψ) = (S0, ψ0)
τ1−→ (S1, ψ1)

τ2←− (S2, ψ2)
τ3−→ . . .

τn−1←− (Sn, ψn) = (S′, ψ′).
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By replacing every pair of morphisms (Si−1, ψi−1)
τi−1−→ (Si, ψi)

τi←− (Si+1, ψi+1) in the chain succes-
sively by its fibre product we see that every two objects (S, ψ), (S′, ψ′) can be linked by a diagram
of the form

(S, ψ)
τ←− (S′′, ψ′′)

τ ′−→ (S′, ψ′).

Moreover, if X is exact then the category Iopp
(U,α) is filtered. For that we are left to show that given

two morphism τ1, τ2 : (S, ψ) → (S′, ψ′) in I(U,α) there exists a morphism ξ : (S′′, ψ′′) → (S, ψ)
with τ1 ◦ ξ = τ2 ◦ ξ. We define ξ : S′′ → S to be the equalizer of τ1, τ2 : S → S′. The fact that
τ1 ◦ ψ = ψ′ = τ2 ◦ ψ and that X commute with equalizers implies that there exists a morphism
ψ′′ : U → XS′′ with ξ ◦ ψ′′ = ψ. �

Let X be an S -object in C, let D be another site that satisfies assumption 3.4 and let
u : C → D be a continuous functor commuting with fibre products, equalizers and coproducts.
Then u(X) := u ◦ X is an S -object in D. For U ∈ C the collection of maps HomC(U,XS) →
HomD(u(U), u(X)S), ψ 7→ u(ψ) for S ∈ S defines a morphism of functors hU ◦X → hu(U) ◦ v(X)
hence a map

colimhU ◦X −→ colimhu(U) ◦ u(X), α 7→ u(α)

Thus u induces a continuous functor between sites

(76) ũ : C/ colimX −→ D/ colimu(X), (U,α) 7→ (u(U), u(α))

that commutes with fibre products, equalizers and coproducts. It induces a morphism of topoi

(77) (u∗, u∗) := (ũs, ũ
s) : Sh(u(X), R) −→ Sh(X,R).

Proposition 3.9. The functor u∗ := ũs : Sh(X,R)→ Sh(u(X), R) is exact.

Proof. For an object (V, β) ∈ D/ colimu(X) let I = Iu(V,β) be the category of triples (U,α, ζ) where

(U,α) ∈ C/ colimX and ζ : V → u(U) is a morphism in D such that ζ∗(u(α)) = β. A morphism
η : (U1, α1, ζ1) → (U2, α2, ζ2) in Iu(V,β) is a morphism η : (U1, α1) → (U2, α2) in C/ colimX such

that u(η) ◦ ζ1 = ζ2. By ([Sta], Tag 00X5) it suffices to show that the category Iopp is filtered.
Since ũ commutes with fibre products and equalizers, the category I has the following properties

(see [Sta], Tag 00X4)

(i) For every pair of morphism η1 : j1 → i, η2 : j2 → i in I there exists an object k ∈ I and
morphisms ξ1 : k → j1, ξ2 : k → j2 in I such that η1 ◦ ξ1 = η2 ◦ ξ2.

(ii) For every i, j ∈ I and morphisms η1 : j → i, η2 : j → i in I there exists k ∈ I and a morphism
ξ : k → j such that η1 ◦ ξ = η2 ◦ ξ : k → i.

It remains to show

(iii) For every i1, i2 ∈ I there exists i ∈ I and morphisms i→ i1, i→ i2 in I.

For that let i1 = (U1, α1, ζ1), i2 = (U2, α2, ζ2) and let (S1, ϕ1) and (S2, ϕ2) be representative
of (U1, α1) and (U2, α2) respectively. Then (S1, u(ϕ1) ◦ ζ1), (S2, u(ϕ2) ◦ ζ2) are representatives
of (V, β). By Remark 3.8 (d) there exists a representative (S, ϕ) of (V, β) and morphisms τ1 :
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(S, ϕ) → (S1, u(ϕ1) ◦ ζ1) and τ2 : (S, ϕ) → (S2, u(ϕ2) ◦ ζ2). Note that j := (XS , αS , ϕ), j1 :=
(XS1 , αS1 , u(ϕ1) ◦ ζ1), j2 := (XS2 , αS2 , u(ϕ2) ◦ ζ2), are objects of I. So we have a diagram in I

i1
ϕ1

��

j
τ1

��

τ2

��

i2
ϕ2

��
j1 j2

Thus applying property (i) three times yields (iii).

The continuous functor X : S → C can be “lifted” to a functor S → C/ colimX. For that let
S ∈ S and let αS ∈ colimhXS ◦X be the image of 1XS ∈ HomC(XS , XS) under the canonical map

HomC(XS , XS) −→ colimS′∈S HomC(XS , XS′) = colimhXS ◦X.

The assignment

(78) X̃ : S −→ C/ colimX, S 7→ (XS , αS).

is a continuous functor between sites, lifting the functor X : S → C (i.e. the composition of X̃
with the forgetful functor C/ colimX → C, (U,α) 7→ U is the functor X). If G ∈ K then X̃ can be
identified with the functor

(79) S −→ C/XG, S 7→ (XS → XG)

(the morphism XS → XG is the image under X of the unique map S → pt).
The functor (78) induces a morphism of topoi

(80) (X̃s, X̃
s) : Sh(X,R) −→ Sh(S , R).

As in the previous section we can identify the categories Sh(S , R) and Modsm
R (G). Under this

identification we denote the first component of (79) by

Modsm
R (G) −→ Sh(X,R), M 7→MX,G

If M ∈ Modsm
R (G) is equipped with the trivial G-action then we will write MX instead of MX,G.

The second component of (79) will be denoted by and the second by

(81) H0(X∞, · ) : Sh(X,R) −→ Modsm
R (G), F 7→ H0(X∞,F ).

So there exists a natural isomorphisms

HomR[G](M,H0(X∞,F )) ∼= HomSh(X,R)(MX,G,F )

for every F ∈ Sh(X,R) and every M ∈ Modsm
R (G).

Remark 3.10. For F ∈ Sh(X,R) we have

H0(X∞,F ) = lim
−→K∈K opp

FK(XK).

This follows immediately from the definition of X̃s and of the isomorphism (71). Moreover for
K ∈ K the K-invariants of H0(X∞,F ) can be identified with FK(XK). �
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We now assume that X is exact. Then (78) can be viewed as a special case of the functor (76).
Namely for u := X : S → C and X = idS the identical S -object we obtain a continuous functor

ũ : S / colim idS −→ C/ colimX.

Since the obvious functor S → S / colim idS is an equivalence of sites the functor X̃ can be
identified with ũ. So by Prop. 3.9 we obtain

Corollary 3.11. Let X be an exact S -object in C.Then the functor Modsm
R (G)→ Sh(X,R), M 7→

MX,G is exact.

By (75), for S ∈ S the localization of C/ colimX at (XS , αS) can be identified with the
localization of C at XS . Therefore the (continuous and cocontinuous) functor

jXS : C/XS −→ C/ colimX, (ψ : U → XS) 7→ (U,ψ∗(αS))

induces a morphism of topoi

(j∗XS , (jXS )∗) : Sh(C/XS , R) −→ Sh(X,R).

The functor j∗XS will be denote by

resS : Sh(X,R) −→ Sh(C/XS , R), F 7→ FS , (u : F → G ) 7→ (uS : FS → GS).

Also for K ∈ K we put FK := FG/K ∈ Sh(C/XK , R). For an R-sheaf F on X the sheaves
FS ∈ Sh(C/XS , R), S ∈ S will be called the layers of F .

The right adjoint (jXS )∗ of resS is called direct image functor. By ([Sta], Tags 03DI and 03DJ)
resS also has an exact left adjoint

(jXS )! := (jXS )s : Sh(C/XS , R) −→ Sh(X,R).

This implies part (a) of the following Lemma.

Lemma 3.12. Let X be an S -object in C and let S ∈ S be non-empty.

(a) The functor resS is exact and preserves injectives.

(b) The functor resS is faithful.

Proof of (b). It suffices to show for each F ∈ Sh(X,R)

(82) FS = 0 =⇒ F = 0.

Since every object of C/ colimX lies in the image the functor jXS′ for some S′ ∈ S it is enough
to see that FS = 0 implies FS′ = 0 for every S′ ∈ S . We first consider the case when there
exists a morphism ρ : S′ → S in S . Let ρ̃ : C/XS′ → C/XS denote the continuous functor

(U → XS′) 7→ (U → XS′
ρ−→ XS). Since the diagram

C/XS′

ρ̃

��

jXS′

))
C/ colimX

C/XS

jXS
55
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commutes we have resS′ = ρ∗ ◦ resS hence FS′ = ρ∗(FS) = 0.
Now assume that S′ is an arbitrary discrete left G-set in S . It is easy to see that there exists

a diagram in S
S′′

~~

ρ

  
S S′

such that ρ is a covering (i.e. a surjective map). We have already seen that FS′′ = 0 and we want
to deduce FS′ = 0. Let U → XS′ be an object of C/XS′ . We have

FS′(XS′′ ×X′S U → XS′) = F (jXS′ (XS′′ ×X′S U → XS′))

= F (jXS′′ (XS′′ ×X′S U → XS′′)) = FS′′(XS′′ ×X′S U → XS′′) = 0

hence also FS′(U → XS′) = 0 since XS′′ ×X′S U → U is (as a base change of ρ : XS′′ → XS′) a
covering in C.

A consequence of the previous Lemma is that exactness of a sequence in Sh(X,R) can be checked
at one layer.

Lemma 3.13. Let X be an S -object in C and let S ∈ S be non-empty.

(a) Let

(83) F ′
u−→ F

v−→ F ′

be a sequence of morphism in Sh(X,R). If the sequence F ′S
uS−→ FS

vS−→ F ′′S is exact then (83) is
exact as well.

(b) Let A be an R-linear abelian category and let F : A → Sh(X,R) be an R-linear functor. If the
functor resS ◦F : A → Sh(C/XS , R) is exact (resp. = 0) then F is exact (resp. = 0) as well.

Proof. (b) follows immediately from (a) (resp. Lemma 3.12 (b)). For (a) note that (v ◦ u)S =
vS ◦ uS = 0, hence part (b) of Lemma 3.12 implies that v ◦ u = 0. Let H denote the homology of
(83). We have HS = ker(uS)/ im(vS) = 0 by Lemma 3.12 (a) hence H = 0 by (82).

Remarks 3.14. (a) Let X be an S -object in C and let S ∈ S be non-empty. The continuous
functor X̃/S : S /S → C/XS induces a morphism of topoi

((X̃/S)s, (X̃/S)s) : Sh(C/XS , R) −→ Sh(S /S,R).

By ([Sta], Tag 03CF) the diagram of topoi

Sh(C/XS , R)
(j∗XS

,(jXS )∗)
−−−−−−−−→ Sh(X,R)y((X̃/S)s,(X̃/S)s)

y(X̃s,X̃s)

Sh(S /S,R)
(j∗S ,(jS)∗)−−−−−−→ Sh(S , R)

commutes.
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(b) Assume that X is exact. An R-sheaf on X can be defined in more concrete terms (i.e. without
introducing the site C/ colimX). Namely, we could define an R-sheaf F ′ on X as

• A collection of sheaves F ′S ∈ Sh(C/XS , R) for each S ∈ S and

• A collection of isomorphisms

(84) ϕρ : ρ∗F ′S2
−→ F ′S1

for every morphism ρ : S1 → S2 in S that satisfy the cocycle condition

ϕρ1 ◦ ρ∗1(ϕρ2) = ϕρ2◦ρ1 : (ρ2 ◦ ρ1)∗F ′S3
−→ F ′S1

for all morphisms ρ1 : S1 → S2, ρ2 : S2 → S3 in S .

Given two R-sheaves F ′, G ′ on X as defined above a morphism α : F ′ → G ′ consists of
collection of morphisms αS : F ′S → G ′S for every S ∈ S that are compatible with the isomorphisms
(84), i.e. the diagram

ρ∗F ′S2

ϕρ−−−−→ F ′S1yρ∗αS2

yαS1

ρ∗G ′S2

ϕρ−−−−→ G ′S1

commutes for all morphisms ρ : S1 → S2 in S .
Let Sh′(X,R) denote the category of R-sheaves F ′ in this sense. To explain why this notion is

equivalent to the one given in Def. 3.7 (b) we define mutually quasi-inverse equivalences of categories

Sh(X,R) −→ Sh′(X,R), Sh′(X,R) −→ Sh(X,R)

Given F ∈ Sh(X,R) we define F ′ ∈ Sh′(X,R) by F ′S := resS F for every S ∈ S . For a
morphism ρ : S1 → S2 there exists also canonical isomorphism ρ∗(resS2(F ))→ resS1(F ). Indeed,

if ρ̃ : C/XS1 → C/XS2 denotes the continuous functor (U → XS1) 7→ (U → XS1

ρ−→ XS2) then we
have ρ∗ ◦ resS2

∼= resS1 (see the proof of Lemma 3.12).
Conversely, given an R-sheaf F ′ in the sense above we define F ∈ Sh(X,R) as follows. For an

object (U,α) of C/ colimX define a functor

(85) Iopp
(U,α) −→ ModR

by mapping (S, ψ) ∈ I(U,α) to F ′S(U
ψ−→ XS) and a morphism τ : (S1, ψ1) → (S2, ψ2) to the

isomorphism

(86) F ′S2
(U

ψ2−→ XS2) = F ′S2
(U

τ◦ψ1−→ XS2) = τ∗(F ′S2
)(U

ψ1−→ XS1)
ϕτ−→ F ′S1

(U
ψ1−→ XS1)

(the category I(U,α) has been defined in Remark 3.8 (d); it is filtered since X is exact; note that
in order for (86) to define a functor we need the cocycle condition (3.14)). We define F ((U,α))
as the colimit of the (85). It is then easy to see that this construction defines a sheaf on the site
C/ colimX. �
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To conclude this section we show that the topos Sh(X,R) does not depend on the choice of K .
More precisely we show that shrinking K does not effect Sh(X,R). So let K ′ be a subset of K
that satisfies assumption 3.1 and let X ′ denote the restriction of X to the subcategory S ′ = SG,K ′

of SG,K . Consider the continuous and cocontinuous functor

(87) u : C/ colimX ′ −→ C/ colimX, (U,α′) 7→ (U,α)

where α denotes the image of α′ under the canonical map

(88) colimhU ◦X ′ −→ colimhU ◦X.

By ([Sta], Tags 09W7, 03DI and 03DJ) the functor u yields a morphism of topoi

(g∗, g∗) : Sh(X ′, R) −→ Sh(X,R)

with g∗ = us. The functor g∗ is exact since it has a left adjoint us.

Proposition 3.15. The functors g∗ and g∗ are mutually quasi-inverse equivalences of categories.

For the proof we need

Lemma 3.16. The functor (87) is fully faithful.

Proof. Firstly, we show that the map (88) is injective. For that let α′, α′′ ∈ colimhU ◦X ′ with the
same image α under (88). Let (S′, ψ′) and (S′′, ψ′′) be representatives of the objects (U,α′) and
(U,α′′) of C/ colimX ′ respectively. Then (S′, ψ′) and (S′′, ψ′′) can be viewed as representatives of
the object (U,α) of C/ colimX. By Remark 3.8 (d) there exists a diagram of the form

(S′, ψ′)
τ←− (S, ψ)

τ ′−→ (S′′, ψ′′)

in I(U,α). The fact that τ is a morphism with target in S ′ implies that its source lies in S ′ as well,
i.e. S ∈ S ′. It follows α′ = (ψ′)∗(αS′) = (ψ)∗(αS) = (ψ′′)∗(αS′′) = α′′.

Let (U1, α
′
1), (U2, α

′
2) be objects of C/ colimX ′ and let (U1, α1), (U2, α2) be their images under

u. We have to see that the natural map

HomC/ colimX′((U1, α
′
1), (U2, α

′
2)) −→ HomC/ colimX((U1, α1), (U2, α2))

is bijective, i.e. for a morphism φ : U1 → U2 in C we have to show that φ∗(α2) = α1 implies
φ∗(α′2) = α′1. Let (S′, ϕ′2) be a representative of (U2, α

′
2). If φ∗(α2) = α1 then (U1, ϕ

′
2 ◦ φ)

is a representatives (U1, α1) hence also of (U1, α
′
1) because of the injectivity of (88). It follows

φ∗(α′2) = α′1.

Proof of Prop. 3.15. By ([Sta], Tag 00XT) and Lemma 3.16 the counit of adjunction ε : g∗ ◦ g∗ →
1Sh(X,R) is an isomorphism. We have to show that the unit η : 1Sh(X,R) → g∗ ◦g∗ is an isomorphism
as well. Since g∗(η) = g∗(ε)

−1 is an isomorphism, it suffices to see that g∗ is faithful. For that
choose a non-empty S′ ∈ S and consider the diagram

Sh(X,R)

g∗

��

resS′

**
Sh(C/XS′ , R)

Sh(X ′, R)

resS′
44

By Lemma 3.12 (b) the vertical functors are faithful. Hence g∗ is faithful as well.
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3.4 Morphisms between S -objects

We keep the notation and assumptions of the last section.

Definition 3.17. Let X, Y be S -objects in C. A morphism f : X → Y of S -objects in C is a
morphism of functors such that the diagram

(89)

XS1

fS1−−−−→ YS1yρ yρ
XS2

fS2−−−−→ YS2

is cartesian for every morphism ρ : S1 → S2 in S .

Let f : X → Y be a morphism of C-objects in C′. It induces two functors

u : C/ colimX −→ C/ colimY, (U,α) 7→ (U, f ◦ α),

v : C/ colimY −→ C/ colimX, (V, β) 7→ (V, β)×Y X(90)

For the first note that f induces an obvious morphism of functors hU ◦X → hU ◦ Y hence a map
between colimits colimhU ◦ X → colimhU ◦ Y, α 7→ f ◦ α. The functor (90) is defined a follows.
Let (V, β) ∈ C/ colimY and let (S, ψ : V → YS) be a representative of (V, β). Then we defined
(V, β)×Y X) := (XS ×YS V,pr∗XS (αS)), i.e. the pair (S,pr : XS ×YS V → XS) is a representative of
(V, β) ×Y X. That this definition is independent of the choice of the representative (S, ψ) follows
easily from Remark 3.8 (d) and the fact that the diagrams (89) are cartesian. One easily verifies
that u is continuous and cocontinuous and that v is continuous and right adjoint to u. By ([Sta],
Tags 00XO, 00XR and 00XY) the functors u and v induces the same morphism of topoi

(f∗, f∗) := (us, su) = (vs, v
s) : Sh(X,R) −→ Sh(Y,R).

Proposition 3.18. Let f : X → Y be a morphism of S -Objects in C.

(a) The functor f∗ : Sh(Y,R) −→ Sh(X,R) is exact.

(b) For S ∈ S the diagram of topoi

Sh(C/XS , R)
(j∗XS

,(jXS )∗)
−−−−−−−−→ Sh(X,R)y(f∗S ,(fS)∗)

y(f∗,f∗)

Sh(C/YS , R)
(j∗YS

,(jYS )∗)
−−−−−−−−→ Sh(Y,R)

commutes.

(c) The diagram of topoi

Sh(X,R)
(f∗,f∗) //

(X̃s,X̃s)

��

Sh(Y,R)

(Ỹs,Ỹ s)

��
Sh(S , R)
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commutes, i.e. we have

H0(Y∞, f∗(F )) = H0(X∞,F ) and f∗(MY,G) = MX,G

for every M ∈ Modsm
R (G) and F ∈ Sh(X,R).

Proof. (a) is a consequence of the fact that f∗ has a left adjoint (namely us) and (b) follows from
the commutativity of the diagram

C/XS

jXS−−−−→ C/ colimXy yu
C/YS

jYS−−−−→ C/ colimY

together with ([Sta], Tag 03L5) where the left vertical functors is given by (U → XS) 7→ (U →
XS

fS−→ YS). Finally (c) is a consequence of the commutativity of the diagram

S

Ỹ

��

X̃

��
C/ colimY

v // C/ colimX.

3.5 Change of the group G

As in the previous section C denotes a site that has fibre products. In this section we consider
several functorial properties of S -objects in C and their associated topoi with respect to changing
the group G. To begin with let G′ be a second locally profinite groups and let ϕ : G → G′ be a
continuous homomorphism. Let K (resp. K ′) be a subset of the set of open subgroups of G (resp.
G′) that satisfies assumption 3.1 and put S = SG,K and S ′ = SG′,K ′ .

Definition 3.19. Let X be an S -objects and let Y be an S ′-object in C. A morphism f : X → Y
compatible with ϕ consists of a collection of morphism in C

fξ : XS −→ YS′

for every G-equivariant morphism ξ : S → S′ϕ with S ∈ S and S′ ∈ S ′. We require that the
following two conditions hold

(i) If

(91)

S1
ρ−−−−→ S2yξ1 yξ2

S′1
ρ′−−−−→ S′2
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is commutative where ρ and ρ′ are morphisms in S and S ′ respectively and where ξ1 and ξ2 are
G-equivariant maps then the diagram

(92)

XS1

ρ−−−−→ XS2yfξ1 yfξ2
YS′1

ρ′−−−−→ YS′2

commutes as well.

(ii) If the diagram (91) is cartesian (as a diagram in the category SG) then (92) is cartesian as
well.

Remark 3.20. If G = G′, K = K ′ and if ϕ = idG : G→ G then it is easy to see that the notion
of a morphism compatible idG is equivalent to the notion of a morphism between S -objects given
before. Indeed if f ′ : X → Y is a morphism in the sense of Def. 3.17 then we obtain a morphism

f : X → Y as above by defining fξ : XS → YS′ as the composite XS
ξ−→ XS′

fS′−→ YS′ where
ξ : S → S′ is a morphism in S . Conversely, if f : X → Y is a morphism in the sense of Def.
3.19 then the collection of morphism f ′S := fidS : XS → YS , S ∈ S defines a morphism between
S -objects. �

We are going to show that a morphism f : X → Y compatible with ϕ induces a morphism of
topoi

(93) (f∗, f∗) : Sh(X,R) −→ Sh(Y,R).

For that we may assume that every K ∈ K is contained in ϕ−1(K ′) for some K ′ ∈ K . Indeed, by
Prop. 3.15 replacing K with the subset

K0 = {K ∈ K | ∃K ′ ∈ K ′ such that K ⊆ ϕ−1(K ′)}.

does not change the topos Sh(X,R).
The above hypothesis on K implies that for every object S ∈ S there exists an object S′ ∈ S ′

and a G-equivariant map ξ : S → S′ϕ. Hence for U ∈ C the morphism fξ : XS → YS′ induces a map

(94) hU (XS)
ψ 7→fξ◦ψ−−−−−→ hU (YS′)

can−−−−→ colimhU ◦ Y

It is easy to see that (94) is independent of the choice of ξ. Thus the collection of maps (94) for
varying S ∈ S induce a map

(95) colimhU ◦X −→ colimhU ◦ Y.

Hence we obtain a functor

u : C/ colimX −→ C/ colimY, (U,α) 7→ (U, f ◦ α)

Here f ◦ α denotes the image of α under (95). Clearly, u is continuous and cocontinuous so it
induces the morphism of topoi (93) with (f∗, f∗) = (us, su).
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Proposition 3.21. Let X be an SG,K -object, let Y be an SG′,K ′-object in C and let f : X → Y
be a morphism compatible with ϕ : G→ G′.

(a) The functor f∗ : Sh(Y,R) −→ Sh(X,R) is exact.

(b) For S ∈ S , S′ ∈ S ′ and a G-equivariant map ξ : S → S′ϕ the diagram of topoi

Sh(C/XS , R)
(j∗XS

,(jXS )∗)
−−−−−−−−→ Sh(X,R)y(f∗ξ ,(fξ)∗)

y(f∗,f∗)

Sh(C/YS′ , R)
(j∗YS′

,(jYS′
)∗)

−−−−−−−−−→ Sh(Y,R)

commutes.

(c) The diagram of morphism of topoi

Sh(X,R)
(f∗,f∗)−−−−→ Sh(Y,R)y(X̃s,X̃s)

y(Ỹs,Ỹ s)

Sh(S , R)
(ϕ∗,ϕ∗)−−−−−→ Sh(S ′, R)

commutes.

Proof. The proofs of (a) and (b) are similar to the proofs of the corresponding statement in Prop.
3.18.

For (c) note that it suffices to prove one of the equalities Ỹ s ◦ f∗ = Ỹ s, f∗ ◦ Ỹs = X̃s. Firstly,
we consider the case G ∈ K , G′ ∈ S ′ so that S = SG, S ′ = SG′ and so that the morphism
(f∗, f∗) : Sh(X,R) → Sh(Y,R) can be identified with (f∗ξ , (fξ)∗) : Sh(C/XG, R) → Sh(C/YG′ , R)
where ξ is the unique map G/G = pt→ G′/G′ = pt. Consider the following diagram of continuous
functors

SG′
ϕ̃−−−−→ SGyS′ 7→(YS′→YG′ )

yS 7→(YS→XG)

C/YG′
v−−−−→ C/XG

where ϕ̃ is given by S′ 7→ S′ϕ and v is the base change functor with respect to fξ : XG → YG′ . It
commutes since condition (ii) of Def. 3.19 above implies that

v(YS′ → YG′) = (YS′ ×YG′ XG → XG) = (XS′ϕ×ptpt → Xpt) = (XSϕ → XG).

By (69) we have vs = (fξ)∗ so we obtain

Ỹ s ◦ f∗ = Ỹ s ◦ (fξ)∗ = Ỹ s ◦ vs = ϕ̃s ◦ X̃s = ϕ∗ ◦ X̃s.

In the general case we choose K ∈ K , K ′ ∈ K ′ with ϕ(K) ⊆ K ′. Put S = G/K, S′ = G′/K ′

and let ξ : S → S′, gK 7→ ϕ(g)K ′. Let ι : K → G and ι′ : K ′ → G′ denote the inclusions and let
ϕ0 : K → K ′ be the restriction of ϕ to K. We have already seen that

(fξ)
∗ ◦ (Ỹ |K′)s = (X̃|K)s ◦ (ϕ0)∗.

57



Together with (b) and Prop. 3.26 we get

resS ◦f∗ ◦ Ỹs = j∗XK ◦ f
∗ ◦ Ỹs = (fξ)

∗ ◦ j∗YK′ ◦ Ỹs = (fξ)
∗ ◦ (Ỹ |K′)s ◦ (ι′)∗

= (X̃|K)s ◦ (ϕ0)∗ ◦ (ι′)∗ = (X̃|K)s ◦ ι∗ ◦ ϕ∗ = j∗XK ◦ X̃s ◦ ϕ∗ = resS ◦X̃s ◦ ϕ∗

hence f∗ ◦ Ỹs = X̃s ◦ ϕ∗ by Lemma 3.13 (b).

Push-out of an S -object We keep the assumption of the previous paragraph and assume
additionally that

ϕ−1(K ′) ∈ K

holds for every K ′ ∈ K ′. This implies that

ϕ̃ : S ′ → S , S′ → S′ϕ

is a continuous functor between sites. Let X : S → C be an S -object in C. Then Xϕ := X ◦ ϕ̃ :
S ′ → C is an S ′-object in C. It will be called the push-out of X with respect to ϕ. We define a
(continuous and cocontinuous) functor

Φ̃ : C/ colimXϕ −→ C/ colimX, (U,α) 7→ (U, β)

where β is the image of α under the canonical map (see ([Sta], Tag 002K))

colimhU ◦Xϕ −→ colimhU ◦X.

We denote the image of an R-sheaf F on X under Φ̃s by FXϕ so that Φ̃s can be written as

Sh(X,R) −→ Sh(Xϕ, R), F 7→ FXϕ .

Lemma 3.22. The functor (3.5) is an equivalence of categories.

Proof. Assume first that for every K ∈ K there exists K ′ ∈ K ′ such that K ⊆ ϕ−1(K ′). Then
the category S ′ is cofinal in S , so the map (3.5) is bijective (see [Sta], Tag 04E7) and Φ̃ is an
equivalence of sites. In the general case we may replace K by the subset

K0 = {K ∈ K | ∃K ′ ∈ K ′ such that K ⊆ ϕ−1(K ′)}.

By Prop. 3.15 this does not effect the category Sh(X,R).

Note that the diagram of continuous functors

C/ colimXϕ
Φ̃−−−−→ C/ colimX

X̃ϕ

y X̃

y
S ′ ϕ̃−−−−→ S

commutes. This implies that the diagram of topoi

(96) Sh(X,R) ∼= Sh(Xϕ, R)

(X̃s,X̃s)

||

((X̃ϕ)s,X̃ϕ
s
)

""
Sh(S , R)

(ϕ∗,ϕ∗) // Sh(S ′, R)
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Induced S -objects Now we consider a special instance of the previous construction namely
the case where ϕ = ι : H → G is the inclusion of a closed subgroup H of G. We let K H be the
collection of open subgroups of H of the form K ∩H for K ∈ K . Let Y be an SH,K H -object in

C. We define the induced S -object IndGH Y as the push-out of Y with respect to ι, so it is the
functor

(97) IndGH Y : S −→ C, S 7→ YS

where we view a left G-set S as an H-set via ι. The commutativity of (96) yields

Lemma 3.23. Let Y be an SH,K H -object in C and put X = IndGH Y . We have

H0(X∞,FX) ∼= IndGH H
0(Y∞,F ) and MX,G

∼= ((ResGHM)Y,H)X

for every F ∈ Sh(Y,R) and M ∈ Modsm
R (G).

Restriction of S -objects Let G be a locally profinite group, let K be a subset of the set of
open subgroups of G that satisfies hypothesis 3.1 and put S = SG,K .

Definition 3.24. Let X be an S -object in C and let K ∈ K . The restriction X|K of X to SK is
defined as the composite of the continuous functor (70) with X, i.e. X|K is defined as

(98) X|K : SK −→ C, S′ 7→ XG×KS′ .

Note that we have G×K S′ ∈ S for every S′ ∈ SK so that (98) is well-defined. Note also that
we have (X|K)K′ = XK′ for every open subgroup K ′ of K. Moreover since the category SK has a
final object we can identify the topos Sh(X|K , R) with Sh(C/XK , R).

Lemma 3.25. Under the identifications Sh(SK , R) = Sh(S /S,R) and Sh(X|K , R) = Sh(C/XK , R)
we have an equality of morphisms of functors

((X̃|K)s, (X̃|K)s) = ((X̃/S)s, (X̃/S)s) : Sh(X|K , R) −→ Sh(SK , R).

Proof. By the definition of X|K the diagram of continuous functors between sites

SK
(72) //

X̃|K
��

S /S

X̃/S

��
C/XK

commutes. The assertion follows.

As a consequence of Lemmas 3.2, 3.25 and Remark 3.14 (a) we obtain

Proposition 3.26. The following diagram of topoi commutes

Sh(C/XK , R)
(j∗XK

,(jXK )∗)
−−−−−−−−−→ Sh(X,R)y((X̃|K)s,(X̃|K)s)

y(X̃s,X̃s)

Sh(SK , R)
(ι∗,ι∗)−−−−→ Sh(S , R)

commutes. Here ι : K ↪→ G denotes the inclusion.
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Remark 3.27. Since jXK ◦ X̃|K = X̃ ◦ u : SK → C/ colimX where u is the functor (70) we have

X̃|K
s
◦ resS = us ◦ X̃s = ι∗ ◦ X̃s. Therefore we get

ResGK H
0(X∞,F ) = H0((X|K)∞,FK).

for every F ∈ Sh(X,R). �

3.6 Cohomology of S -objects

As in the previous section G denotes a locally profinite group, K a subset of the set of open
subgroups of G satisfying hypothesis 3.1 and S = SG,K the associated site. Let C be a site that
satisfies hypothesis 3.4.

Definition 3.28. Let X be an S -object in C and let n ≥ 0.

(a) We denote the n-th right derived functor of (81) by

Hn(X∞, · ) : Sh(X,R) −→ Modsm
R (G).

(b) The n-th right derived functor of

(99) H0(X, · ) : Sh(X,R) −→ ModR, F 7→ H0(X,F ) := H0(X∞,F )G

will be denoted by
Hn(X, · ) : Sh(X,R) −→ ModR .

Remark 3.29. IfG ∈ K then S = SG and the topos Sh(X,R) can be identified with Sh(C/XG, R)
and the functor (99) with H0(XG, · ). So in this case we have Hn(X,F ) = Hn(XG,FG) for every
n ≥ 0. �

For n ≥ 0 the n-th right derived functors of the functor Modsm
R (G)→ ModR,M 7→MG will be

denoted by Hn(G, · ).

Proposition 3.30. For F ∈ Sh(X,R) we have

(a) Hn(X∞,F ) = lim
−→K∈K opp

Hn(XK ,FK).

(b) For K ∈ K we have ResGK H
n(X∞,F ) = Hn((X|K)∞,FK).

(c) (Covering spectral sequence) Assume that X is exact. Then there exists a spectral sequence

(100) Ers2 = Hr(G,Hs(X∞,F )) =⇒ Hr+s(X,F ).

Proof. (a) Let 0 → F → I • be an injective resolution. By Lemma 3.12 (a) the sequence 0 →
FK → I •K is an injective resolution of FK for every K ∈ S . Together with Remark 3.10 (a) it
follows

Hn(X∞,F ) = Hn(H0(X∞,I
•)) = lim

−→K
Hn(H0(XK ,I

•
K)) = lim

−→K
Hn(XK ,FK).
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(b) follows from Remark 3.27.
(c) The functor H0(X, · ) is the composite of two left exact functors

H0(X∞, · ) = H0(G, · ) ◦H0(X∞, · ) : Sh(X,R) −→ Modsm
R (G) −→ ModR .

By Cor. 3.11 the functorH0(X∞, · ) has an exact left adjoint. Hence the corresponding Grothendieck
spectral sequence (100) exists.

Remarks 3.31. (a) By Prop. 3.30 (a) and ([Sta], Tag 03FD) the cohomology groups with coefficient
in an R-sheaf F introduced in Def. 3.28 (a) and (b) depend only on the underlying sheaf of abelian
groups on X.

(b) If G is compact (hence profinite) and if G ∈ K then by Remark 3.29 the limit terms of (100)
can be identified with the cohomology groups H•(XG,F) where F = FG. In this case the spectral
sequence is of the form

Ers2 = Hr(G,Hs(X∞,F )) =⇒ Hr+s(XG,FG).

so we recover the Hochschild-Serre spectral sequence of ([Ar], 3.4.7). �

By using the spectral sequence (100) we get the following criterion for the cohomology groups
H•(X∞,F ) to be admissible R[G]-modules.

Corollary 3.32. Let X be an exact S -object in C and let F ∈ Sh(X,R). Assume that
(i) R = A is an Artinian local ring with finite residue field k of characteristic p.
(ii) G is a p-adic (i.e. the Qp-valued points of a) reductive group.
(iii) Hn(XK ,FK) ∈ ModA,f for every K ∈ K and n ≥ 0.
Then the discrete A[G]-module Hn(X∞,F ) is admissible for every n ≥ 0.

Proof. We first remark by applying Prop. 3.30 (b), (c) to the restriction X|K : SK → C we obtain
a covering spectral sequence

(101) Ers2 = Hr(K,Hs(X∞,F )) =⇒ Hr+s(XK ,FK)

for every K ∈ K . We prove the assertion by induction on n. Assume that n ≥ 0 and that
Hr(X∞,F ) is admissible for every r < n. For K ∈ K we have Hr(K,Hs(X∞,F )) ∈ ModA,f
by ([Em3], Prop. 2.1.9. and Lemma 3.4.4) for every r ≥ 0 and s < n. It follows that the terms
Ersm of the spectral sequence (101) are finitely generated A-modules for every r ≥ 0, s < n and
m ∈ {2, 3, . . . ,∞} as they are subquotient of Ers2 . Since En ∈ ModA,f by assumption and since
E0n
∞ = E0n

n+1 is a quotient of En we have E0n
n+1 ∈ ModA,f . The exact sequences

0 −→ E0n
m+1 −→ E0n

m
d0n
m−→ Em(n−m+1)

m

for m = n, n− 1, . . . , 2 imply that the A-modules E0n
n , E0n

n−1, . . . , E
0n
2 are finitely generated. Hence

E0n
2 = Hn(X∞,F )K ∈ ModA,f . Since this holds for every K ∈ K we conclude Hn(X∞,F ) ∈

Modadm
A (G).

Now assume that H is a closed subgroup of G and put K H = {K ∩H | K ∈ K }. Regarding
the cohomology of induced S -objects we have
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Lemma 3.33. Let Y be an exact SH,K H -object in C and let X = IndGH Y . For F ∈ Sh(Y,R)
there exists a spectral sequence

(102) Ers2 = Rs IndGH H
s(Y∞,F ) =⇒ Hr+s(X∞,FX).

In particular if the functor IndGH : Modsm
R (H)→ Modsm

R (G) is exact then we have

Hn(X∞,FX) = IndGH H
n(Y∞,F )

for every n ≥ 0.

Proof. By Lemma (3.23) the functor Sh(Y,R) → Modsm
R (G), F 7→ H0(X∞,FX) can be factored

as

Sh(Y,R)
H0(Y∞, · )−−−−−−→ Modsm

R (H)
IndGH−−−−→ Modsm

R (G).

By Cor. 3.11 the functor H0(Y∞, · ) has an exact left adjoint so the associated Grothendieck spectral
sequence (102) exists.

Remark 3.34. In general the functor IndGH : Modsm
R (H) → Modsm

R (G) is not exact. It is exact
however if the quotient space G/H is compact or if R is a field of characteristic 0. �

Double edge homomorphism Let G′ be a second locally profinite group, let ϕ : G→ G′ be a
continuous homomorphism and let f : X → Y be a ϕ-compatible homomorphism in the sense of
Def. 3.19 with X exact. By Prop. 3.21 (a) there exists a canonical homomorphism

(103) Hn(Y∞, f∗F ) −→ ϕ∗H
n(X∞,F )

for every F ∈ Sh(X,R) and n ≥ 0. It is defined as the composite of the two edge morphisms

Hn(Y∞, f∗F ) −→ Rn(Ỹ s ◦ f∗)(F ) = Rn(ϕ∗ ◦ X̃s)(F ) −→ ϕ∗H
n(X∞,F ).

We are interested in the case when G′ is a quotient of G.
So let us assume that H is a closed normal subgroup of G, put G = G/H and let π : G → G

denote the projection. We set K = {π(K) | K ∈ K } and S = SG,K . Note that the set K

of open subgroups of G satisfies hypothesis 3.1. Also note that for S ∈ S the set of H-orbits
S := H\S becomes a discrete left G-set and in fact S lies in S . Thus we obtain a functor

S → S , S 7→ S = H\S, (ρ : S1 → S2) 7→ (ρ : S1 → S2).

Let f : X → Y be a π-compatible morphism between an exact S -object X and a S -object Y
in C. For F ∈ Sh(X,R) the target of (103) are the H-invariant elements of Hn(X∞,F ). Thus
(103) can be viewed as a G-equivariant map

(104) Hn(Y∞, f∗F ) −→ Hn(X∞,F ).

For S ∈ S let ξS : S → S denote the map s 7→ H · s and define

fS := fξS : XS −→ YS .
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Also for K ∈ K we put K = π(K), ξK = ξG/K : G/K → G /K and fK := fG/K : XK → YK .
By Prop. 3.21 (b) associated to ξK there is a base change homomorphism

BCF ,K = BCF ,ξK : (f∗(F ))K −→ (fK)∗(FK).

for every F ∈ Sh(X,R). Also for K1,K2 ∈ K with K2 ⊆ K1 associated to the diagram

XK2

ρ−−−−→ XK1yfK2

yfK1

YK2

ρ−−−−→ YK1

(with ρ : G/K2 → G/K1 and ρ : G /K1 → G /K2 being the obvious maps) there exists a base
change morphism (see [Sta], Tag 0736)

(105) BCn
F ,K1,K2

: ρ∗Rn(fK1)∗(FK1) −→ Rn(fK2)∗(FK2).

The following criterion for (104) to be an isomorphism will be applied in section 5.2 to compute
the cohomology of the boundary of Hilbert modular S -schemes.

Proposition 3.35. Let F ∈ Sh(X,R) and assume that for every K ∈ K we have
(i) BCF ,K is an isomorphism.
(ii) There exists K ′ ∈ K , K ′ ⊆ K such that BCn

F ,K,K′ = 0 for all n ≥ 1.
Then the homomorphism (104) is an isomorphism for every n ≥ 0 (in particular H acts trivially
on Hn(X∞,F )).

Proof. More generally than (105) given K1,K2 ∈ K with K2 ⊆ K1 there exists a base change
morphism in the derived category D+(YK1

, R) := D+(Sh(C/YK1
, R))

(106) BCK1,K2 : ρ∗R(fK1)∗(FK1) −→ R(fK2)∗(FK2).

hence a morphisms

BCK1,K2,[m,n] : ρ∗t[m,n]R(fK1)∗(FK1) −→ t[m,n]R(fK2)∗(FK2).

for every pair of integers (m,n) with 0 ≤ m ≤ n (where t[m,n] = t≥m ◦ t≤n). So for m = n we have
in particular BCK1,K2,[n,n][n] = BCn

K1,K2
. We claim that for every K ∈ K and n ≥ 1 the following

holds

(iii) There exists K ′ ∈ K with K ′ ⊆ K such that BCK,K′,[1,n] = 0 and BCm
K,K′ = 0 for all

m ≥ n+ 1.

We prove this by induction. For n = 1 this is assumption (ii). Assume that n ≥ 2 and that the
assertion holds for n − 1. We fix K ∈ K . By the induction hypothesis there exists K1 ⊆ K that
satisfies (iii) for K and n − 1 and also K2 ⊆ K1 that satisfies (iii) for K1 and n − 1. We claim
that (iii) holds for K2 ⊆ K and n. Consider the diagram of morphisms between triangles (where
ρ : G/K2 → G/K and ρ2 : G/K1 → G/K2 are the obvious maps)

ρ∗t[1,n−1]R(fK)∗FK −−−−−→ ρ∗t[1,n]R(fK)∗FK −−−−−→ ρ∗Rn(fK)∗FK [−n] −−−−−→ ρ∗t[1,n−1]R(fK)∗FK [1]yρ∗2(BCK,K1,[1,n−1])

yρ∗2(BCK,K1,[1,n])

yρ∗2(BCn
K,K1

)[−n]

y
ρ∗2t[1,n−1]R(fK1)∗FK1

α−−−−−→ ρ∗2t[1,n]R(fK1)∗FK1

β−−−−−→ ρ∗2R
n(fK1)∗FK1 [−n] −−−−−→ ρ∗2t[1,n−1]R(fK1)∗FK1 [1]yBCK1,K2,[1,n−1]

yBCK1,K2,[1,n]

yBCn
K1,K2

[−n]

y
t[1,n−1]R(fK2)∗FK2

γ−−−−−→ t[1,n]R(fK2)∗FK2 −−−−−→ Rn(fK2)∗FK2 −−−−−→ t[1,n−1]R(fK2)∗FK2 [1]
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The vertical morphisms in the first, third and fourth column vanish. The vanishing of BCn
K,K1

implies β ◦ ρ∗2(BCK,K1,[1,n]) = 0 hence there exists µ : ρ∗t[1,n]R(fK)∗FK → ρ∗2t[1,n−1]R(fK1)∗FK1

such that ρ∗2(BCρ1,[1,n]) = α ◦ µ. It follows

BCK,K2,[1,n] = BCK1,K2,[1,n] ◦ρ∗2(BCK,K1,[1,n]) = BCK1,K2,[1,n] ◦α ◦ µ = γ ◦ BCK1,K2,[1,n−1] ◦µ = 0.

This proves (iii).
Now for K ∈ K consider the following distinguished triangle in D+(YS , R)

(107) (fK)∗FK −→ R(fK)∗FK −→ t≥1R(fK)∗FK −→ FK [1].

Because of assumption (i) the first term can be identified with (f∗F )K . By applying the coho-
mological functor H0(YK , · ) : D+(YK , R) → ModR to the triangle (107) we obtain the long exact
sequence

. . .→ Hn(YK , (f∗F )K)→ Hn(XK ,FK)→ Hn(YK , t≥1R(fK)∗FK)→ Hn+1(YK , (f∗F )K)→ . . .

By passing to the direct limit over all K yields

. . . Hn(Y∞, f∗F )
(106)−→ Hn(X∞,F )→ lim

−→K
Hn(YK , t≥1R(fK)∗FK)→ Hn+1(Y∞, f∗F ) . . .

Thus it suffices to show

(108) lim
−→K

Hn(YK , t≥1R(fK)∗FK) = 0

for every n ≥ 0. Note that

Hn(YK , t≥1R(fK)∗FK) = Hn(YK , t[1,n]R(fK)∗FK)

for n ≥ 0 and K ∈ K . Therefore (108) follows from (iii).

3.7 The cohomology groups H•R(X;M,F )

As in the last section G denotes a locally profinite group, K a subset of the set of open subgroups
of G satisfying hypothesis 3.1, C a site that satisfies 3.4 and R an arbitrary ring. Let S = SG,K

be the associated site of discrete left G-sets and let X be an S -object in C. For M ∈ Modsm
R (G)

and F ∈ Sh(X,R) we put

H0
R(X;M,F ) := HomR[G](M,H0(X∞,F )) ∼= HomSh(X,R)(MX,G,F ).

Thus we obtain a bifunctor

H0
R(X; · , · ) : Modsm

R (G)opp × Sh(X,R) −→ R.

We denote the n-th right derived functor of H0
R(X;M, · ) (for fixed M ∈ Modsm

R (G)) by

Hn(X;M, · ) : Sh(X,R) −→ ModR .

Thus we have

(109) Hn
R(X;M,F ) = ExtnSh(X,R)(MX,G,F ) n ≥ 0.

If X then by Cor. 3.11 the bifunctor

H•R(X; · , · ) : Modsm
R (G)opp × Sh(X,R) −→ R, (M,F ) 7→ H•R(X;M,F )

is a δ-functor in both arguments M and F .
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Remark 3.36. If M = R is equipped with the trivial G-action then we have

H0
R(X;R,F ) = H0(X∞,F )G = H0(X,F )

hence Hn
R(X;R,F ) = Hn(X,F ) for every n ≥ 0. �

The Ext groups for the category Modsm
R (G) will be denoted by Ext•R,G( · , · ).

Proposition 3.37. (a) Let K ∈ K , M ∈ Modsm
R (K) and F ∈ Sh(X,R). We have

H•R(X; c-IndGKM,F ) = H•R(X|K ;M,FK).

In particular if M = R is equipped with the trivial K-action then we get

H•R(X; c-IndGK R,F ) ∼= H•(XK ,FK).

(b) Assume that X is exact. For M ∈ Modsm
R (G) and F ∈ Sh(X,R) there exists a spectral sequence

(110) Ers2 = ExtrR,G(M,Hs(X∞,F )) =⇒ Hr+s
R (X;M,F ).

(c) Let f : X → Y be a morphism of S -objects in C, let M ∈ Modsm
R (G) and let F ∈ Sh(X,R).

There exists a spectral sequence

(111) Ers2 = Hr
R(Y ;M,Rsf∗F ) =⇒ Hr+s

R (X;M,F ).

Proof. (a) We have

HomSh(X,R)((c-IndGKM)X,G,F ) ∼= HomR[G](c-IndGKM,H0(X∞,F ))

∼= HomR[K](M,H0((X|K)∞,FK)) = H0
R(X|K ;M,FK)

for all F ∈ Sh(X,R) and therefore (c-IndGKM)X,G ∼= c-IndGKMXK ,K . The assertion follows now
from Lemma 3.12 (a).

(b) The functor H0
R(X;M, · ) : Sh(X,R)→ ModR can be factored as

Sh(X,R)
H0(X∞, · )−−−−−−−→ Modsm

R (G)
HomR[G](M, · )
−−−−−−−−−→ ModR

and (110) is the associated Grothendieck spectral sequence.
(c) The functor H0

R(X;M, · ) can be factored as

Sh(X,R)
f∗−−−−→ Sh(Y,R)

H0
R(Y ;M, · )
−−−−−−−→ ModR

by Prop. 3.18 (c) so we obtain a Grothendieck spectral sequence (111).

Remark 3.38. Let f : X → Y be a morphism of S -objects in C, let M ∈ Modsm
R (G) and let

F ∈ Sh(Y,R). There exists a canonical homomorphism

(112) Hn
R(Y ;M,F ) −→ Hn

R(X;M,f∗F )

for n ≥ 0 defined as the composite

Hn
R(Y ;M,F ) −→ Hn

R(Y ;M,f∗f
∗F ) −→ Hn

R(X;M,f∗F ).

The first map is induced by the unit of adjunction F → f∗f
∗F and the second is an edge morphism

of the spectral sequence (111). �
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Change of the coefficient ring Let ϕ : R → R′ be a ringhomomorphism. A discrete R′[G]-
module can be viewed as a discrete R[G]-module via the homomorphism ϕ : R→ R′, i.e. ϕ induces
a homomorphisms of group rings R[G]→ R′[G], hence an exact functor

Modsm
R′ (G) −→ Modsm

R (G), M 7→Mϕ.

Also given an R′-sheaf F on X we may view it as an R-sheaf via ϕ. So we get an exact functor

(113) Sh(X,R′) −→ Sh(X,R), F 7→ Fϕ.

Note that (Mϕ)X,G = (MX,G)ϕ and H0(X∞,Fϕ) = H0(X∞,F )ϕ for every M ∈ Modsm
R′ (G) and

F ∈ Sh(X,R′). The functor (113) has the right adjoint

(114) Sh(X,R) −→ Sh(X,R′), G 7→ HomR(R′X ,G )

and the left adjoint

(115) Sh(X,R) −→ Sh(X,R′), G 7→ GR′ := G ⊗R R′X .

Lemma 3.39. Let ϕ : R → R′ be a ringhomomorphism, let M be a discrete R′[G]-module
and let F ∈ Sh(X,R). Assume that R′ is free and of finite rank as an R-module and that
HomR(R′, R) is free of rank 1 as an R′-module. Then the choice of an R′-module isomorphism
ψ : R′ ∼= HomR(R′, R) induces isomorphisms

Hn
R(X;Mϕ,F ) ∼= Hn

R′(X;M,FR′)

for every n ≥ 0 and F ∈ Sh(X,R).

Proof. The isomorphism ψ induces an isomorphism between the functors (114) and (115). Hence
we have

HomSh(X,R)((Mϕ)X,G, · ) ∼= HomSh(X,R)((MX,G)ϕ, · ) ∼= HomSh(X,R)(MX,G, R
′ ⊗R · ).

so the right derived functors are isomorphic as well.

Now assume that ϕ : R → R′ is an arbitrary ringhomomorphism. Let M be a discrete
R[G]-module and put MR′ : = M ⊗R′ R. Because of (MR′)X,G ∼= (MX,G)R′ the functor F 7→
HomSh(X,R)(MX,G,Fϕ) is isomorphic to F 7→ HomSh(X,R)((MR′)X,G,F ). Note that F 7→ H•R(X;
M,Fϕ) is a δ-functor whereas F 7→ H•R′(X;MR′ ,F ) is a universal a δ-functor. Hence there are
canonical homomorphisms

(116) Hn
R′(X;MR′ ,F ) −→ Hn

R(X;M,Fϕ)

for every n ≥ 0.

Proposition 3.40. Assume that X is exact and that M is projective as an R-module. Then the
map (116) is an isomorphism for every n ≥ 0 and F ∈ Sh(X,R′).

We need some preparation. Since HomR[G](M,Nϕ) ∼= HomR′[G](MR′ , N) for M ∈ Modsm
R (G)

and N ∈ Modsm
R′ (G) there exists canonical homomorphisms

(117) ExtnR′,G(MR′ , N) −→ ExtnR,G(M,Nϕ)

for all n ≥ 0.
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Lemma 3.41. Assume that M ∈ Modsm
R (G) is projective as an R-module. Then the homomor-

phisms (117) are isomorphisms.

Proof. Since IndG1 : ModR → Modsm
R (G) is exact and preserves injectives we have

Ext•R,G(M, IndG1 Q) ∼= Ext•R(M,Q)

for all Q ∈ ModR. Because M is projective as an R-module this implies ExtnR,G(M, IndG1 Q) = 0
for all n ≥ 1. In particular we obtain

(118) ExtnR,G(M, (IndG1 Q
′)ϕ) = ExtnR,G(M, IndG1 (Q′ϕ)) = 0

for every Q′ ∈ ModR′ and n ≥ 1.
The functor Modsm

R′ (G)→ ModR, N 7→ HomR[G](M,Nϕ) factors in the form

(119) Modsm
R′ (G)

N 7→Nϕ−−−−−→ Modsm
R (G)

HomR[G](M, · )
−−−−−−−−−→ ModR

The first functor is exact and maps injective objects to HomR[G](M, · )-acyclic objects. Indeed, if I ∈
Modsm

R′ (G) is injective then it is a direct summand of IndG1 I hence by (118) we get ExtnR,G(M, Iϕ) =
0 for n ≥ 1. Therefore there exists a degenerating Grothendieck spectral sequence corresponding
to the composite of functors (119). The assertion follows.

Proof of Proposition 3.40. It suffices to show that for an injective object I ∈ Sh(X,R′), the
object Iϕ ∈ Sh(X,R) is HomSh(X,R)(MX,G, · )-acyclic. The functor Sh(X,R′) → ModR,F 7→
HomSh(X,R)(MX,G,Fϕ) factors in the form

(120) Sh(X,R′)
H0(X∞, · )−−−−−−−→ Modsm

R′ (G)
N 7→Nϕ−−−−−→ Modsm

R (G)
HomR[G](M, · )
−−−−−−−−−→ ModR .

The first has an exact left adjoint so it preserves injectives. As shown in the proof of Lemma
3.41 the second functor maps injective objects to HomR[G](M, · )-acyclic objects. If we denote the
composition of the first two functors in (120) by T : Sh(X,R′) → Modsm

R (G) then there exists a
Grothendieck spectral sequence

Ers2 = ExtrR,G(M,RqT (F )) =⇒ Hr+s
R (X;M,Fϕ).

For the injective object I ∈ Sh(X,R′) we have RsT (I ) = Hs(X∞,I )ϕ = 0 for s ≥ 1 hence

Hn
R(X;M,Iϕ) ∼= ExtnR,G(M,I (X∞)ϕ) = 0

for n ≥ 1. Hence F 7→ H•R(X;M,Fϕ) is also a universal δ-functor.

Change of the underlying site Let R be a ring, let C and D be two sites that satisfy hypothesis
3.4 and let u : C → D be a continuous functor commuting with fibre products, equalizers and
coproducts. Let X be an S -object in C, let u(X) := u ◦X be the induced S -object in D and let
ũ : C/ colimX → D/ colimu(X) be the functor (76) induced by u. Note that the diagram of topoi

Sh(u(X), R)
(u∗,u∗) //

(80)

##

Sh(X,R)

(80)

||
Modsm

R (G)
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commutes. Since u∗ is exact by Prop. 3.9, there exists a Grothendieck spectral sequence

(121) Ers2 = Hs(X∞, R
ru∗G ) =⇒ Hr+s(u(X)∞,G )

for every G ∈ Sh(u(X), R). Also we get u∗(MX,G) = Mu(X),G for M ∈ Modsm
R (G). Thus the

functor u∗ induces canonical homomorphisms

(122) H•R(X;M,F ) −→ H•R(u(X);M,u∗(F ))

for every F ∈ Sh(X,R). Furthermore there exists canonical homomorphisms

(123) H•(X∞,F ) −→ H•(u(X)∞, u
∗(F ))

defined as the composite of the map H•(X∞,F ) → H•(X∞, u∗u
∗(F )) (induced by the unit of

adjuction) with an edge morphism of the spectral sequence (121). We have

Proposition 3.42. Assume that X is exact. Then there is a morphism of spectral sequences(
ExtrR,G(M,Hs(X∞,F )) =⇒ Hr+s

R (X;M,F )
)
−→(124) (

ExtrR,G(M,Hs(u(X)∞, u
∗(F ))) =⇒ Hr+s

R (u(X);M,u∗(F ))
)
.

Proof. Let 0 → F → I • be an injective resolution of F in Sh(X,R). By Prop. 3.9 applying
u∗ yields a resolution 0 → u∗(F ) → u∗(I •) of u∗(F ). Let 0 → u∗(F ) → J • be an injective
resolution of u∗(F ) in Sh(X,R) and let α : u∗(I •)→J • be a morphism such that

0 −−−−→ u∗(F ) −−−−→ u∗(I •)yid

yα
0 −−−−→ u∗(F ) −−−−→ J •

commutes. Consider the homomorphism of complexes of discrete G-modules

I •(X∞)
(123)−−−−→ u∗(I •)(u(X)∞)

α−−−−→ J •(u(X)∞).

It induces a morphism between G-hypercohomology spectral sequences(
ExtrR,G(M,Hs(I •(X∞))) =⇒ Extr+sR,G(M,I •(X∞))

)
−→(

ExtrR,G(M,Hs(J •(u(X)∞))) =⇒ Extr+sR,G(M,J •(u(X)∞))
)
.

The first spectral sequence can be identified with the source of (124) and the second with the
target. �

.
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3.8 S -spaces and S -schemes

As in the last section G denotes a locally profinite group, K a subset of the set of open subgroups
of G satisfying hypothesis 3.1 and S the site S = SG,K . In this section we consider S -objects
in certain sites of topological spaces and schemes. We first consider schemes.

Let B be a reduced noetherian base scheme. By (Sm /B)et we denote the following site. The
objects of (Sm /B)et are smooth B-schemes that are locally of finite type. The morphisms are étale
morphisms of B-schemes and the coverings are étale coverings. The empty scheme is the initial
object of (Sm /B)et. For X ∈ (Sm /B)et the localization (Sm /B)et/X is the small étale site of X.
Clearly, the category (Sm /B)et has fibre products and coproducts. We also have

Lemma 3.43. The category (Sm /B)et has equalizers.

Proof. Let f, g : X1 → X2 be two morphism in (Sm /B)et. It is sufficient to consider the case where
X1 is connected. Recall that the equalizer ι′ : Z ′ → X1 of the pair (f, g) exists in the category of
B-schemes. Namely, it is the base change of diagonal embedding ∆X2/B : X2 → X2 ×B X2 with
respect to the morphism X1 → X2×B X2 with components f and g. Since ∆X2/B is an immersion

the same holds for ι′. Therefore ι′ can be factored in the form Z ′
j1−→ U

j2−→ X1 with j1 a closed
and j2 an open immersion. Now if there exists a morphism h : Y → X1 in (Sm /B)et with Y
non-empty, then ι′ is an open immersion. Indeed, since the image of h is open and non-empty it is
dense in X1, hence Z ′ is dense in X1, whence in U , so j1(Z ′) = U . It follows that j1 : Z ′ → U is
an isomorphism because U is reduced. Thus the equalizer of (f, g) in (Sm /B)et is ι′ : Z ′ → X1 if
it is an open immersion and ∅ ↪→ X1 otherwise.

Definition 3.44. Let B be a reduced noetherian scheme. We call an S -object X in (Sm /B)et an
S -scheme (over B). For a ring R the category of R-sheaves on X will be denoted by Sh(Xet, R).

We call an S -scheme X over B to be of finite type, if XK is a B-scheme of finite type for every
K ∈ K . An R-sheaf F ∈ Sh(Xet, R) will be called constructible if FK is constructible for every
K ∈ K .

Remarks 3.45. (a) Assume that f : X → Y is a finite morphism of S -schemes over a base B,
i.e. we assume that fS : XS → YS is finite (and étale) for every S ∈ S . Then f∗ : Sh(Xet, R) →
Sh(Yet, R) is exact and also left adjoint to f∗. By Prop. 3.37 (c) the canonical map

(125) Hn
R(Y ;M,f∗G ) −→ Hn

R(X;M,G )

is an isomorphism for every n ≥ 0, M ∈ Modsm
R (G) and G ∈ Sh(Xet, R).

For F ∈ Sh(Yet, R) and n ≥ 0 we define a trace map

(126) Hn
R(X;M,f∗F )

∼=−−−−→ Hn
R(Y ;M,f∗f

∗F )
tr−−−−→ Hn

R(Y ;M,F )

where the first map is the inverse of (125) and the second is induced by the counit of adjunction.

(b) Let u : B′ → B be a morphism between reduced noetherian schemes. The functor

(127) (Sm /B)et → (Sm /B′)et, X → XB′ = X ×B B′

is continuous and commutes with fibre products and coproducts.
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Now assume that u is a faithfully flat and quasi-compact morphism. Then (127) commutes also
with equalizers. This follows from the proof of Lemma 3.43 together with ([EGA4], Prop. 2.7.1).
Let X is an S -scheme over B. We define the base change XB′ of X with respect to u : B′ → B
as the composite of X : S → (Sm /B)et with (127). We obtain an induced morphism of topoi (see
(77))

(u∗, u∗) : Sh((XB′)et, R) −→ Sh(Xet, R).

We denote the image of F ∈ Sh(X,R) under u∗ also by F 7→ FB′ .

(c) Let k′/k be an extension of separably closed fields and let A is an Artinian local ring with finite
residue field of characteristic 6= char k̄. LetX be an exact S -scheme over Spec k, let F ∈ Sh(Xet, A)
and let M ∈ Modsm

A (G). We put Xk′ = XSpec k′ and Fk′ = FSpec k′ . Since for any K ∈ K the
canonical homomorphisms H•(XK ,FK) → H•((XK)k′ , (FK)k′) are isomorphisms by the smooth
base change theorem, Prop. 3.30 (a) and Prop. 3.42 imply that the homomorphism (see (122))

H•A(X;M,F ) −→ H•A(Xk′ ;M,Fk′)

is an isomorphism as well. �

Now we are going to define the notion of an S -space. We denote by Top
cl

the following site.
Objects of Top

cl
are arbitrary topological spaces and the morphism in Top

cl
are local homeomor-

phisms, i.e. continuous maps f : X → Y such that every x ∈ X has an open neighbourhood which
is mapped homeomorphically under f onto a neighbourhood of f(x). Note that the morphism
in Top

cl
are open maps. Coverings in Top

cl
are families of morphisms {fi : Xi → X} such that⋃

i fi(Xi) = X. The category Top
cl

has fibre products and coproducts. Also equalizers exists in
Top

cl
, Indeed, if f, g : X → Y are two morphisms in Top

cl
then the interior (i.e. the maximal open

subset) of {x ∈ X | f(x) = g(x)} is the equalizer of f and g.

Definition 3.46. An S -space is an S -object in Top
cl

.

We now state and prove a comparison theorem between the cohomology of an S -scheme over
C and the associated S -space. Recall that for a locally algebraic C-scheme X, the set of C-points
X(C) carries a canonical topology. We denote X(C) with this toplogy by Xan. We obtain in
particular a functor

(128) Sm /C −→ ManC, X 7→ Xan, f 7→ fan

from the category of smooth, locally algebraic C-schemes to the category of complex manifolds with
holomorphic maps as morphisms. If f : X → Y is an étale morphism between smooth schemes
over C then fan is a local homeomorphism. So (128) induces a continuous functor between sites

(129) ε : (Sm /C)et −→ Top
cl
, X 7→ Xan

It commutes with fibre products, coproducts and equalizers.
Let X be an S -scheme over C and let Xan := ε(X) be the associated S -space. Then (129)

induces a morphism of topoi (ε∗, ε∗) : Sh(Xan, R) −→ Sh(Xet, R). We denote the image of F ∈
Sh(Xet, R) under ε∗ by F an. By (122) there exists canonical comparison homomorphisms

(130) H•R(X;M,F ) −→ H•R(Xan;M,F an)

for every M ∈ Modsm
R (G) and F ∈ Sh(Xan, R). Note that X is exact if and only if Xan is exact.
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Proposition 3.47. Assume that X is exact and that XK is of finite type for every K ∈ K . Let
A be an Artinian local ring with finite residue field, let M ∈ Modsm

A (G) and let F ∈ Sh(Xet, A) be
constructible. Then the comparison homomorphisms (130) are isomorphisms.

Proof. By Prop. 3.42 there exists a morphism of spectral sequences(
ExtrA,G(M,Hs(X∞,F )) =⇒ Hr+s

A (X;M,F )
)
−→(131) (

ExtrA,G(M,Hs(Xan
∞ ,F )) =⇒ Hr+s

A (Xan;M,u∗(F ))
)
.

By ([SGA41
2 ], Arcata, (3.5.1)) the assumptions imply that the canonical maps H•(XK ,FK) →

H•(Xan
K ,F an

K ) are isomorphisms for every K ∈ K . Hence by Prop. 3.30 (a) the maps between
E2-terms of (131) are isomorphisms and (131) is an isomorphism of spectral sequences.

The site Top
big

In order to compute the cohomology of the boundary of the Borel-Serre compacti-

fication of Hilbert modular S -varieties in section 5.2 we need to consider a second site of topological
spaces which will be denoted by Top

big
. It is defined as follows. Objects of Top

big
are arbitrary

topological spaces and morphisms are open and continuous maps. Coverings in Top
big

are again

families of local homeomorphisms {fi : Xi → X} such that
⋃
i fi(Xi) = X. The category Top

big

has fibre products. This follows from the fact that the base change of an open and continuous map
is again open and continuous, i.e. if f : X → Z, g : Y → Z are continuous maps between topological
spaces such that g is open then the projection prX : X×Z Y = {(x, y) ∈ X×Y | f(x) = g(y)} → X
is open as well. Indeed, if U ⊆ X and V ⊆ Y are open then pr(U×V ∩X×Z Y ) = U ∩f−1(g(V )) is
open in X. Also the category Top

big
has coproducts and equalizers (the equalizer of two morphisms

in f, g : X → Y in Top
big

is again the interior of {x ∈ X | f(x) = g(x)}).
The inclusion functor ι : Top

cl
→ Top

big
is continuous and commutes with fibre products,

equalizers and coproducts. If X is a topological space then ι induces a continuous functor between
localizations. It will be denoted by ι : Top

cl
/X → Top

big
/X as well (note that it is continuous,

cocontinuous, fully faithful and commutes with fibre products). We obtain a morphisms of topoi

(ext, res) := (ιs, ι
s) : Sh(X/Top

big
, R) −→ Sh(X/Top

cl
, R).

Recall that Sh(X/Top
cl
, R) can be identified with the category of usual sheaves of R-modules on

X. By (see [Sta], Tag 00XU) the functor res is exact, ext is fully faithful and we have res ◦ ext ∼= id.
Let f : X → Y be an arbitrary continuous map between topological spaces. If U → Y is

an object in Y/Top
cl

(resp. Y/Top
big

) then X ×Y U → X lies in X/Top
cl

(resp. X/Top
big

)

hence base change with respect to f yields continuous functors v : Y/Top
cl
→ X/Top

cl
and

v : Y/Top
big
→ X/Top

big
. For ? ∈ {cl,big} the associated morphism of topoi will be denoted by

(f∗, f∗) = (vs, v
s) : Sh(X/Top

?
, R) −→ Sh(Y/Top

?
, R).

By ([Sta], Tag 03CY) the derived functors of f∗ commute with res, i.e. we have

(Rnf∗)(res(F)) ∼= res(Rnf∗(F))

for every F ∈ Sh(X/Top
big
, R) and n ≥ 0. If f : X → Y is open then f induces also a continuous

and cocontinuous functor f̃ : Top
big
/X → Top

big
/Y, (φ : U → X) 7→ (f ◦ φ : U → Y ) that is left

adjoint to the base change functor. It follows (see [Sta], Tag 00XY)

(f∗, f∗) = (f̃s, sf̃) : Sh(X/Top
big
, R) −→ Sh(Y/Top

big
, R).
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Now assume that X is an S -space. Composing X with ι yields an S -object ι(X) = ι◦X in Top
big

and we define the category of big R-sheaves on X by

Shbig(X,R) := Sh(Top
big
/ colim ι(X), R).

Again the functor ι̃ : X/Top
cl
→ X/Top

big
induced by ι (see (76)) is continuous, cocontinuous,

fully faithful and commutes with fibre products. Thus for the associated morphism of topoi

(ext, res) :=: (ι̃s, ι̃
s) : Shbig(X,R) −→ Sh(X,R)

we have: res ◦ ext ∼= id, res is exact and ext is fully faithful. The proof of the following comparison
result is straight forward.

Proposition 3.48. Let X be an S -space, let M ∈ Modsm
R (G) and let F ∈ Shbig(X,R).

(a) We have Hn(X∞, res(F )) ∼= Hn(ι(X)∞,F ) for every n ≥ 0.

(b) If X is exact then Hn
R(ι(X);M,F ) ∼= Hn

R(X;M, res(F )) for every n ≥ 0.

3.9 Galois operation on H•R(XF;M,FF)

As in the last section G denotes a locally profinite group, K a subset of the set of open subgroups
of G satisfying hypothesis 3.1 and S the site SG,K . In this section we consider an S -scheme X
over a field F (i.e. an S -scheme over SpecF ). For simplicity we assume that F is perfect. We fix
an algebraic closure F of F and let G = GF = Gal(F /F ) denote the absolute Galois group of F .
Similarly to usual étale cohomology our aim is to show that for M ∈ Modsm

R (G) and F ∈ Sh(Xet, R)
the cohomology groups H•R(XF;M,FF) carry a canonical G-action.

Recall that the small étale site (SpecF )et can be identified with the site SG of discrete left

G-sets. We let K̃ be the set of open subgroups of G×G of the form K × U where K ∈ K and U
is an open subgroup of G. We put S̃ = S

G×G,K̃ . By Remark 3.6 there exists a unique S̃ -scheme

Xgal characterized by (Xgal)S×S′ = XS ⊗F S′ for every S ∈ S and S′ ∈ SG = (SpecF )et. Then
X is the push-out of Xgal with respect to the projection π : G × G → G, so by Lemma 3.22 the
functor

Sh(Xgal
et , R) −→ Sh(Xet, R), F 7→ Fπ

(see (3.5)) is an equivalence of categories. The quasi-inverse will be denoted by

(132) Sh(Xet, R) −→ Sh(Xgal
et , R), F 7→ F gal.

If F ∈ Sh(Xet, R) then the layers of F gal are given by

FK,F ′ := F gal
K×GF ′

= (FK)F ′ = (FF ′)K

where K ∈ K and where F ′/F is a finite subextension of F /F (here for an étale R-sheaf F on a
scheme Y ∈ Sm /F we denote by FF ′ the pull-back of F with respect YF ′ → Y ).

We consider the composite of the functor (132) and the functor H0((Xgal)∞, · ), i.e. we consider
the functor

(133) Sh(Xet, R) −→ Modsm
R (G×G), F 7→ H0((Xgal)∞,F

gal).

Its n-th right derived functor is therefore

Sh(Xet, R) −→ Modsm
R (G×G), F 7→ Hn((Xgal)∞,F

gal).
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Lemma 3.49. Let F ∈ Sh(Xet, R). As R[G]-modules we have

Hn((Xgal)∞,F
gal) ∼= Hn((XF)∞,FF)

for every n ≥ 0. In particular the discrete R[G]-module Hn((XF)∞,FF) carries additionally a
discrete G-action (commuting with the G-action).

Proof. Using Prop. 3.30 (a) we obtain

Hn((Xgal)∞,F
gal) = lim

−→K,F ′
Hn(XK,F ′ ,FK,F ′) = lim

−→K
lim
−→F ′

Hn((XK)F ′ , (FK)F ′)

= lim
−→K

Hn((XK)F, (FK)F) = Hn((XF)∞,FF).

where F ′ ranges over all finite extensions of F contained in F and K ranges over all subgroups in
K .

Now assume that X is exact. Note that Xgal and XF are exact as well. We will show that the
spectral sequence in Prop. 3.37 (b) for XF and an étale R-sheaf that is the pull-back of an R-sheaf
on X, is Galois-equivariant. To begin with, for M ∈ Modsm

R (G) we consider the left exact functor

(134) Sh(Xet, R) −→ ModR[G], F 7→ HomR[G](M,H0((Xgal)∞,F
gal)).

Here the G-action on the image of F ∈ Sh(Xet, R) under (134) is induced by the G-action on
H0((Xgal)∞,F gal).

Proposition 3.50. Assume that X is exact and let F ∈ Sh(Xet, R) and M ∈ Modsm
R (G).

(a) The image of F under the n-th right derived functor of (134) is isomorphic to the R-module
Hn((XF)∞;M,FF). In particular the latter is equipped with a canonical G-action.

(b) There exists a spectral sequence of R[G]-modules

Ers2 = ExtrR,G(M,Hs((XF)∞,FF)) =⇒ Hr+s
R (XF;M,FF).

Here the G-action on the E2-terms is induced by the G-action on H•((XF)∞,FF) provided for by
Lemma 3.49.

We need the following

Lemma 3.51. The following diagram commutes

D+(Modsm
R (G×G))

R+ HomR[G](M, · )
−−−−−−−−−−−→ D+(ModR[G])y y

D+(Modsm
R (G))

R+ HomR[G](M, · )
−−−−−−−−−−−→ D+(ModR).

Here the vertical maps are induced by the forgetful functors.

Here as usual for a left exact functor Φ : A → B between abelian category with enough
injectives R+Φ : D+(A )→ D+(B) denotes the (total) right derived functor of Φ.
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Proof. This follows immediately from the fact that the two forgetful functors Modsm
R (G × G) →

Modsm
R (G) and ModR(G)→ ModR are exact and admit an exact left adjoint.

Proof of Prop. 3.50. Let Φ denote the functor (134). We factor it as

Sh(Xet, R)
(133)−−−−→ Modsm

R (G×G)
HomR[G](M, · )
−−−−−−−−−→ ModR[G] .

So there exists a Grothendieck spectral sequence (of R[G]-modules)

(135) Ers2 = ExtrR,G(M,Hs((Xgal)∞,F
gal)) =⇒ Er+s = (Rr+sΦ)(F ).

By Lemma 3.49 we have

HomR[G](M,H0((Xgal)∞,F
gal)) ∼= HomR[G](M,FF((XF)∞) ∼= HomSh(XF,R)(MXF,G

,FF)

= H0(XF;M,FF)

for every F ∈ Sh(Xet, R). Let 0 → F → I • be an injective resolution of F in Sh(Xet, R) and
let 0 → FF → J • be an injective resolution of FF ∈ Sh((XF)et, R). Since 0 → FF → I •

F
is a

resolution there exists a morphism α : I •
F
→J • such that

0 −−−−→ FF −−−−→ I •
Fyid

yα
0 −−−−→ FF −−−−→ J •

commutes. We obtain homomorphisms of complexes of R[G]-modules

(I gal)•)((Xgal)∞) ∼= I •
F

((XF)∞)
α∗−−−−→ (J •)((XF)∞).

It induces a morphism between hypercohomology spectral sequences(
ExtrG,R(M,Hs((I gal)•((Xgal)∞))) =⇒ Extr+sR,G(M, (I gal)•((Xgal)∞))

)
−→(136) (

ExtrR,G(M,Hs(J •((XF)∞))) =⇒ Extr+sR,G(M,J •((XF)∞))
)
.

By Lemma 3.51 the first spectral sequence can be identified with (135) (so it is in particular G-
equivariant). The second spectral sequence is the spectral sequence (110) (for XF and FF). By
Lemma 3.49 the morphism of spectral sequences (136) is an isomorphism. This proves (a) and
(b).

3.10 Γ-equivariant S -spaces

As in the previous section K denotes a subset of the set of open subgroups of a locally profinite
group G satisfying hypothesis 3.1 and S = SG,K the associated site of discrete left G-sets. We
fix a group Γ and a ring R. A (left) action of Γ on an S -space Y consists of an action Γ× YS →
YS , (γ, y) 7→ γ · y on YS for every S ∈ S , such that ρ : YS1 → YS2 is Γ-equivariant for every
morphism ρ : S1 → S2 in S . Equivalently, a Γ-action on Y is a group homomorphism Γ→ Aut(Y )
where Aut(Y ) denotes the group of automorphisms of Y . For an S -space Y equipped with a
Γ-action we consider the following
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Assumption 3.52. (i) The space YS is a locally compact Hausdorff space for every S ∈ S with
S 6= ∅.
(ii) The group Γ acts properly discontinuously on YS for every S ∈ S with S 6= ∅.8
(iii) Let ρ1, ρ2 : S → S′ ∈ S be two morphisms in S . Assume that S is connected and that
ρ1 6= ρ2. Then the interior of {y ∈ YS | ∃γ ∈ Γ : ρ2(y) = γ · ρ1(y)} is empty.

We equip Γ with the discrete topology. We put S̃ = S
G×Γ,K̃

where K̃ is the of set of open

subgroups of G× Γ of the form K ×H with K ∈ K and H is any subgroup of Γ.

Lemma 3.53. (a) Let Y be an S -space equipped with a Γ-action so that 3.52 (i), (ii) holds. Then

there exists a unique S̃ -space Ỹ such that

(137) ỸS×S′ = Γ\(YS × S′)

for every S ∈ S and every left Γ-set S′.

(b) If moreover Y is exact and 3.52 (iii) holds then Ỹ is exact.

Proof. (a) We denote by S̃ c the full subcategory of S̃ whose objects are G/K×Γ/H with K×H ∈
K̃ . Consider the functor

(138) S̃ c → C, (G/K × Γ/H) 7→ Γ\(YK × Γ/H) = H\YK .

It is easy to see that 3.52 (i), (ii) implies that (138) satisfies the properties (i) and (ii) of Remark

3.6. Therefore a unique S̃ -space Ỹ exists that satisfies (137) if S and S′ are connected. Since Y
commutes with coproducts (137), holds for arbitrary S and S′.

(b) To show property 3.6 (iii) let (ρ1, τ1), (ρ2, τ2) : G/K × Γ/H → G/K ′ × Γ/H ′ be two

different G × Γ-equivariant maps with K,K ′ ∈ K . There exists γ1, γ2 ∈ Γ with Hγ−1
i ⊆ H ′ and

τi(δH) = δγiH
′ for i = 1, 2 and every δ ∈ Γ. For i = 1, 2 the pair (ρi, τi) induces the map

(139) H\YK −→ H ′\YK′ , H · y 7→ H ′ · (γ−1
i ρi(y)).

We denote by Z the subset of points of H\YK where the two maps (i.e. for i = 1, 2) coincide. If
ρ1 = ρ2 then τ1 6= τ2 hence γ1H

′ 6= γ2H
′ and 3.52 (ii) yields Z = ∅. If on the other hand ρ1 6= ρ2

then 3.52 (iii) implies that the interior of Z is empty so the equalizer of the two maps (139) in the
category Top

cl
is the empty set.

In the following Y denotes an S -space equipped with a Γ-action satisfying hypothesis 3.52 (i),

(ii) and Ỹ denotes the associate S̃ -space satisfying (137). We denote by X =: Γ\Y the push-out
of Ỹ with respect to the projection q : G× Γ→ G, so X is the S -space given by

XS = ỸS×pt = Γ\YS .

for every S ∈ S . Condition 3.52 (ii) implies that the canonical projection πS : YS → XS , y 7→ Γ · y
for every S ∈ S defines a morphism of S -spaces π : Y → X. If additionally Y is exact and 3.52
(iii) holds then X is exact as well.

8Recall that a group Γ acts properly discontinuously on a locally compact Hausdorff space Y if every point y ∈ Y
has a neighbourhood U such that gU ∩ U = ∅ for every g ∈ G, g 6= 1.
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By Lemma 3.22 the functor Sh(Ỹ , R) → Sh(X,R), F 7→ Fq is an equivalence of categories.
We denote its quasi-inverse by

Sh(X,R) −→ Sh(Ỹ , R), F 7→ F̃ .

Consider its composite with H0(Ỹ∞, · )

(140) Sh(X,R) −→ Modsm
R (G× Γ), F 7→ H0(Ỹ∞, F̃ ).

Note that we have

(141) H0(Ỹ∞, F̃ )Γ = H0(X∞,F )

for every F ∈ Sh(X,R). We let

Sh(X,R) −→ Modsm
R (G× Γ), F 7→ Hn(Ỹ∞, F̃ ).

denote the n-th right derived functor of (140). By a simple adaptation of the proof of Lemma 3.49
we obtain

Lemma 3.54. Let F ∈ Sh(X,R). As R[G]-modules we have

Hn(Ỹ∞, F̃ ) ∼= Hn(Y∞, π
∗(F ))

for every n ≥ 0. In particular Hn(Y∞, π
∗(F )) carries additionally a Γ-action (commuting with the

G-action).

We now assume that additionally that Y is exact and that 3.52 (iii) holds so that Ỹ and X are
exact as well. For M ∈ Modsm

R (G) we consider the left exact functor

(142) Sh(X,R) −→ ModR[Γ], F 7→ HomR[G](M,H0(Ỹ∞, F̃ )).

Similar to Prop. 3.50 one shows

Proposition 3.55. (a) The n-th right derived functor of (142) is isomorphic to the functor F 7→
Hn(Y∞;M,π∗(F )). In particular for F ∈ Sh(X,R) the cohomology group Hn(Y∞;M,π∗( · )) is
equipped with a canonical R[Γ]-action.

(b) For F ∈ Sh(X,R) there exists a spectral sequence of R[Γ]-modules

Ers2 = ExtrR,G(M,Hn(Y∞, π
∗(F ))) =⇒ Hr+s

R (Y ;M,π∗(F )).

Here the Γ-action on the E2-terms is induced by the Γ-action on H•(Y∞, π
∗(F )).

By (141) we have for M ∈ Modsm
R (G) and F ∈ Sh(X,R) we have

H0
R(Y ;M,π∗(F ))Γ = HomR[G](M,H0(Ỹ∞, F̃ )Γ) = HomR[G](M,H0(X∞,F ))(143)

= H0
R(X;M,F ).

Proposition 3.56. Assume that Y is exact and that 3.52 (i)–(iii) holds. Let M ∈ Modsm
R (G), let

F ∈ Sh(X,R) and assume that M is flat as an R-module. Then there exists a spectral sequence

(144) Ers2 = Hr(Γ, Hs
R(Y ;M,π∗(F ))) =⇒ Hr+s

R (X;M,F ).
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Proof. By (143) the functor F 7→ H0
R(X;M,F ) factors in the form

(145) Sh(X,R)
F 7→H0

R(Y ;M,π∗(F ))
−−−−−−−−−−−−−→ ModR(Γ)

N 7→NΓ

−−−−−→ ModR .

The first functor can be identified with F 7→ HomR[G](M,H0(Ỹ∞, F̃ )), so for N ∈ ModR(Γ) and
F ∈ Sh(X,R) we get

HomR[Γ](N,H
0
R(Y ;M,π∗(F ))) = HomR[G×Γ](M ⊗R N,H0(Ỹ∞, F̃ ))

= Hom
Sh(Ỹ ,R)

((M ⊗R N)
Ỹ ,G×Γ

, F̃ ).

Here the G×Γ-action on M ⊗RN is given by (g, γ) ·m⊗n = (gm)⊗ (γn). So the assumption on Y
and M implies that the first functor in (145) has an exact left adjoint and (144) is the Grothendieck
spectral sequence associated to the decomposition (145).

Cohomology of uniformizable S -spaces We now consider a particular example of an S -space
Y equipped with an action of group. Let Γ be a subgroup of G and let X be a locally compact
Hausdorff space with contractible connected components, equipped with a continuous action of Γ
(i.e. γ ·X →X is continuous for every γ ∈ Γ). We define an S -space Y with a Γ-action as follows.
For S ∈ S we set

YS = S ×X .

For a morphism ρ : S1 → S2 in S we define

ρ : YS1 −→ YS2 , (s, x) 7→ (ρ(s), x).

The left Γ-action on YS , S ∈ S is given by γ · (s, x) := (γ · s, γ · x). We consider the following

Assumption 3.57. (i) Γ ∩K acts properly discontinuously on X for every K ∈ S .
(ii) The interior of {x ∈X | StabΓ(x) 6= 1} is empty.

Lemma 3.58. (a) If 3.57 (i) holds then conditions (i) and (ii) of 3.52 hold for Y .

(b) If additionally 3.57 (ii) holds then condition 3.52 (iii) holds for Y as well.

Proof. (a) is clear. For (b) let ρ1, ρ2 : S → S′, ρ1 6= ρ2 be morphisms in S and assume that S is
connected. Then we have ρ1(s) 6= ρ2(s) for every s ∈ S. Thus if for x ∈X there exists γ ∈ Γ with
γ(ρ1(s), x) = (ρ2(s), x) then γ ∈ StabΓ(x) and γ 6= 1. It follows

{y ∈ YS | ∃γ ∈ Γ : ρ2(y) = γ · ρ1(y)} ⊆ S × {x ∈X | StabΓ(x) 6= 1}

so (ii) implies that the last condition of 3.52 holds as well.

For the rest of this section we assume that the conditions 3.57 (i) and (ii) hold. We let X =: Γ\Y
be the S -space associated to Y and let π : Y → X be the projection. We will describe the
cohomology groups Hn

R(X;M,F ) in terms of the group cohomology of Γ in the case where F = RX
is the constant sheaf and M ∈ Modsm

R (G) is projective as an R-module. We write Hn
R(X;M,R)

rather than Hn
R(X;M,RX). Note that π∗(RX) = RY .
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Lemma 3.59. There exists a canonical isomorphism of discrete Γ×G-modules

Hn(Y∞, R) ∼=
{

IndG1 Maps(π0(X ), R) if n = 0,
0 otherwise.

Recall that IndG1 = IndG1 : ModR → Modsm
R (G) denotes the right adjoint of the forgetful functor

Modsm
R (G)→ ModR. The Γ-action on IndG1 Maps(π0(X ), R) is induced by the Γ-action on π0(X ).

Proof. For K ∈ K note that that connected component of YK are contractible and that π0(YK) =
G/K × π0(X ). Hence we have

Hn(YK , R) =

{
Maps(G/K × π0(X ), R) if n = 0,

0 otherwise

for every K ∈ K . It follows

Hn(Y∞, R) ∼=

{
lim
−→K∈K opp

Maps(G/K × π0(X̃), R) if n = 0,

0 otherwise,

=

{
IndG1 Maps(π0(X ), R) if n = 0,
0 otherwise.

For M ∈ Modsm
R (G) we define a left Γ-module CR(M,R) as follows. Elements of CR(M,R) are

maps ψ : M × π0(X ) → R that are homomorphisms of R-modules in the first component (i.e.
ψ( · , x) : M → R is an R-linear map for every x ∈ π0(X )). The Γ-action on CR(M,R) is given by
(γψ)(m,x) = ψ(γ−1m, γ−1x) for γ ∈ Γ, ψ ∈ CR(M,R), m ∈M and x ∈ π0(X ).

Proposition 3.60. Let M ∈ Modsm
R (G) and assume that M is projective as an R-module. Then

we have:

(a) There exists a canonical isomorphism of discrete Γ×G-modules

Hn
R(Y ;M,R) ∼=

{
CR(M,R) if n = 0,
0 otherwise.

(b) For n ≥ 0 we have
Hn
R(X;M,R) ∼= Hn(Γ, CR(M,R)).

Proof. (a) Consider the spectral sequence (see Prop. 3.55 (b))

Ers2 = ExtrR,G(M,Hs(Y∞, R)) =⇒ Hr+s
R (Y ;M,R).

By Lemma 3.59 it degenerates and we have

Ext•R,G(M, IndG1 Maps(π0(X ), R)) = H•R(Y ;M,R).

Since functor IndG1 : ModR → Modsm
R (G) is exact and has an exact left adjoint and since the

composition

ModR
IndG1−−−−→ Modsm

R (G)
HomR[G](M, · )
−−−−−−−−−→ ModR
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can be identified with the exact functor HomR(M, · ) : ModR → ModR we obtain

Hn
R(Y ;M,R) = ExtnR(M,Maps(π0(X ), R))(146)

=

{
HomR(M,Maps(π0(X ), R)) if n = 0,

0 otherwise

=

{
CR(M,R) if n = 0,
0 otherwise.

By tracing through the definitions one verifies that (146) is an isomorphism of Γ-modules.
To prove (b) we use the spectral sequence (144). By (a) it degenerates so we get Hn

R(X;M,R) =
Hn(Γ, CR(M,R)).

4 Ordinary and $-adic cohomology

Throughout this chapter F denotes a p-adic field, i.e. F/Qp is finite extension for some fixed prime
p. We use the notation as in section 2 so OF denotes the valuation ring and p the valuation ideal

of F . Also recall that for n ≥ 1 we have U (n) = U
(n)
F = 1 + pnF and UF = U

(0)
F = O∗F . We let G be

the group PGL2(F ), B the standard Borel subgroup of G and T the maximal torus in B. If H is

a closed subgroup of T 0 then we will write T = T/H, T
+

= T+/H etc.
We fix a subset K of the set of open subgroups of G that satisfies assumption 3.1 and let

S = SG,K be the associated site of discrete left G-sets whose stabilizers are contained in K .

4.1 Ordinary cohomology

Ordinary cohomology of S -spaces Let X be an S -space and let O be a complete noetherian
local ring with residue field k. For a locally admissible O[T ]-module W and F ∈ Sh(X,O) we
consider the cohomology groups

(147) Hn
O(X;W,F ) := Hn

O(X, IndGBW,F )

for n ≥ 0. Since the functor IndGB : ModO(T ) → ModO(G) is exact the cohomology groups (147)
define for a fixed F ∈ Sh(X,O) an O-linear δ-functor

ModO(T )opp −→ ModO, W 7→ H•O(X;W,F ) n ≥ 0

As explained in section 2.5 a locally admissible O[T ]-module W can be viewed as an augmented
O[T ]-module (i.e. it carries a natural ΛO(T )-module structure; see (32) for the definition of ΛO(T )).
It induces also on HomSh(X,O)((IndGBW )X ,F ) a structure of an augmented O[T ]-module for every

F ∈ Sh(X,O). Hence we may view the assignment F 7→ HomSh(X,O)((IndGBW )X ,F ) as a functor

(148) HomSh(X,O)((IndGBW )X , · ) : Sh(X,O) −→ Modaug
O (T ).

Therefore for fixed W ∈ Modladm
O (T ) the cohomology groups (147) can be viewed as the n-th right

derived functor of (148) evaluated at F so they are equipped with the structure of an augmented
O[T ]-module as well.
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By Prop. 2.15 (a) we have

HomSh(X,O)((IndGBW )X ,F ) ∼= HomO[G](IndGBW,F (X∞))

∼= HomO[T ](W
ι,OrdH(F (X∞)))

so the functor (148) (for fixed W ) can be decomposed as

Sh(X,O)
H0(X∞, · )−−−−−−−→ Modsm

O (G)
OrdH−−−−→ Modladm

O (T )
HomO[T ](W

ι, · )
−−−−−−−−−−→ Modaug

O (T ).

We denote the composite of the first two functors by

(149) OrdHO (X, · ) : Sh(X,O) −→ Modladm
O (T ).

It is left exact since it has a left adjoint. We define the n-th ordinary cohomology of X – denoted by
OrdH,nO (X, · ) – as the n-th right derived functor by OrdHO (X, · ), i.e. for F ∈ Sh(X,O) we define

(150) OrdH,nO (X,F ) = RnOrdHO (X, · )(F ) ∈ Modladm
O (T ).

If H = 1 then H will be dropped from the notation, i.e. we will write OrdnO(X,F ) for the coho-
mology group (150).

Proposition 4.1. Let F ∈ Sh(X,O) and W ∈ Modladm
O (T ).

(a) We have
OrdH,nO (X,F ) = lim

−→U open, H≤U≤T 0
OrdU,nO (X,F )

(i.e. U ranges over all open subgroups of T 0 containing H).

(b) If X is exact then there exists two spectral sequences

Ers2 = OrdH,rO (Hs(X∞,F )) =⇒ OrdH,r+sO (X,F ),(151)

Ers2 = ExtrO,T (W ι,OrdH,sO (X,F )) =⇒ Hr+s
O (X;W,F ).(152)

Proof. (a) Let U denote the set of all open subgroups U of T 0 containing H. We have

OrdHO (X,G ) = OrdH(G (X∞)) = lim
−→U∈U

OrdU (G (X∞)) = lim
−→U∈U

OrdUO(X,G )

for every G ∈ Sh(X,O). Thus if 0 −→ F −→ I • is an injective resolution then we have

OrdH,nO (X,F ) = Hn(OrdHO (X,I •)) = Hn(lim
−→U∈U

OrdUO(X,I •))

= lim
−→U∈U

Hn(OrdUO(X,I •)) = lim
−→U∈U

OrdU,nO (X,F ).

(b) As (149) is the composite of two left exact functors the first one preserving injectives by Cor.
3.11, the corresponding Grothendieck spectral sequence exists. Also we can decompose (148) as
the composite of (149) and HomO[T ](W

ι, · ) : ModO(T )ladm → Modaug
O (T ). The exactness of

parabolic induction functor implies that OrdHO (X, · ) has an exact left adjoint as well. Hence the
corresponding Grothendieck spectral sequence (152) exists, too.
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Corollary 4.2. Let ϕ : O → O′ be an epimorphism of complete noetherian local rings and assume
that dim(O) ≤ 1 and dim(O′) = 0. Then the canonical homomorphism

OrdH,nO (X,F )ϕ −→ OrdH,nO (X,Fϕ)

is an isomorphism for every F ∈ Sh(X,O′) and n ≥ 0.

Proof. As in the proof of Prop. 3.40 it suffices to see that for an injective O′-sheaf I on X we have
OrdH,nO (X,Iϕ) = 0. For that consider the spectral sequence (151) for F = Iϕ. By Remark 3.31
(a) we have Ers2 = 0 for s > 0. Hence together with Cor. 2.25 we get

OrdH,nO (X,Iϕ) = OrdH,nO (I (X∞)ϕ) = OrdH,nO′ (I (X∞))ϕ = OrdH,nO′ (X,I )ϕ = 0

for n ≥ 1.

We will study finiteness properties of the groups (147). For that consider the following conditions
for a sheaf F ∈ Sh(X,O).

Assumption 4.3. (i) We have Hn(XK ,FK) ∈ ModO,f for every K ∈ K and n ≥ 0.
(ii) There exists d ∈ N such that Hn(XK ,FK) = 0 for every K ∈ K and n ≥ d+ 1.

Remark 4.4. Condition 4.3 (i) and (ii) holds e.g. in the case where XK is a d-dimensional compact
topological manifold with boundary for each K ∈ K and where F is a constant sheaf F = NX

associated to a finitely generated O-module N (see [Iv], Ch. III, 9.11 and Thm. 10.1). �

Condition 4.3 (i) yields good finiteness properties for the cohomology groups (147) in the fol-
lowing cases: (i) W is finitely generated as an O-module and (ii) W is admissible and O = A is
Artinian.

Proposition 4.5. Assume that X is exact and that dim(O) ≤ 1.

(a) Assume is an open subgroup of T 0 and let m ≥ 1 such that δ(U (m)) ⊆ H. Then there exists a
spectral sequence

(153) Ers2 = RrΓordHs(XKH(m),FKH(n)) =⇒ OrdH,r+sO (X,F )

for every F ∈ Sh(X,O). Moreover if F ∈ Sh(X,O) satisfies condition 4.3 (i) then

(154) OrdH,nO (X,F ) = Hn(XKH(m),FKH(m))
ord.

In particular in this case OrdH,nO (X,F ) is finitely generated as an O-module for every n ≥ 0.

(b) Let W ∈ ModO,f (T ) and let F be an O-sheaf satisfying condition 4.3 (i). Then the O-module
Hm
O (X;W,F ) is finitely generated for every m ≥ 0.

Recall that KH(m) denotes the compact open subgroup K(pm)HN0 of G for any closed sub-
group H of T 0 and any m ≥ 1.
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Proof. (a) By Prop. 2.17 (b) the functor (149) can be decomposed as

Sh(X,O)
H0(X∞, · )−−−−−−−→ Modsm

O (G)
H0(KH(m), · )−−−−−−−−−→ ModO(T

+
)

Γord

−−−−→ Modladm
O (T ).

The composite of the first two functors is the functor

(155) Sh(X,O) −→ ModO(T
+

), F 7→ H0(XKH(m),FKH(m)).

By Cor. 3.11 and Lemma 2.22 it maps injective objects of Sh(X,O) onto Γord-acyclic objects of

ModO(T
+

). By Lemma 3.12 (a) its n-th right derived functor is

Sh(X,O) −→ ModO(T
+

), F 7→ Hn(XKH(m),FKH(m)).

Also by Cor. 3.11 and Lemma 2.22 the functor (155) maps injective objects of Sh(X,O) onto Γord-

acyclic objects of ModO(T
+

). Hence there exists a Grothendieck spectral sequence (153). Now if
F is an O-sheaf on X such that Hn(XK ,FK) ∈ ModO,f for every K ∈ K and n ≥ 0 then we
have Ers2 = 0 if r ≥ 1 by Prop. 2.12 (a). Hence the spectral sequence degenerates and (154) follows
from Prop. 2.11 (a).

(b) If W ∈ ModO,f (T ) then there exists an open subgroup U of T 0 with H ⊆ U and WU = W ,
so that we can view W as a O[T/U ]-module. Lemma 2.5 together with (a) implies that the E2-
terms of the spectral sequence (152) (for H = U) are finitely generated O-modules. So the limit
terms are finitely generated O-modules as well.

Remarks 4.6. (a) Let X and O be as in the Prop. 4.5. Assume that F ∈ Sh(X,O) satisfies
condition 4.3 (i) and that H is an arbitrary closed subgroup of T 0. Then δ(U (1)) ·H ⊇ δ(U (2)) ·H ⊇
δ(U (3)) · H ⊇ . . . is a decreasing sequence of open subgroups of T 0 with

⋂
m≥1 δ(U

(m)) · H = H.
Thus by combining Prop. 4.1 (a) and Prop. 4.5 (a) we obtain

(156) OrdH,nO (X,F ) = lim
−→m

Hn(XKH(m),FKH(m))
ord.

This implies in particular for H = 1

(157) OrdnO(X,F ) = lim
−→m

Hn(XK1(m),FK1(m))
ord.

where K1(m) = K1(pm) denotes the congruence subgroup (30) of G. We note that for n = 0 (156)
and (157) hold even if X is not exact.

(b) Note that if additionally condition 4.3 (ii) holds then (156) implies

OrdH,nO (X,F ) = 0

for every n ≥ d+ 1. �

We now turn to the case when O = A is Artinian and W is admissible.

Proposition 4.7. Let X be exact and let A be an Artinian local ring with finite residue field k of
characteristic p. Let W ∈ Modadm

A (T ), let F ∈ Sh(X,A) and assume that 4.3 (i), (ii) hold.

(a) The A[T ]-module OrdH,nA (X,F ) is admissible for every n ∈ N. It vanishes if n ≥ d+ 1.

(b) The augmented A[T ]-module Hn
A(X;W,F ) is finitely generated for every n ≥ 0.

Proof. (a) The first assertion follows from Cor. 3.32 and Cor. 2.26 using the spectral sequence (151)
(for O = A) and the second from Remark 4.6 (b) above.

(b) follow from (a), Prop. 2.6 and Prop. 2.7 using the spectral sequence (152).
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Ordinary cohomology with compact support Next we introduce ordinary cohomology with
compact support Ord•O,c(X, · ) using a rather ad hoc definition (we only consider the case H = 1
so we drop H from the notation). In the following we assume that O is a complete noetherian
local ring of dimension ≤ 1 with finite residue field of characteristic p and that XS is a locally
compact Hausdorff space for every S ∈ S . It is then easy to see that for F ∈ Sh(X,O) and
K,K ′ ∈ K with K ′ ⊆ K the induced monomorphism H0(XK ,FK) ↪→ H0(XK′ ,FK′) maps the
submodule H0

c (XK ,FK) ⊆ H0(XK ,FK) into H0
c (XK′ ,FK′) ⊆ H0(XK′ ,FK′) so that we can

define an O[G]-submodule

H0
c (X∞,F ) := lim

−→K∈K
H0
c (XK ,FK)

of H0(X∞,F ). Furthermore it is easy to see that we have H0
c (X∞,F )K = H0

c (XK ,FK). By
Prop. 2.17 (a) we obtain a left exact functor

Sh(X,O) −→ Modsm
O (T+), F 7→ H0

c (XK1(m),FK1(m)) = H0
c (X∞,F )K1(m).

for every m ≥ 1. By Lemma 3.12 its n-th right derived functor is F 7→ Hn
c (XK1(m),FK1(m)). For

F ∈ Sh(X,O) the canonical homomorphism of O[T+]-modules

H0
c (XK1(m),FK1(m)) = H0

c (X∞,F )K1(m) ↪→ H0
c (X∞,F )K1(m+1) = H0

c (XK1(m+1),FK1(m+1))

induces a morphism of δ-functors

(158) Hn
c (XK1(m),FK1(m)) −→ Hn

c (XK1(m+1),FK1(m+1)), n ≥ 0.

Let Sfc(X,O) denote the full subcategory of Sh(X,O) consisting of O-sheaves F such that Hn
c (XK ,

FK) ∈ ModO,f for every K ∈ K and n ≥ 0. For F ∈ Sfc(X,O) and m ≥ 0 we define the n-th
ordinary cohomology of X with compact support by

OrdnO,c(X,F ) := lim
−→m

Hn
c (XK1(m)),FK1(m))

ord

(the transitions maps of the direct system are induced by (158)). If the layers XK of X are compact
then OrdnO,c(X,F ) can be identified with OrdnO(X,F ) by Remark 4.6 (a). Also the fact that the

functor ModO,f (T+) → ModO,f , V 7→ V ord is exact implies that if 0 → F1 → F2 → F3 → 0 is a
short exact sequence of O-sheaves on X all lying in Sfc(X,O) then there exists an associated long
exact Ord•O(X, · )-sequence.

Now assume that U is an open S -subspace of X, i.e. UK is an open subset of XK for every
K ∈ K and we have ρ−1(UK2) = UK1 for every morphism ρ : K1 → K2 in S . Then K 7→ YK :=
XK \ UK defines a (closed) S -subspace Y of X. For an O-sheaf F on X we put F |U = j∗(F )
and F |Y = i∗(F ) where j : U ↪→ X, i : Y ↪→ X denote the inclusions.

Lemma 4.8. Let F ∈ Sfc(X,O) and assume that F |U ∈ Sfc(U,O) and F |Y ∈ Sfc(Y,O). There
exists a natural long exact sequence

. . . −→ OrdnO,c(U,F |U ) −→ OrdnO,c(X,F ) −→ OrdnO,c(Y,F |Y ) −→ Ordn+1
O,c (U,F |U ) −→ . . .

Proof. This follows by passing in the long exact sequence

. . . −→ Hn
c (UK1(m),FK1(m)) −→ Hn

c (XK1(m),FK1(m))

−→ Hn
c (YK1(m), (FK1(m))|Y ) −→ Hn+1

c (UK1(m),FK1(m)) −→ . . .

to ordinary parts and then passing to the direct limit over all m ≥ 1.
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Remark 4.9. A more natural definition for ordinary cohomology of X with compact support would
be to consider the right derived functors of

OrdO,c : Sh(X,O) −→ Modladm
O (T ), F 7→ Ord(H0

c (X∞,F )).

For F ∈ Sfc(X,O) it is easy to see that there exists a canonical homomorphism

(159) (RnOrdO,c)(F ) −→ OrdnO,c(X,F )

that is an isomorphism if n = 0. In general it seems however that (159) is not an isomorphism.
�

Ordinary cohomology of S -schemes In the following L denotes a subfield of C, L ⊆ C the
algebraic closure of L and G = Gal(L/L) the absolute Galois group of L. We consider an exact S -
scheme X of finite type over L and denote by Xan = (XC)an the associated S -space. Let A be an
Artinian local ring with finite residue field of characteristic p. Otherwise we keep the notation and
assumptions from the beginning of this section. As explained in section 3.9 the étale cohomology
groups

(160) Hn
A(XL;W,F ) := Hn

A(XL; (IndGBW )XL,G,FL)

for W ∈ Modladm
A (T ), F ∈ Sh(Xet, A) and n ≥ 0 carry a canonical G = GL-action. We will now

show that there exists an étale variant of p-ordinary cohomology and a Galois equivariant version
of the spectral sequence (152).

Note that the locally profinite group T × G satisfies condition 1.2. Therefore the category
Modladm

A (T ×G) is a Serre subcategory of Modsm
A (T ×G) with enough injectives. Moreover using

Lemma 1.3 one shows that a discrete A[T ×G]-module W is locally admissible if and only if W is
locally admissible when viewed solely as an A[T ]-module.

Let W ∈ Modsm
A (T ×G) and let V ∈ Modsm

A (G×G). It is easy to see that the A[T ×G]-module
OrdH(V ) is locally admissible and (using Lemma 2.13 (b)) that the A[G × G]-module IndGBW is
discrete. Therefore by Prop. 2.15

Modsm
A (G×G) −→ Modladm

A (T ×G), V 7→ OrdH(V ),

Modladm
A (T ×G) −→ Modsm

A (G×G), W 7→ IndGBW
ι

is a pair of adjoint functors.
Consider the composite of functors

(161) Sh(Xet, A)
F 7→H0((Xgal)∞,Fgal)−−−−−−−−−−−−−−→ Modsm

A (G×G)
OrdH−−−−→ Modladm

A (T ×G)

where the first functor (132) has been considered in section (3.9).

Definition 4.10. We denote the n-th right derived functor of (161) by

OrdH,nA (XL, · ) : Sh(Xet, A) −→ Modladm
A (T ×G), F 7→ OrdH,nA (XL,F ).

The A[T×G]-module OrdH,nA (XL,F ) will be called étale ordinary cohomology of XL with coefficients
in F ∈ Sh(Xet, A). If H = 1 then, as before, H will be dropped from the notation.
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Similar to Prop. 4.1 and Prop. 4.5 we have

Proposition 4.11. Let F ∈ Sh(Xet, A) and let W ∈ Modladm
A (T ).

(a) Assume that F is constructible and that H is an open subgroup of T 0. Let m ≥ 1 so that
δ(U (m)) ⊆ H. Then there exists a natural isomorphism of A[T ×G]-modules

OrdH,nA (XL,F ) = Hn((XKH(m))L, (FKH(m))L)ord.

for every n ≥ 0. In particular OrdH,nA (XL,F ) is finitely generated as an A-module.

(b) We have
OrdH,nA (XL,F ) = lim

−→U open, H≤U≤T 0
OrdU,nA (XL,F )

(c) There exists a spectral sequence of A[G]-modules

Ers2 = Extr
A,T

(W ι,OrdH,sA (XL,F )) =⇒ Hr+s
A (XL;W,F ).

Here the G-action on the E2-terms is induced by the G-action on OrdH,•A (XL,F ).

(d) If F is constructible and if W ∈ Modsm
A,f (T ) (resp. W ∈ Modadm

A (T )) then we have

Hn
A(XL;W,FL) ∈ ModA,f (T ) (resp. Hn

A(XL;W,FL) ∈ Modfgaug
A (T ))

and the G-action on Hn
A(XL;W,FL) is discrete (resp. continuous with respect to the canonical

topology) for every n ≥ 0.

Proof. The proofs of (a) and (b) are simple adaptations of the proofs of 4.5 (a) and 4.1 (a). For
(c) we use the fact that the functor

Sh(Xet, A) −→ ModA[G], F 7→ HomA[G](IndGBW,H
0((Xgal)∞,F

gal))

is isomorphic to the composite

Sh(Xet, A)
(161)−−−−→ Modladm

R (T ×G)
HomA[T ](W

ι, · )
−−−−−−−−−−→ ModA[G]

so there exists an associated Grothendieck spectral sequence. By Prop. 3.50 (a) the limit terms
can be identifies with the R[G]-modules Hr+s

A (XL;W,FL). Using Lemma 3.51 (for G = T ) the

Ers2 -term can be identified with the A[G]-module Extr
A[T ]

(W ι,OrdH,sA (XL,FL)).

For (d) assume first that W ∈ Modsm
A,f (T ). Then there exists an open subgroup U of T 0 with

WU = W , i.e. we may assume that H is open and that T
0

is discrete. So the assertion follows
from (a) and (c). Now assume that W ∈ Modadm

A (T ). By Remark 3.45 (c), Prop. 3.47 and
Prop. 4.7 the cohomology group Hn

A(XL;W,FL) ∼= HA(Xan,W,F an) is finitely generated as an
augmented A[T ]-module, so it is equipped with a canonical (profinite) topology. To see that the

G-action on Hn
A(XL;W,FL) is continuous we put W (m) = W δ̄(U

(m)
F ) so that W =

⋃
m≥1W

(m) and

W (m) ∈ ModA,f (T ) for every m ≥ 1. As in the proof of Prop. 2.7 (a) one shows that there exists
an exact sequence

0 −→ lim
←−
m

(1) Hn−1
A (XL;W (m),FL) −→ Hn

A(XL;W,FL) −→ lim
←−
m

Hn−1
A (XL;W (m),FL) −→ 0

The assertion now follows from the fact that Hn
A(XL;W (m),FL) is finitely generated as an A-module

for all m,n ≥ 0, so the first term vanishes.

85



Finally, we have the following comparison result between étale ordinary cohomology of XL and
ordinary cohomology of Xan.

Proposition 4.12. (a) There exists a natural homomorphism

(162) OrdH,nA (XL,F ) −→ OrdH,nA (Xan,F an)

for every F ∈ Sh(Xet, A) and n ≥ 0 (where F an := (FC)an). If F is constructible then (162) is
an isomorphism.

(b) Let F ∈ Sh(X,A) and let W ∈ Modladm
A (T ). There exists a natural morphism of spectral

sequences (
Extr

A,T
(W ι,OrdH,sA (XL,F )) =⇒ Hr+s

A (XL;W,F )
)
−→(163) (

Extr
A,T

(W ι,OrdH,sA (Xan,F an)) =⇒ Hr+s
A (Xan;W,F an)

)
.

It is an isomorphism if F is constructible.

Proof. (a) For n = 0 the canonical homomorphism H0((XC)∞,FC) → H0(Xan
∞ ,F

an) induces a
homomorphism

OrdH,0A (XL,F ) = OrdH(H0((XL)∞,FL)) = OrdH(H0((XC)∞,FC))(164)

−→ OrdH(H0(Xan
∞ ,F

an)) = OrdH,0A (Xan,F an).

Since F 7→ OrdH,nA (Xan,F an), n ≥ 0 is a δ-functor the homomorphisms (164) extend uniquely to
the morphism (162) of δ-functors. That (162) is an isomorphism when F is constructible follows
immediately from Prop. 4.1 (a), Prop. 4.5 (a) and Prop. 4.11.

(b) The existence of the morphism (163) can be proved in the same way as in Prop. 3.42 (a).
That it is an isomorphism if F is constructible follows then from (a).

Remark 4.13. In section 5.7 we also need étale ordinary cohomology with compact support (only
in the case H = 1). Again we will give an ad hoc definition: for a constructible sheaf F ∈ Sh(Xet, A)
and n ≥ 0 we define the A[T ×G]-module

OrdnA,c(XL,F ) = lim
−→m

Hn
c ((XK1(m))L, (FK1(m))L)ord.

That the group Hn
c ((XK1(m))L, (FK1(m))L) lies in Modsm

A,f (T+) (so that it makes sense to consider
its ordinary part) can be seen e.g. by using the comparison isomorphism

Hn
c ((XK1(m))L, (FK1(m))L) ∼= Hn

c (Xan
K1(m),F

an
K1(m))

and by using the fact that F an lies in the category Sfc(X
an, A) introduced earlier in this section.

The assignment F 7→ OrdnA,c(XL,F ), n ≥ 0 is a δ-functor from the category of constructible étale

A-sheaves on X to the category Modladm
A (T ×G) and there exists natural comparison isomorphisms

of locally admissible A[T ]-modules

OrdnA,c(XL,F ) = OrdnA,c(X
an,F an).
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4.2 $-adic cohomology

As at the end of the previous section X denotes an exact S -scheme of finite type defined over a
subfield L of C and G = Gal(L/L) the absolute Galois group of L. Let d be the dimension of X,
i.e. the dimension of XK for some (hence all) K ∈ K . Let O be a complete discrete valuation
ring with maximal ideal m = ($), finite residue field k of characteristic p and quotient field E of
characteristic 0. As before for m ≥ 1 we put Om = O/mm. We aim to extend the definition of
the cohomology groups (160) to the case where W is a $-adically admissible O[T ]-module W with
Wtor = 0 (compare section 2.5). and where the coefficients F are étale constructible $-adic sheaf
on X.

As before we put Om = O/mm for m ≥ 1. Also for any O-module N we put Nm = N ⊗O Om
for m ≥ 1. We denote by Sh$(Xet,O) the full subcategory of Sh(Xet,O) consisting of O-sheaves F
such that $m ·F = 0 for some m ≥ 0. By Sh$,c(Xet,O) we denote the full subcategory of sheaves
F ∈ Sh$(Xet,O) that are constructible. It follows easily from Lemma 3.12 that Sh$,c(Xet,O) is
an O-linear abelian subcategory of Sh(Xet,O) that is closed under extensions. Moreover any object
of Sh$,c(Xet,O) is noetherian.

Before we extend the definition of the cohomology groups (160) we introduce some notation
and review basic notions and facts about Artin-Rees categories (see [SGA5], Exp. V). Let A be an
O-linear abelian category. We assume that A is noetherian, i.e. every object is noetherian. The
objects of the Artin-Rees category AR-A of A are projective systems A• = (Am)m∈Z in A with
Am = 0 for m� 0. Morphisms in AR-A are

HomAR-A(A•, B•) = lim
−→d

Hom(A•[d], B•)

where A•[d] := (Am+d) for d ∈ Z and Hom(A•[d], B•) denotes the abelian group of morphisms of
projective systems. The transition maps of the direct system (Hom(A•[d], B•))d≥0 are induced by
the canonical morphism ι : A•[d + 1] → A•[d]. The Artin-Rees category of A is again abelian. A
projective system A• = (Am)m∈Z in A is called a strictly $-adic system if Am = 0 for m ≤ 0,
$mAm = 0 for m ≥ 0 and the natural map Am+1/$

mAm+1 → Am is an isomorphism for all m ≥ 0.
A projective system B• is called AR-$-adic if it is AR-isomorphic (i.e. isomorphic in AR-A) to
a strictly $-adic system. The full subcategory of AR-$-adic objects of AR-A will be denoted by
AR-$-A. It is a noetherian abelian subcategory of AR-A (i.e. the inclusion AR-$-A ↪→ AR-A is
exact). If inverse limits exists in A then we can consider the functor A• = (Am)m∈Z 7→ lim

←−
m

Am. It

induces a functor
lim
←−

: AR-A −→ A, A• 7→ lim
←−
m

A•.

Let H = (Hn) : A → B be an O-linear δ-functor between O-linear noetherian abelian categories.
Then H extends to an O-linear δ-functor AR-A → AR-B which – by abuse of notation – will be
denoted by H = (Hn) as well. For A• ∈ AR-A and n ≥ 0 we have Hn(A•) = (Hn(Am))m∈Z.

Returning to our task of extending the definition of the cohomology groups (160), let W be a
$-adically admissible O[T ]-module with Wtor = 0 and let F ∈ Sh$(Xet,O). We choose m ≥ 1
with $mF = 0, so that F ∈ Sh$(Xet,Om) and we define

(165) H•{m}(XL;W,F ) := H•Om(XL;Wm,F ).

By Remark 2.29 (a) and Lemma 2.13 the Om-module Ind
Gp

Bp
Wm is projective for every m ≥ 0.

Hence, by Prop. 3.40, this definition is independent of the choice of m. By Prop. 4.5 and Prop. 4.11
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(d) the cohomology groups (165) are finitely generated augmented O[T ]-modules equipped with a
continuous G-action. Thus we obtain an O-linear δ-functor

(166) Sh$,c(Xet,O) −→ Modfgaug
O (T )(G), F 7→ Hn

{m}(XL;W,F ) n ≥ 0.

Here Modfgaug
O (T )(G) denotes the category of pairs (M,ρ) where M ∈ Modfgaug

O (T ) and ρ : G →
Aut(M) is a homomorphism so that the action G×M →M, (σ,m) 7→ ρ(σ)(m) is continuous. We
need the following

Lemma 4.14. (a) The functor

lim
←−

: AR- Modfgaug
O (T ) −→ Modaug

O (T ), M• 7→ lim
←−
m

Mm.

is exact.

(b) Let M• ∈ AR- Modfgaug
O (T ) and assume that (lim

←−
M•) ⊗O k ∈ Modfgaug

k (T ). Then lim
←−

M• ∈

Modfgaug
O (T ).

Proof. (a) follows from Lemma 1.16 applied to projective systems of finitely generated modules of

the complete noetherian local ring ΛO(U) (where U is any open subgroup of T
0
). For (b) note

that lim
←−

M• is a compact ΛO(U)-module so the assertion follows from the topological Nakayama

Lemma.

Definition 4.15. We define the category Sh(Xet, $- ad) of étale constructible $-adic sheaves on
X by

Sh(Xet, $- ad) := AR-$- Sh$,c(Xet,O).

As explained above (166) extends to a δ-functor AR- Sh$,c(Xet,O) → AR- Modfgaug
O (T ). We

compose it with the functor (4.14) and restrict it to the subcategory Sh(Xet, $- ad). So for an étale
constructible $-adic sheaf F = F• on X and n ≥ 0 we consider the group

(167) Hn
$−ad(XL;W,F ) := lim

←−
m

Hn
{m}(XL;W,Fm).

Proposition 4.16. The assignment F 7→ Hn
$−ad(XL;W,F ), n ≥ 0 defines a δ-functor

(168) Sh(Xet, $- ad) −→ Modfgaug
O (T )(G),

(
F 7→ Hn

$−ad(XL;W,F )
)
n≥0

.

Proof. By Lemma 4.14 (a) we only have to show Hn
$−ad(XL;W,F ) ∈ Modfgaug

O (T ) for F = F• ∈
Sh(Xet, $- ad) and n ≥ 0. Firstly, we consider the case $F = 0, i.e. we assume that $Fm = 0
holds for every m ∈ Z. There exists a strictly $-adic system G = G• in Sh$,c(Xet,O) that is
AR-isomorphic to F , i.e. there are morphisms of projective systems φ : F•[d1]→ G•, ψ : G•[d2]→
F• for some d1, d2 ≥ 0 such that ψ ◦φ (resp. φ◦ψ) is equal to idF (resp. idG ) in AR- Sh$,c(Xet,O).
Thus there exists d ≥ d1 + d2 so that the composite

G•[d]
τ−→ G•[d1 + d2]

ψ−→ F•[d1]
φ−→ G•

is equal to the canonical map τ : G•[d] → G• induced by the transition maps of the projective
system G•. The condition $Fm = 0 for all m ∈ Z thus implies that the image of the transition
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map tm+d,m : Gd+m → Gm is annihilated by $. On the other hand tm+d,m is surjective since G = G•
is a strictly $-adic. It follows that $Gm = 0 and tm+1,m : Gm+1 → Gm is an isomorphisms for
every m ≥ 1. Hence we have

(169) Hn
$−ad(XL;W,F ) ∼= Hn

$−ad(XL;W,G ) ∼= Hn
O1

(XL;W1,G1) ∈ Modfgaug
k (T ).

Now let F• be an arbitrary strictly $-adic system in Sh$,c(Xet,O). Put

F (1) := ker(F
$ ·−→ F ), F (2) := im(F

$ ·−→ F ), F (3) := coker(F
$ ·−→ F ).

Note that F (1),F (2),F (3) ∈ Sh$,c(Xet, $- ad) and that we have $F (1) = 0 = $F (3). By
considering the long exact sequences for the δ-functor (168) associated to the two short exact
sequences 0 → F (1) → F → F (2) → 0 and 0 → F (2) → F → F (3) → 0 and using (169) (for the
coefficients F (1) and F (3)) we obtain

coker
(
Hn
$−ad(XL;W,F )

$ ·−→ Hn
$−ad(XL;W,F )

)
∈ Modfgaug

k (T ).

for all n ≥ 0. Together with Lemma 4.14 (b) we conclude Hn
$−ad(XL;W,F ) ∈ Modfgaug

O (T ).

We will now discuss the functorial properties of the cohomology groups (167) with respect to W .
Let ϕ : W ′ →W be a homomorphism of $-adically admissible O[T ]-module with Wtor = 0 = W ′tor

(i.e. we have W,W ′ ∈ Mod$−adm
O (T )fl). Then ϕ induces a morphism of the associated δ-functors

(168), so for every F ∈ Sh(Xet, $- ad), n ≥ 0 there exists a canonical homomorphism

ϕ∗ : Hn
$−ad(XL;W,F ) −→ Hn

$−ad(XL;W ′,F )

We have

Proposition 4.17. Let

0 −−−−→ W ′
ϕ−−−−→ W

ψ−−−−→ W ′′ −→ 0

be a short exact sequence in Mod$−adm
O (T )fl. Then there exists a G-equivariant long exact sequence

of augmented O[T ]-modules

. . . −→ Hn
$−ad(XL;W ′′,F )

ψ∗−→ Hn
$−ad(XL;W,F )

ϕ∗−→ Hn
$−ad(XL;W ′,F )(170)

−→ Hn+1
$−ad(XL;W ′′,F ) −→ . . .

that is functorial in F ∈ Sh(Xet, $- ad).

Proof. This follows from the exactness of the sequence

0 −−−−→ W ′m −−−−→ Wm −−−−→ W ′′m −→ 0

for every m ≥ 1, the fact that parabolic induction is an exact functor and from Lemma 4.14 (a).
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As before let Xan = (XC)an be the S -space associated to X. We let Sh$,c(X
an,O) be

the category of O-sheaves of Xan of the form F an with F ∈ Sh$,c((XC)et,O) and we put
Sh(Xan, $- ad) := AR-$- Sh$,c(X

an,O). Similarly to (165) and (167) we define the groups
Hn
{m}(X

an;W,F ) and Hn
$−ad(Xan;W,F ) for F ∈ Sh$,c(X

an,O) and F ∈ Sh(Xan, $- ad) re-
spectively. Again the latter defines a δ-functor

Sh(Xan, $- ad) −→ Modfgaug
O (T ), F 7→ Hn

$−ad(Xan;W,F ) n ≥ 0

We note that the analog of Prop. 4.17 holds for this δ-functor as well. Of course if F = F• ∈
Sh(Xet, $- ad) and if F an = F an

• ∈ Sh(Xan, $- ad) with F an
m := ((Fm)C)an for m ∈ Z then by

Remark 3.45 (c) and Prop. 3.47 we have

H•$−ad(XL;W,F ) ∼= H•$−ad(Xan;W,F an).

Here the groups on the left are equipped with a continuous G-action. To justify introducing the
cohomology groups on the right separately we like to point out that they are sometimes equipped
with an additional structure defined purely analytically.

The projective system of constant sheaves O• = ((Om)X)m defines an étale constructible $-adic
sheaf on X. We put

(171) Hn
$−ad(XL;W,O) := Hn

$−ad(XL;W,O•) = lim
←−
m

Hn
$−ad(XL;W,Om).

and
Hn
$−ad(Xan;W,O) := Hn

$−ad(Xan;W,O•) = lim
←−
m

Hn
$−ad(Xan;W,Om).

Now assume that W is a discrete O[T ] that is free and of finite rank as an O-module. Then W is also
a $-adically admissible O[T ]-module so we can compare the cohomology groups Hn

O(Xan;W,O)
and Hn

$−ad(Xan;W,O).

Proposition 4.18. Assume that W ∈ Modsm
O,f (T ) with Wtor = 0. Then the canonical homomor-

phism

(172) Hn
O(Xan;W,O) −→ Hn

$−ad(Xan;W,O)

is an isomorphism of finitely generated augmented O[T ]-modules for every n ≥ 0.

Proof. The map (172) is defined as follows: for m ≥ 1 the canonical projection O → Om induces a
homomorphism

(173) Hn
O(Xan;W,O)→ Hn

O(Xan;W,Om) ∼= Hn
Om(Xan;Wm,Om) = Hn

{m}(X
an;W,Om)

where the second isomorphism follows from Prop. 3.40. Passing in (173) to the projective limit
over all m ≥ 1 yields the map (172). For n ≥ 0 consider the short exact sequence

(174) 0 −→ Hn(W )⊗O Om −→ Hn
O(Xan;W,Om) −→ Hn+1(W )[$m] −→ 0

induced by 0 → O $m·−→ O → Om → 0 where we have abbreviated H•(W ) = H•O(Xan;W,O). By
Prop. 4.5 (b) we have Hn(W ) ∈ ModO,f for every n ≥ 0. Hence Hn(W ) is $-adically complete
with finite torsion, so we get

Hn(W ) ∼= lim
←−
m

Hn(W )⊗O Om and lim
←−
m

Hn(W )[$m] = 0

for every n ≥ 0. The assertion follows by passing in (174) to projective limits.
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The cohomology groups Hn
$−ad(XL;V,E). Finally, we show that inverting $ allows us to

replace W ∈ Mod$−adm
O (T )fl in (171) with an admissible E-Banach space representation of T .

Namely, given V ∈ Banadm
E (T ) we can choose W ∈ Mod$−adm

O (T ) that is mapped to V under the
functor (67) and we define

Hn
$−ad(XL;V,E) := Hn

$−ad(XL;Wfl,O)E

for n ≥ 0. Recall that the O-torsion subgroup Wtor of W is of bounded exponent so the projection
pr : W →Wfl = W/Wtor becomes an isomorphism in the category (Mod$−adm

O (T ))E .

Proposition 4.19. The assignment V 7→ Hn
$−ad(XL;V,E), n ≥ 0 defines a contravariant δ-

functor
Banadm

E (T ) −→ Modfgaug
E (T )(G),

(
V 7→ Hn

$−ad(XL;V,E)
)
n≥0

Proof. For n ≥ 0 the assignment W 7→ Hn
$−ad(XL;Wfl,O)E induces contravariant functors

(175) Mod$−adm
O (T ) −→ Modfgaug

E (T )(G), W 7→ Hn
$−ad(XL;Wfl,O)E n ≥ 0.

We want to show that they give rise to a δ-functor. Let 0 → W1
α−→ W2

β−→ W3 → 0 be a short
exact sequence in Mod$−adm

O (T ) and consider the diagram

(176)

0 −−−−→ W1
α−−−−→ W2

β−−−−→ W3 −−−−→ 0y pr

y y
0 −−−−→ W ′1 −−−−→

incl
(W2)fl

βfl−−−−→ (W3)fl −−−−→ 0.

where W ′1 := ker(βfl). The first vertical arrow induces a map γ : (W1)fl → W ′1 whose kernel and
cokernel are O-torsion modules of bounded exponent so the induced maps

γ∗ : H•$−ad(XL;W ′1,O)E −→ H•$−ad(XL; (W1)fl,O)E

are isomorphisms. By Prop. 4.17 there exists a long exact sequence (170) associated to the lower
row of (176) (and F = O•). Let

δ′ : Hn
$−ad(XL;W ′1,O) −→ Hn+1

$−ad(XL; (W3)fl,O)

be the connecting homomorphism. Then the sequence

. . . −→ Hn
$−ad(XL; (W3)fl,O)E → Hn

$−ad(XL; (W2)fl,O)E −→ Hn
$−ad(XL; (W1)fl,O)E

δ−→ Hn+1
$−ad(XL; (W3)fl,O) −→ . . .

is exact where δ := γ∗ ◦ (δ′)E ◦ (γ∗)−1. Hence (175) defines a δ-functor. Now the assertion follows
from Prop. A.6 and Lemma 2.32.

Similarly, the functors W 7→ Hn
$−ad(Xan;Wfl,O) give rise to a δ-functor

Banadm
E (T ) −→ Modfgaug

E (T ), V 7→ Hn
$−ad(Xan;V,E) n ≥ 0.
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5 Quaternionic Hilbert modular S -varieties

5.1 Definitions and basic properties

Let Q be the algebraic closure of Q in C and let F ⊂ Q be a totally real number field. The ring
of integers of F will be denoted by OF . Let S be a finite set of nonarchimedean places of F . We
denote by A (resp. AS resp. Af resp. ASf ) the ring of adeles of F (resp. ring of prime-to-S resp.
finite resp. finite prime-to-S adeles). We let S∞ denote the set of archimedean places of F and put
F∞ = F ⊗Q R. For a nonarchimedean place q of F we let Oq denote the valuation ring in Fq and

we put U
(0)
q = Up = O∗q and U

(n)
q = 1 + qnOq and for n ≥ 1.

Let D be a quaternion algebra over F , let G̃ = D∗ (viewed as an algebraic group over F ), let
Z ∼= Gm be the center of G̃ and put G = G̃/Z (thus G = PGL2 /F if D = M2(F ) is the algebra of
2× 2 matrices). We put GS = G(FS) where FS =

∏
v∈S Fv. Let RamD be the set of (archimedian

or nonarchimedian) places of F that are ramified in D. We assume that S and RamD are disjoint
so that GS ∼= PGL2(FS). We denote by Σ the set of archimedean places of F that split D (i.e.
Σ = S∞ \ RamD) and we put d = #Σ. If d ≥ 1, i.e. if D is not totally ramified then we choose an
ordering Σ = {σ1, . . . , σd} of the places in Σ.

We identify S∞ with the set of embeddings Hom(F,R) and assume that σ1 is the inclusion (if
d ≥ 1). We let d be the ideal of OF that is the product of the primes which are ramified in D, so
that RamD = (S∞ \ Σ) ∪ {q | d}.

For v ∈ S∞ we denote by Gv,+ the connected component of 1 in Gv. Thus Gv,+ = G̃(Fv)+/Z(Fv)

where G̃(Fv)+ is the subgroup of elements g ∈ G̃(Fv) with Nrd(g) > 0. We choose a maximal
compact subgroup Kv of Gv. If v ∈ Σ we choose an isomorphism Gv ∼= PGL2(R) that maps
Kv to O(2)Z(Fv)/Z(Fv) ∼= O(2)/{±1}, so that Gv/Kv,+ can be identified with H±, the union of
the upper and lower complex half plane. If v ∈ S∞ ∩ RamD we have Gv = Gv,+ = Kv. Put
K∞,+ =

∏
v|∞Kv,+ and G∞,+ =

∏
v|∞Gv,+ so that G∞,+/K∞,+ ∼= Hd.

We fix a compact open subgroup KSf of G(ASf ) (called a prime-to-S level) and put

X S = G(AS)/
(
KSf ×K∞,+

)
.

For a compact open subgroup K of GS and g ∈ G(ASf ) we put

ΓK,g = G(F ) ∩
(
K × gKSf g−1

)
.

The group ΓK,g contains only finitely many torsion elements. If it is torsionfree then it acts properly
discontinuously on the symmetric space G∞/K∞,+.

Definition 5.1. By K we denote the set of compact open subgroups K of GS such that ΓK,g is
torsionfree for every g ∈ G(ASf ).

Clearly, K is closed under conjugation and if K ∈ K and K ′ ⊆ K is an open subgroup then
K ′ is also contained in K . Thus K satisfies assumption 3.1 because of the following

Proposition 5.2. The set K is a cofinal subset of the set of all compact open subgroups of GS .

Note that the reduced norm Nrd : G̃→ (Gm)F induces homomorphisms

(177) ν : G(A) −→ A∗/(A∗)2

for every F -algebra A. We need the following

92



Lemma 5.3. For every compact open subgroup K of GS the homomorphism (177) induces a bi-
jection

G(F )\G(Af )/(K ×KSf ) ∼= coker(F ∗ −→ A∗f/(A∗f )2/ν(K ×KSf )).

In particular there exists a finite number of elements g1, . . . , gh of G(ASf ) such that

G(F )\G(Af )/(K ×KSf ) =
r⋃
i=1

G(F )(1, gi)(K ×KSf ).

holds for every K.

Proof. The first assertion can be easily deduced from ([De], Théorème 2.4). The second follows

from the fact that the group coker(F ∗ −→
(
A∗f/(A∗f )2

)
/ν(1×KSf )) is finite.

Proof of Prop. 5.2. By Lemma 5.3 a compact open subgroup K of GS lies in K if and only if ΓK,gi
is torsionfree for i = 1, . . . , h. Since there exists only finitely many torsion elements in each ΓK,gi
for a given K we can shrink it so that all groups ΓK,gi become torsionfree.

As in section 3.2 let S = SGS ,K be the site whose objects are discrete left GS-sets S such that
the stabilizer StabGS (s) of any s ∈ S lies in K and whose morphisms are GS-equivariant maps.
For S ∈ S we define

(178) X̃S = S ×X S = S ×G(ASf )/KSf ×G∞/K∞,+.

Also for a morphism ρ ∈ HomS (S1, S2) we define

(179) ρ : X̃an
S1
−→ X̃an

S2
, (s, x) 7→ (ρ(s), x).

The collection of d-dimensional complex manifolds (178) and maps (179) defines an S -space de-
noted by X̃. The embeddings G(F ) ↪→ GS and G(F ) ↪→ G(AS) yields a left G(F )-action on X̃
given by

γ · (s, x) = (γ · s, γ · x)

for S ∈ S , s ∈ S, x ∈X S and γ ∈ G(F ).

Proposition 5.4. (a) Passing in (178) to G(F )-orbits yields an S -space

X(KSf )an = G(F )\X̃.

(b) If d ≥ 1 then X(KSf )an is exact.

Proof. By Lemmas 3.53 and 3.58 it suffices to verify that the conditions 3.57 (i) and (if d ≥ 1)
(ii) hold for the G(F )-action on X S . The first follows from the fact that ΓK,g acts properly
discontinuously on G∞/K∞,+ for every K ∈ K and g ∈ G(ASf ). For the second note that if d ≥ 1
then the interior of the set {x∞ ∈ G∞/K∞,+ | StabG(F )(x) 6= 1} is empty since G(F ) is countable
and since every non-trivial element of G(F ) has at most two fix points acting on G∞/K∞,+. Since
{x ∈ X S | StabG(F )(x) 6= 1} is a subset G(ASf )/KSf × {x∞ ∈ G∞/K∞,+ | StabG(F )(x) 6= 1} its
interior is empty as well.
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Unless stated otherwise we assume in the following d ≥ 1 (the case d = 0 will be considered
again only in section 5.5). We will often drop the level KSf from the notation and just write Xan

for X(KSf )an. Note that Xan
S is a d-dimensional complex manifold for every non-empty S ∈ S and

that the map ρ : Xan
S1
→ Xan

S2
induced by a morphism ρ : S1 → S2 in S is holomorphic. As before

for K ∈ K we write Xan
K for Xan

GS/K
= G(F )\X̃K . There is a natural action of the group

∆ := G(F )/G(F )+
∼= G(F∞)/G(F∞)+

∼= K∞/K∞,+ ∼= {±1}d

(where G(F )+ = G(F )∩G∞,+) on Xan. It is induced by right multiplication of K∞ on G∞/K∞,+ ∼=
(H±)d. As an immediated consequence of Lemma 5.3 we obtain the following description of the set
of connected components π0(Xan

K ) of Xan
K .

Lemma 5.5. The map (177) induces a bijection

π0(Xan
K ) ∼=

(
A∗f/(A∗f )2

)
/ν(K ×KSf )

for every K ∈ K . In particular the set π0(Xan
K ) stabilizes for small K, i.e. there exists K0 ∈ K

such that the covering Xan
K → Xan

K0
induces a bijection π0(Xan

K ) ∼= π0(Xan
K0

) for every open subgroup
K of K0.

For every S ∈ S there exists a smooth scheme XS over SpecQ such that Xan
S is the complex

manifold associated to XS⊗QC. For K ∈ K the scheme XK is a Shimura variety, the quaternionic

Hilbert modular variety of level K×KSf associated to the reductive group ResF/QD
∗/F ∗. If S ∈ S

has only finitely many GS-orbits then XS has a finite number of connected components and it is
quasi-projective. The scheme XS is defined (i.e. it admits a canonical model) over the reflex field
L, i.e. the fixed field of the group {τ ∈ Gal(C/Q) | τΣ = Σ}. It is a subfield of F gal, the normal
closure of F/Q in Q. If Σ = S∞, i.e. if D is totally indefinite then we have L = Q. If d = 1 (the
case of Shimura curves) then L = F .

Also for every morphism ρ : S1 → S2 in S the morphism ρ : Xan
S1
→ Xan

S2
is induced from an

étale morphism ρ : XS1 → XS2 of L-schemes. If ρ : S1 → S2 is a surjective then ρ : XS1 → XS2 is
an étale covering. Hence S 7→ XS is an S -scheme X = X(KSf ) defined over L. For K ∈ K the
variety XK is projective if and only if D is a skew field, i.e. if RamD 6= ∅.

Let R be a ring and let M be an R[GS ]-module. We let AR(M,KSf ;R) denote the R[G(F )]-
module of maps

ψ : M ×G(ASf )/KSf = M × π0(X S) −→ R

that are homomorphism of R-modules in the first component. The G(F )-action is given by

(γψ)(m, gKSf ) = ψ(γ−1m, γ−1gKSf )

for ψ ∈ AR(M,KSf ;R), γ ∈ G(F ), m ∈M and g ∈ G(ASf ).
The cohomology groups

(180) H•(G(F )+,AR(M,KSf ;R))

where considered in [Sp1]. Since AR(M,KSf ;R) is an R[G(F )]-module the groups (180) are natu-

rally R[∆]-modules. There is also a canonical action of the Hecke algebra R[G(ASf )//KSf ] on (180)
commuting with the ∆-action.
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Proposition 5.6. Assume that d ≥ 1. Let R be a noetherian ring and let M be a discrete R[GS ]-
module.

(a) Suppose that R = A is an Artinian local ring with finite residue field. Then there exists a
canonical isomorphism

(181) Hn
A(XQ;M,F ) ∼= Hn

A(Xan;M,F an)

for every constructible sheaf F ∈ Sh(Xet, A) and every n ≥ 0.

(b) Assume that M is projective as R-module. Then there exists a canonical isomorphism of R[∆]-
modules

(182) Hn
R(Xan;M,R) ∼= Hn(G(F )+,AR(M,KSf ;R))

for every n ≥ 0.

Proof. (a) follows from Remark 3.45 (c) and Prop. 3.47.
For (b) put X S

+ = G(ASf )/KSf ×G∞,+/K∞,+. Note that π0(X S
+ ) = G(ASf )/KSf and that the

space Xan
K for K ∈ K can be identified with G(F )+\(GS/K ×X S

+ ). The assertion now follows
from Prop. 3.60 (b) since we have AR(M,KSf ;R) ∼= Maps(G(ASf )/KSf ,HomR(M,R)).

Remarks 5.7. (a) As explained in section 3.9 under the assumption in (a) above the cohomology
groups H•A(XQ;M,F ) carry a canonical G := GL = Gal(Q/L) action. Note though that in general
it does not commute with the ∆-action induced by the isomorphism (181).

(b) If d = 0 then XS = Xan
S = G(F )\X̃S is just a discrete space for every S ∈ S . In this case

S 7→ XS may be viewed as a 0-dimensional S -space. It will also be denoted by X = X(KSf ). It is
easy to see that the proof of Prop. 5.6 can be modified so that it also covers the case d = n = 0,
i.e. we have

H0
R(Xan;M,R) ∼= H0(G(F ),AR(M,KSf ;R)).

�

We will consider in particular the following type of level KSf = K0(n)S ⊆ G(ASf ). Let n 6= (0)
be an ideal of OF that is relatively prime to S ∪ RamD. Let OD be an Eichler order of level n in
D (if D = M2(F ) then we choose OD to be the subalgebra M2(n) ⊆ M2(OF ) of matrices that are
upper triangular modulo n). For a nonarchimedean place q of F we put OD,q = OD ⊗OF Oq and
define K0(n)S to be the image of

K̃0(n)S =
∏

q6∈S∪S∞

O∗D,q

under the projection G̃(ASf ) → G(ASf ). For KSf = K0(n)S we write XD
0 (n)S for the S -scheme

X(K0(n)S) and AR(M, n;N) for AR(M,KSf ;N). The R-modules appearing in (181) (for F = AX)
and (182) are equipped with an action of a spherical prime-to-(n,S) Hecke algebra

T = TS0 = Z[G(AS0
f )//KS0

f ]
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and the isomorphism are T-equivariant. Here S0 = S ∪{q | dn} and KS0
f = K0(OF )S0 is a maximal

compact open subgroup of G(AS0
f ). The multiplication in T is given by convolution (the Haar

measure on G(AS0
f ) is normalized so that Vol(KS0

f ) = 1). The algebra T can be identified with
the polynomial ring Z[Tq | q 6∈ S0]. Here the variable Tq corresponds to the characteristic function
of the double cosets KS0

f xqK
S0
f where the idele xq ∈ G(AS0

f ) has the component = 1 at all places
except at q where its component lies in Oq and has reduced norm = N(q).

Though the definition of the action of T on the cohomology groups appearing in (181) and
(182) is given by standard arguments, for completeness, we will briefly recall it for the groups
H•R((XD

0 (n)S)an;M,R). For a nonarchimedean place of F with q 6∈ S0 there exists two canonical
finite étale morphisms of S -schemes

pr1,pr2 : XD
0 (nq)S −→ XD

0 (n)S

induced by the two canonical maps between the levels K0(nq)S and K0(n)S namely the inclu-
sion and the map induced by conjugation with the idele xq respectively. The action of Tq on
Hn
R((XD

0 (n)S)an;M,F ) is given by the homomorphism

Hn
R((XD

0 (n)S)an;M,R)
pr∗1−→ Hn

R((XD
0 (nq)S)an;M,R)

(pr2)∗−→ Hn
R((XD

0 (n)S)an;M,R)

where the first map is the homomorphism (112) (with respect to pr1) and the second the homo-
morphism (126) (with respect to pr2).

5.2 Borel-Serre compactification

In this section we consider the case D = M2(F ) (so that G = PGL2/F and d = [F : Q]). We fix a

level of the form K0(n)S ⊆ G(ASf ) where n 6= (0) is an ideal of OF that is relatively prime to S and

let Xan = X(K0(n)S)an. As in section 2 we denote by B the standard Borel subgroup of G with
Levi decomposition B = TN . Let K be the set of compact open subgroups of GS defined in 5.1
and let S = SGS ,K .

For S ∈ S let XBS
S denote the Borel-Serre compactification of Xan

S . It can be written as

XBS
S = G(F )+\

(
S ×G(ASf )/K0(n)S × HBS

)
where HBS denotes the partial Borel-Serre compactification of the symmetric space G∞,+/K∞,+ ∼=
Hd (see [BJ], III.5). The space XBS

S is a compact real analytic manifold with corners. By ([BJ],
Prop. III.5.14) and Lemma 3.58 the assignment S 7→ XBS

S defines an exact S -space as well which
will be denoted by XBS. It contains Xan as an open S -subspace. Indeed, Xan

S is an open dense
subspace of Xan

S for every S ∈ S and the inclusion Xan
S ↪→ XBS

S is a homotopy equivalence.
The boundary of XBS, i.e. the complement of Xan in XBS will be denoted by ∂X. It has

the following concrete description. Put B∞,+ = B(F∞) ∩ G∞,+ and T∞,+ = T (F∞) ∩ G∞,+.
Let A be the maximal split subtorus of ResF/Q T (so A ∼= (Gm)Q) and let A0

∞ ⊆ T∞,+ be the

connected component of 1 of the R-valued points of A. If we identify T∞,+ with the group (R>0)d

via the isomorphism T (F∞) = F ∗∞
∼= (R∗)d (induced by σ1, . . . , σd) then A0

∞ corresponds to the
subgroup R>0 embedded diagonally into (R∗)d. The quotient h := B∞,+/A

0
∞ carries a canonical

left B(F )+ = B(F ) ∩G(F )+-action. By ([BJ], III.5.8) and Lemma 3.53 we have

∂XS = B(F )+\
(
S ×G(ASf )/K0(n)S × h

)
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for every S ∈ S . Note that the projection h = B∞,+/A
0
∞ → h := T∞,+/A

0
∞ is a principal

N(F∞) ∼= Rd-bundle. The action of the Hecke algebra TS0 = Z[Tq | q 6∈ S0] (with S0 = S ∪ {q | n})
on the cohomology of X extends naturally to an action on the cohomology of XBS and ∂X.

Put BS = B(FS), TS = T (FS) and NS = N(FS) an let ι : BS → GS denote the inclusion
and π : BS → TS = BS/NS denote the projection. We let K B and K T denote the set of
compact open subgroups of BS and TS respectively. For S ∈ S B, the group B(F )+ acts properly
discontinuously from the left on S×G(ASf )/K0(n)S×h by part (a) of the following Lemma (applied

to Y = S ×G(ASf )/K0(n)S).

Lemma 5.8. Let Y be a discrete left B(Af )-set such that StabB(Af )(y) is compact for every y ∈ Y
and put Z = N(Af )\Y.

(a) The group B(F )+ acts properly discontinuously on Y × h.

(b) The left T (Af )-set Z is discrete and StabT (Af )(z) is compact for every z ∈ Z.

(c) The group T (F )+ acts properly discontinuously on Z × h.

(d) The canonical map

(183) B(F )+\(Y × h) −→ T (F )+\(Z × h)

is a fibration. The fibers are d-dimension (real) tori.

Proof. (a) Recall (see (29)) that there exists a canonical isomorphism between the semidirect prod-
uct Gm n Ga and the Borel subgroup B of PGL2. Given a fractional ideal a of F we denote by
Kf (a) the subgroup of B(Af ) that corresponds to the subgroup

∏
v-∞O∗v n â of A∗f n Af (here

â := a⊗OF
∏
v-∞Ov). It is easy to see that any compact open subgroup of B(Af ) is contained in

one of the groups Kf (a). Thus the assertion follows from the fact that the group B(F )+ ∩Kf (a)
acts properly discontinuously on h.

(b) If z = N(Af )·y ∈ Z, y ∈ Y then StabT (Af )(z) is the image StabB(Af )(y) under the projection
B(Af )→ T (Af ), so StabT (Af )(z) is compact and open.

(c) We identify T with Gm via (27). Since for any compact open subgroup of A∗f is contained
in
∏
v-∞O∗v the assertion follows from the fact that the group of totally positive units in O∗F act

properly discontinuously on h by Dirichlet’s unit theorem.
(d) Since N(F ) ∼= F is dense in N(Af ) ∼= Af we have N(F )\Y = Z. Hence the left and

therefore also the right vertical map in the diagram

π0(B(F )+\(Y × h))
∼=−−−−→ B(F )+\Yy y

π0(T (F )+\(Z × h))
∼=−−−−→ T (F )+\Z

is bijective. Let y ∈ Y, z = N(Af ) · y ∈ Z and put Γy = B(F )+ ∩ StabB(Af )(y), Γz = T (F )+ ∩
StabT (Af )(z). We have seen that the diagram

(184)

Γy\h −−−−→ B(F )+\(Y × h)y y(183)

Γz\h
∼=−−−−→ T (F )+\(Z × h)
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is cartesian and that the horizontal maps are open, closed and injective (they are induced by the
obvious maps h→ h×{y}, h→ h×{z}). Note that Γy = Γz nΛ where Λ := N(F )∩StabN(Af )(y).

Hence Λ ∼= Zd is a lattice in N(F∞) ∼= Rd. It follows that the left vertical map in (184) is a fibration
whose fiber can be identified with N(F∞)/Λ ∼= Rd/Zd.

Similar to Prop. 5.4 one shows that by setting

(185) YS = B(F )+\
(
S ×G(ASf )/K0(n)S × h

)
for S ∈ S B we obtain an exact S B-space Y . Note that the boundary ∂X is equal to the induced
S -space IndGSBS Y (see section 3.5). Lemma 3.33 thus implies

Lemma 5.9. Let R be a ring. We have

Hn(∂X∞, R) = IndGSBS H
n(Y∞, R)

for every n ≥ 0.

Under certain assumptions on R and S the computation of Hn(∂X∞, R) can be further simpli-
fied. For that we define the (non-exact) S T -space Z by

ZS′ = T (F )+\
(
S′ ×N(ASf )\G(ASf )/K0(n)S × h

)
for S′ ∈ S T . Note that ZS′ is a disjoint union of (real) d− 1-dimensional tori.

For S ∈ S B, S′ ∈ S T and a BS-equivariant map ξ : S → S′ we define

fξ : YS −→ ZS′ , B(F )+ · (s, x) 7→ T (F )+ · (ξ(s),pr(x))

where pr : G(ASf )/K0(n)S × h → N(ASf )\G(ASf )/K0(n)S × h denotes the canonical projection. If
we view Y and Z as S -objects in Top

big
(see the end of section 3.8) then the collection of maps

fξ define a π-compatible morphism f : Y → Z in the sense of Def. 3.19. Recall that by Prop. 3.48
viewing ∂X, Y and Z either as S -objects in Top

cl
or Top

big
does not effect the cohomology groups

H•(∂X∞, R), H•(Y∞, R) and H•(Z∞, R).
As in section 3.5 for S ∈ S B we put fS = fξS : YS → ZS where S = NS\S and where

ξS : S → S is the projection. Also for K ∈ K B we put fK = fBS/K : YK → ZK so that fK is the
obvious map

fK : B(F )+\(G(Af )/(K ×K0(n)S)× h) −→ T (F )+\
(
N(Af )\G(Af )/(K ×K0(n)S)× h

)
.

Note that fK induces a bijection π0(YK) = π0(ZK) and that π0(YK) is finite.

By Cn,S
F we denote idele class group

(186) Cn,S
F = A∗f/(F ∗+

∏
q6∈S

U
(nq)
q )

where n =
∏

q q
nq denotes the prime factorization of n. For a nonarchimedian place q 6∈ S, q - n we

denote by [q] ∈ Cn,S
F the class of an idele with components = 1 at all places except at q where its

component is a local uniformizer.
Since T is abelian the left T (Af )-action on S′ × N(ASf )\G(ASf )/K0(n)S induces a left T (Af )-

action on ZS′ for every S′ ∈ S T . By identifying T with Gm via (27) it is easy to see that the
T (Af )-action on Z induces a Cn,S

F -action on the cohomology H•(Z∞, R) for any ring R.
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Proposition 5.10. Let A be an Artinian local ring with finite residue field of characteristic p and
assume that one prime p in S lies above p.

(a) We have

(187) Hn(∂X∞, A) = IndGSBS H
n(Z∞, A)

for every n ≥ 0 (here IndGSBS : Modsm
A (TS)→ Modsm

A (GS) denotes parabolic induction).

(b) Under the identification (187) the action of the Hecke operator Tq, q 6∈ S0 is induced by the map

Hn(Z∞, A) −→ Hn(Z∞, A), x 7→ [q]−1 · x+ N(q) · [q] · x.

Proof. (a) We will verify that conditions (i) and (ii) of Prop. 3.35 hold for the constant sheaf
F = AY on Y , i.e. we show that

(i) For K0 ∈ K T and K ∈ K B with K = K0 the base change morphism BCK : (f∗AY )K0
→

(fK)∗AYK is an isomorphism.

(ii) ForK ∈ K B there exists an open subgroupK ′ ⊆ K such that the base change homomorphism
BCn

K,K′ : ρ∗Rn(fK)∗(A)→ Rn(fK′)∗(A) vanishes for every n ≥ 1.

To prove (i) we fix K0 ∈ K T and put J = {K ∈ K B | π(K) = K0}. Note that (J ,⊆) is a
directed set (i.e. for every K1,K2 ∈ J there exists K3 ∈ J with K1,K2 ⊆ K3). The collection
of sheaves {(fK)∗AYK}K∈J together with base change morphism (fK1)∗(AXK1

) → (fK2)∗(AXK2
)

for K2 ⊆ K1 define a projective system over (J ,⊆). By unwinding the definitions it is easy to
see that (f∗AY )K0

= lim
←−K∈J

(fK)∗AYK . Now for K ∈ J the map fK : YK → ZK0
has connected

fibers by Lemma 5.8 (d), hence we have (fK)∗AYK = AZK0
for every K ∈ K B. In particular for

any pair K1,K2 ∈ J with K2 ⊆ K1 the base change morphism (fK1)∗(AXK1
) → (fK2)∗(AXK2

) is
an isomorphism. Hence for fixed K ∈ J we have (f∗AY )K0

∼= (fK)∗AYK
∼= AZK0

. Thus we also

obtain

(188) f∗AY = AZ .

To keep the notation simple we give the proof of (ii) only in the case when S consists of the single
place p lying above p (the following argument can be easily adapted to the case of an arbitrary S).

For r, s ∈ Z, r ≥ 1 let K(r, s) ∈ K B be the image of U
(r)
p n psOp under the isomorphism (29) and

K(r) the image of U
(r)
p under the isomorphism (27). Since any K ∈ K B contains a group K(r, s)

for r, s sufficiently large it suffices to prove (ii) for K = K(r, s).
For t ≥ s and fixed r consider the base change homomorphism

(189) BCn : Rn(fK(r,s))∗(A)→ Rn(fK(r,t))∗(A).

By Lemma 5.8 (d) its stalk (BCn)z : (Rn(fK(r,s))∗(A))z → (Rn(fK(r,t))∗(A))z at a point z ∈ ZK(r)

can be identified with a homomorphism of the form

(190) π∗ : Hn(Rd/Λ1, A) −→ Hn(Rd/Λ2, A)
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where Λ2 ⊆ Λ1 are cocompact lattices and π : Rd/Λ2 → Rd/Λ1 is the projection. For n = 1 the
map (190) can be identified with

ι∗ : Hom(Λ1, A) −→ Hom(Λ2, A), ϕ 7→ ϕ ◦ ι

where ι : Λ2 ↪→ Λ1 is the inclusion. Let pN be the order of A. By choosing t sufficiently large we
can arrange that Λ2 is contained in ⊆ pNΛ1 and (BC1)z = 0. In fact since the source and target of
(189) are locally constant sheaves and since ZK(r) has only finitely many connected components,

the map BC1 vanishes for t sufficiently large. Moreover the vanishing of BC1 also implies the
vanishing of BCn (since H•(Rd/Λ, A) = ∧•AH1(Rd/Λ, A) for any cocompact lattice Λ ⊆ Rd).

Now (i) and (ii) together with Lemma 5.9, Prop. 3.35 and (188) imply

Hn(∂X∞, A) = IndGSBS H
n(Y∞, A) = IndGSBS H

n(Z∞, f∗A) = IndGSBS H
n(Z∞, A)

(b) is proved by unwinding the definitions.

Remark 5.11. Note that the manifold ZS′ is a disjoint union of (real) d− 1-dimensional real tori
for every S′ ∈ ST . Thus under the assumption of Prop. 5.10 we have

Hn(Z∞, A) = 0 ∀ n ≥ d− 1.

If S ⊆ Sp consists only of primes lying above the prime number p and if r denotes the Zp-rank of

the closure of O∗F ∩
∏

p∈S U
(1)
p in

∏
p∈S U

(1)
p then one can show that Hd−r(Z∞, A) 6= 0 and

Hn(Z∞, A) = 0 ∀ n ≥ d− r.

Thus if S = Sp then the vanishing of Hn(Z∞, A) for n ≥ 1 is equivalent to Leopold’s conjecture
(see [Hil], Cor. 5 for the case S = Sp). �

5.3 $-adic cohomology and group cohomology

As in section 4 we consider the cohomology groups Hn
R(Xan;M,F ) and Hn

R(XQ;M,F ) in the case
where M is a parabolically induced representation and S consists of a single place p of F lying above
a prime number p. We will write Gp, Ap

f , K0(n)p, X = XD
0 (n)p etc. instead of GS , ASf , K0(n)S ,

XD
0 (n)S etc. As before T = Z[Tq | q - pdn] denotes the spherical prime-to-pdn Hecke algebra. We

denote by Bp the standard Borel subgroup of Gp and by Tp its maximal torus. We identify Tp with
F ∗p using the isomorphism (27) and let T+

p (resp. T 0
p ) denote the submonoid (resp. the subgroup)

that correspond to Op \ {0} (resp. to Up = O∗p). More generally, as in section 1.2, for a closed

subgroup H of T 0
p we put T p = Tp/H, T

+
p = T+

p /H and T
0
p = T 0

p /H.
Let O be a complete discrete valuation ring with maximal ideal P = ($), finite residue field k

of characteristic p and quotient field E of characteristic 0. Recall that we considered several types
of cohomology groups in section 4. In section 4.1 for a locally admissible Om[T p]-module W and
an Om-sheaf F on Xan and X respectively we have defined

H•Om(Xan;W,F ) = Hn
Om(Xan; Ind

Gp

Bp
W,F )

H•Om(XQ;W,F ) = Hn
Om(XQ; Ind

Gp

Bp
W,F ).
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In section 4.2 for a $-adically admissible O[T p]-module W with Wtor = 0 we have introduced
the $-adic cohomology Hn

$−ad(Xan;W, · ) and Hn
$−ad(XQ;W, · ). Moreover we introduced coho-

mology groups Hn
$−ad(Xan;V,E) and Hn

$−ad(XQ;W,E) where V an admissible E-Banach space

representation of T p.
In this section we establish the following variant of the comparison isomorphism (182) between

$-adic cohomology and group cohomolgy.

Proposition 5.12. Assume that d ≥ 1 and let W ∈ Mod$−adm
O (T p)fl. There exists a canonical

isomorphism of finitely generated augmented O[T p]-modules

(191) Hn
$−ad(Xan;W,O) ∼= Hn(G(F )+,AO(Ind

Gp

Bp,contW,K0(n)p;O)).

for every n ≥ 0.

Here Ind
Gp

Bp,contW := {Φ ∈ Ccont(Gp,W ) | Φ(tng) = tΦ(g) ∀t ∈ Tp, n ∈ Np, g ∈ Gp} where

Ccont(Gp,W ) is the O-module of maps Gp → W that are continuous with respect to the $-adic
topology on W .

Proof. Put M = Ind
Gp

Bp,contW so that Mm = Ind
Gp

Bp
Wm. By Prop. 5.6 there exists a canonical

isomorphism

Hn
$−ad(Xan;W,Om) = Hn

Om(Xan;Wm,Om) ∼= Hn(G(F )+,AOm(Ind
Gp

Bp
Wm,K0(n)p;Om))

= Hn(G(F )+,AOm(Mm,K0(n)p;Om)) = Hn(G(F )+,AO(M,K0(n)p;Om))

for every m ≥ 0. Since the left hand side of (191) is the projective limit of the inverse system
{Hn

$−ad(Xan;W,Om)}m it suffices to see that the canonical map

(192) Hn(G(F )+,AO(M,K0(n)p;O)) −→ lim
←−m

Hn(G(F )+,AO(M,K0(n)p;Om))

is an isomorphism for every n ≥ 0. Note that

AO(M,K0(n)p;O) ∼= lim
←−m

AO(M,K0(n)p;Om)

and that the transition maps AO(M,K0(n)p;Om+1)→ AO(M,K0(n)p;Om) are surjective for m ≥
0. Indeed, they can be identified with the maps

Maps(X p
f ,HomOm+1(Mm+1,Om+1))→ Maps(X p

f ,HomOm+1(Mm+1,Om))

where X p
f = G(Ap

f )/K0(n)p, so surjectivity follows from the fact that Mm is free as an Om-module

for every m ≥ 1. Hence we have lim
←−

(1)AO(M,K0(n)p;Om) = 0. Note also that by Prop. 4.7 (b)

the inverse system

(193) {Hn(G(F )+,AO(M,K0(n)p;Om))}m ∼= {Hn
Om(Xan;Wm,Om)}m

consists of finitely generated ΛO(U
(1)
p )-modules for every n ≥ 0. Hence by Lemma 1.16 this implies

that the lim
←−

(1)-term in (193) vanishes. Now we can apply Lemma A.1 to deduce that (192) is an

isomorphism.
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5.4 Relation to cuspidal automorphic forms

We keep the notation and assumption of the end of last section, so S consists of a single place
p of F lying above a prime number p, X denotes the S -scheme XD

0 (n)p and Xan the associated
S -space. We fix a finite extension of E/Qp contained in Cp with valuation ring O, maximal ideal
($), finite residue field k. We fix an isomorphism Cp ∼= C so that we can view E as a subfield of C.

Let D be the totally ramified incoherent quaternion algebra over A := AF (in the sense [YZZ])
with ramification set RamD = RamD ∪S∞. Following ([YZZ], bottom of page 70) for a subfield
E of C we define the set A(D∗/A∗, E) of automorphic representations of D∗/A∗ over E as the set
isomorphism classes of irreducible representations of D∗/A∗ such that π⊗EC is a sum of automorphic
representations of D∗/A∗ of weight 0 (i.e. under the Jacquet-Langlands correspondence they are
associated to cuspidal automorphic representations of PGL2(A) whose archimedian components are
the discrete series representation of PGL2(R) of weight 2 and whose components at nonarchimedian
places v that are ramified in D are square-integrable). For π ∈ A(D∗/A∗, E) the field Eπ :=
EndE[D∗/A∗](π) is a finite extension of E. We denote the valuation ring of Eπ by Oπ.

Similar to ([YZZ], Thm. 3.4 (3)) one shows that every π ∈ A(D∗/A∗, E) has a decomposition
π =

⊗′
v πv and the πv are irreducible admissible representations of Dv defined over Eπ. As usual we

put πf = π∞ =
⊗′

v-∞ πv. Also for an ideal a 6= 0 of OF we put πaf =
⊗′

v-∞ πv. Let π ∈ A(D∗/A∗, E)

and assume that the conductor f = f(πpf ) divides nd, i.e. we have (πpf )K0(n)p 6= 0. Then we get

dimEπ(πpndf )K
S0
f = 1

where S0 = {q | pnd}. The spherical Hecke algebra TO acts on π
K0(n)pd

0,Ω via the Hecke eigenvalue
homomorphism

λπ : TO −→ Oπ.

For a TE-module H we denote by Hπ the localization of H with respect to the kernel of (λπ)E :
TE −→ Eπ. Also, for a TE [∆]-module H and a character ε : ∆ → {±} we denote by Hπ,ε the
localization of H with respect to homomorphism TE [∆]→ E induced by the pair (λπ, ε).

The aim of this section is to prove the following

Proposition 5.13. Let χ : Tp ∼= F ∗p → O∗ be a quasicharacter and ε : ∆ → {±1} be a character.

Let π ∈ A(D∗/A∗, E) such that the conductor of πpf divides nd.

(a) We have
Hn
$−ad(Xan, E(χ), E) ∼= Hn

E(Xan, E(χ), E)

for every n ≥ 0.

(b) We have
Hn
$−ad(Xan, E(χ), E)π,ε 6= 0

if and only if n 6= d, d+ 1 and πp is a subquotient of Ind
Gp

Bp
E(χ).

(c) If n ∈ {d, d + 1} and if πp is a subquotient9 of Ind
Gp

Bp
E(χ) then the action of the Hecke al-

gebra TE on Hn
$−ad(Xan, E(χ), E)π,ε factors through λπ so that Hn

$−ad(Xan, E(χ), E)π,ε can be
viewed as Eπ-vector space (i.e. the Hecke action on Hn

$−ad(Xan, E(χ), E)π,ε is semisimple). The

9Recall that the representation Ind
Gp

Bp
E(χ) is irreducible except if χ2 = 1.
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dimension of Hn
$−ad(Xan, E(χ), E)π,ε is independent of ε and n ∈ {d, d + 1}. Moreover we have

dimEπ Hn
$−ad(Xan, E(χ), E)π,ε = 1 if and only if the conductor of πpdf equals n.

Remarks 5.14. (a) It is easy that the proof below can be modified so that Prop. 5.13 (a), (b)
holds as well if d = n = 0, i.e. if D is a totally definite quaternion algebra.

(b) If D is a division algebra then the description of Hn
$−ad(Xan, E(χ), E) above for n ∈ {d, d+ 1}

can be strengthen as follows. Let R be the set of π ∈ A(D∗/A∗, E) such that the conductor of πpf

divides nd and so that πp is a subquotient of Ind
Gp

Bp
Eπ(χ). We then have

Hn
$−ad(Xan, E(χ), E)ε ∼=

⊕
π∈R

(πpf )K0(n)p .

for n = d, d+ 1 and every character ε : ∆→ {±1}.

(c) By ([Car], [Ta]) there exists a twodimensional $-adic Galois representation V = Vπ associated
to π, i.e. there exists a twodimensional E-vector space V together with a continuous homomorphism
ρ = ρπ : Gal(Q/F )→ GL(V ), so that ρ is unramified outside the primes dividing p · n and so that

Tr(ρ(Frobq)) = λp(Tq), det(ρ(Frobq)) = N(q).

for all q - p·n (where Frobq ∈ Gal(Q/F ) denotes a Frobenius for the prime q). Following ([Ne], 5.12)
we denote by Ind⊗Σ ρ the (partial) tensor induction of ρ (so Ind⊗Σ ρ is a 2d-dimensional representation
of GL). If F gal denotes the normal closure of F/Q in Q and σ̃1, . . . , σ̃d ∈ Gal(Q/F gal) are lifts of the
embeddings σ1, . . . , σd : F → Q then the restriction of Ind⊗Σ ρ to Gal(Q/F gal) is the representation⊗d

i=1 V
σ̃i . If n 6= d, d+1 and πp is a subquotient of Ind

Gp

Bp
E(χ) then one can show that there exists

an isomorphism of E[GL]-modules

Hn
$−ad(XQ, E(χ), E)π ∼= (Ind⊗Σ ρ)m

where m = dimE(Hn
$−ad(Xan, E(χ), E)π,ε). �

We need the following

Lemma 5.15. Let W ∈ Modsm
O,f (Tp) and assume that W is free as an O-module. Then the natural

map
Hn
O(Xan;W,O)E −→ Hn

E(Xan;WE , E)

is an isomorphism for every n ≥ 0.

Proof. We first remark that for every K ∈ K the natural map

(194) Hn(Xan
K ,O)E −→ Hn(Xan

K , E)

is an isomorphism. This follows from ([Iv], Ch. III, Thm. 5.1) if D is a division algebra. If D is the
matrix algebra M2(F ), we use the fact that the corresponding statement holds for the Borel-Serre
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compactification XBS
K and that the inclusion ι : Xan

K → XBS
K is a homotopy equivalence. In fact the

first vertical and the horizontal maps in the diagram

Hn(XBS
K ,O)E

ι∗−−−−→ Hn(Xan
K ,O)Ey y(194)

Hn(XBS
K , E)

ι∗−−−−→ Hn(Xan
K , E)

are isomorphism by ([Iv], Ch. III, Thm. 5.1) and ([Iv], Ch. IV, Thm. 1.1). Hence (194) is an
isomorphism as well.

Next we show that the canonical map

(195) OrdH,nO (X,O)E −→ OrdH,nO (X,E)

is an isomorphism for every n ≥ 0. Here H is an arbitrary open subgroup of T 0
p . Put T

+
p = T+

p /H,

T p = Tp/H and let m ≥ 1 such that δ(U (m)) ⊆ H. Note that the fact that (194) is an isomorphism
and that Hn(XKH(m),O) is finitely generated as an O-module implies that Hn(XKH(m), E) is

locally admissible as O[T
+
p ]-module. Hence by Propositions 2.11 (d), 2.12 (b) and 4.5 (a) we have

OrdH,nO (X,E) ∼= Γord
O (Hn(XKH(m), E)) ∼= Γord

O (Hn(XKH(m),O))E ∼= OrdH,nO (X,O)E .

Now choose H with WH = W and consider the natural morphism of spectral sequences(
ExtrO,T p

(W ι,OrdH,sO (X,O))E =⇒ Hr+s
O (X;W,O)E

)
−→(196) (

ExtrO,T p
(W ι,OrdH,sO (X,E)) =⇒ Hr+s

O (X;W,E)
)
.

Here the source and target spectral sequence is the spectral sequence (152) for F = O (tensored
with E) and F = E respectively. Note that the functors ExtrO,T p

(W ι, · ) = ExtrO[T p]
(W ι, · ) for

r ≥ 0 commute with direct limits (since O[T p] is noetherian). Together with the fact that (195)
is an isomorphism this implies that (196) is an isomorphism on E2-terms. Hence the first of the
canonical maps

Hn
O(Xan;W,O)E −→ Hn

O(Xan;W,E) −→ Hn
E(Xan;WE , E)

is an isomorphism for every n ≥ 0. That the second is an isomorphism as well follows from Prop.
3.40.

We also use the following elementary

Lemma 5.16. Let χ1, χ2 : Tp ∼= F ∗p → E∗ be quasicharacters. Then we have

ExtnE,Tp(E(χ1), E(χ2)) =

{
E if n = 0, 1 and χ1 = χ2

0 otherwise.

Proof of Prop. 5.13. (a) follows from Prop. 4.18 and the Lemma 5.15. For (b) and (c) we use the
covering spectral sequence (see Prop. 3.30 (c))

ExtrE,Gp
(Ind

Gp

Bp
E(χ), Hs(Xan

∞ , E))⇒ Hr+s
E (Xan, Ind

Gp

Bp
E(χ), E) = Hr+s

E (Xan, E(χ), E).
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By Matsushima’s Theorem (see e.g. [Ha], [Re]) we have

Hs(Xan
∞ , E)π =

{
(πp ⊗ (πpf )K0(n)p)⊗E E[∆] if n = d,

0 if n 6= d.

Put V = πp, m = dimEπ(πpf )K0(n)p and E′ = Eπ. We obtain

Hn
E(Xan, E(χ), E)π,ε ∼= Extn−dE,Gp

(Ind
Gp

Bp
E(χ), Hd(Xan

∞ , E)π,ε)

∼= Extn−dE′,Gp
(Ind

Gp

Bp
E′(χ), V )m ∼= Extn−dE′,Tp

(E′(χ−1),OrdE′(V ))m.

Therefore by Remark 2.16 (e) and Lemma 5.16 we obtain

Hn
E(Xan, E(χ), E)π,ε ∼=

{
(E′)m if n = d, d+ 1 and if πp is a subquotient of Ind

Gp

Bp
E′(χ),

0 otherwise.

for every character ε : ∆→ {±1} and n ≥ 0. This together with (a) implies (b) and (c).

5.5 The case d = 0 and d = 1

In this following we assume that O is a complete noetherian local ring of dimension ≤ 1 with finite
residue field of characteristic p. In this section we mainly consider the case d = 1 and d = 0, i.e. D
is totally definite in which case XK = Xan

K is a finite discrete space for each K ∈ K . We will study
the cohomology groups (150) and (147) for n = 0 and n = 1 with trivial coefficients F = OXan .
We begin with

Lemma 5.17. Assume that d ≥ 1.

(a) The group H0(Xan
∞ ,O) is free and of finite rank as an O-module. Moreover the Gp-action on

H0(Xan
∞ ,O) is trivial.

(b) We have OrdH,0O (Xan,O) = 0 for every closed subgroup H of T 0
p .

Proof. (a) By Lemma 5.3 we have

H0(Xan
∞ ,O) = lim

−→K
Maps(π0(Xan

K ),O) = Maps(π0(Xan
K0

),O)

for K0 ∈ K sufficiently small. Now the assertion follows from the fact that π0(Xan
K0

) is a finite set.

For (b) note that OrdH,0O (Xan,O) = OrdH(H0(Xan
∞ ,O)) so the assertion follows from (a) and

Remark 2.16 (d).

Let H1, H2 be closed subgroups of T 0
p with H2 ⊆ H1 and put Γ = H1/H2. The functor

OrdH1(Xan, · ) is equal to the composite

S(Xan,O)
OrdH2 (Xan, · )−−−−−−−−−→ Modladm

O (Tp/H2)
H0(Γ, · )−−−−−→ Modladm

O (Tp/H1)

If d ≥ 1 then the first functor has an exact left adjoint so there exists a corresponding Grothendieck
spectral sequence

(197) Ers2 = Hr(Γ,OrdH2,s
O (Xan,F )) =⇒ OrdH1,s

O (Xan,F ).
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Here H•(Γ, · ) denotes the cohomology of the profinite group Γ computed using continuous cochains.
Indeed, by Prop. 2.2 the r-th derived functor of Modladm

O (Tp/H2)→ Modladm
O (Tp/H1),W 7→WΓ is

isomorphic to the functor W 7→ Hr(Γ,W ).
By Lemma 5.17, Remark 4.6 (b), Prop. 4.5 (a) and by considering the five term exact sequence

associated to (197) and we obtain

Lemma 5.18. (a) The canonical map

(198) OrdH1,n
O (Xan,O) −→ OrdH2,n

O (Xan,O)Γ

is an isomorphism for n = 0 or for n = 1 if d ≥ 1.

(b) Let H be a closed subgroup of T 0
p . The O[Tp/H]-module OrdH,nO (Xan,O) is admissible for n = 0

and for n = 1 if d ≥ 1.

Note that both groups in (198) vanish if n = 0 and d ≥ 1.

Lemma 5.19. Assume that d = 1 and let H be a closed subgroup of T 0
p . Then

OrdH,nO (Xan,O) = 0

for every n ≥ 2 and every closed subgroup H of T 0
p .

Proof. By Remark 4.6 it suffices to consider the case where n = 2 and H is open in T 0
p . Now if we

choose m ≥ 1 such that δ(U
(m)
p ) ⊆ H then we have to show

OrdH,2O (Xan,O) = H2(Xan
KH(m),O)ord = 0.

The assumption d = 1 implies that either (i) F = Q and D = M2(Q) (in which case Xan
K is an open

modular curve for each K) or (ii) D is a division algebra (when each Xan
K is a Shimura curve). In

the first case we have H2(Xan
K ,O) = 0 for every K ∈ K . It remains to consider the case when D

is a division algebra. Then we have

H2(Xan
K ,O) ∼= Maps(π0(Xan

K ),O).

Let t0 ∈ T+
p be the image of a uniformizer of Fp under the isomorphism (27) and let i ≥ 0. Since

Km(H) ∩Km(H)t
−1
0 = Km+1(H), the action of t0 on H i(Xan

KH(m),O) is given by

(199) H i(Xan
KH(m),O)

π∗1−→ H i(Xan
KH(m+1),O)

(σt0 )∗−→ H i(Xan
KH(m+1)t0 ,O)

(π2)∗−→ H i(Xan
KH(m),O).

Here π1 and π2 denote the coverings Xan
KH(m+1) → Xan

KH(m) and Xan
KH(m+1)t0

→ Xan
KH(m) correspond-

ing to the inclusion KH(m+ 1) ↪→ KH(m) and KH(m+ 1)t0 ↪→ KH(m) respectively.
By Lemma 5.3 we can identify the group of connected components of Xan

KH(m), X
an
KH(m+1) and

XKH(m+1)t0 with the same finite quotient π0 of the group A∗f/(A∗f )2 (since ν(KH(m)) = ν(KH(m+

1)) = ν(KH(m+ 1)t0)). For i = 2 the first homomorphism in (199) can be identified with the map
Maps(π0,O)→ Maps(π0,O), x 7→ [KH(m) : KH(m+ 1)] · x whereas the second and third with the
identity map on Maps(π0,O). Since [KH(m) : KH(m+ 1)] = N(p) is a power of p we conclude that
H2(Xan

KH(m),O)ord = 0.
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For the remainder of this section we assume that d = 0 or d = 1 and also that O is a complete
discrete valuation ring with maximal ideal m = ($), finite residue field k of characteristic p and
quotient field E of characteristic 0. As before for an O-module N and m ≥ 1 we put Nm = N⊗OOm
where Om = O/mm.

Proposition 5.20. Assume that d = 0 or d = 1. Let H be a closed subgroup of T 0
p and put

T p = Tp/H.

(a) If d = 1 then there are short exact sequences

(200) 0 −−−−→ OrdH,nO (Xan,O)
$m·−−−−→ OrdH,nO (Xan,O) −−−−→ OrdH,nOm (Xan,Om) −−−−→ 0

for every m ≥ 1 and n ≥ 0. If d = 0 then (200) is exact for every m ≥ 1 and n = 0.

(b) The O[T p]-module

(201) OrdH,d$−ad(Xan,O) := lim
←−
m

OrdH,dOm(Xan,Om)

is $-adically admissible. It is isomorphic to the $-adic completion of OrdH,dO (Xan,O) and we have

OrdH,d$−ad(Xan,O)tor = 0. Moreover if d = 1 then Ordn$−ad(Xan,O) = 0 for all n 6= 1.

(c) The O[T p]-module OrdH,dO (Xan,O) is admissible. It is free as an O-module.

(d) If H is open in Tp and if n ≥ 1 such that δ(U
(n)
p ) ⊆ H then we have

OrdH,d$−ad(Xan,O) = OrdH,dO (Xan,O) = Hd(Xan
KH(n),O)ord.

(e) Assume that d = 1. For W ∈ Mod$−adm
O (T p) we have

Hn
$−ad(Xan;W,O) = lim

←−
m

Extn−1
Om,T p

(W ι
m,Ord1(Xan,Om))

for every n ≥ 0. In particular if V ∈ Banadm
E (T p) then we get

H1
$−ad(XQ;V,E) = HomBanE(T p)(V

ι,Ord1
$−ad(Xan,O)E).

Proof. (a) First assume d = 1. The short exact sequence 0 −→ O $m·−→ O −→ Om −→ 0 induces a
long exact sequence

. . .→ OrdH,nO (Xan,O)→ OrdH,nO (Xan,O)→ OrdH,nO (Xan,Om)→ OrdH,n+1
O (Xan,O)→ . . .

Moreover if d = 1 then by Cor. 4.2 we have OrdH,nO (Xan,Om) = OrdH,nOm (Xan,Om) for every m ≥ 1
and n ≥ 0. Thus the assertion follows from Lemmas 5.17, 5.19 and Remark 4.6 (b) since the groups
OrdH,nO (Xan,O) and OrdH,nOm (Xan,Om) vanish except for n = 1. For d = 0 the assertion can be
proved easily using formula (156) (for n = 0 of Remark 4.6 (a).

(b) follows immediately from (a) and Prop. 4.7, (c) follows from Lemmas 5.18 and 1.1 and (d)
follows from (b) and Prop. 4.5 (a).
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For (e) note that by (b) and Lemma 4.1 (b) we have

Hn
$−ad(Xan;W,O) = lim

←−
m

Hn
$−ad(Xan;W,Om) = lim

←−
m

Hn
Om(Xan;Wm,Om)

= lim
←−
m

Extn−1
Om,Tp(W ι

m,Ord1(Xan,Om))

for every n ≥ 0. For n = 1 and V ∈ BanE(T p) we choose W ∈ Mod$−adm
O (T p) with V = WE . By

Lemma 2.32 we have

H1
$−ad(Xan;V,E) = H1

$−ad(Xan;W,O)E =

(
lim
←−
m

HomO[T p](W
ι,Ord1(Xan,Om))

)
E

= HomO[Tp](W
ι,Ord1

$−ad(XQ,O))E = HomBanE(T p)(V
ι,Ord1

$−ad(Xan,O)E).

As in section 2.5 we can consider the dual (62) of OrdH,n$−ad(Xan,O) and the dual (64) of the

admissible E-Banach space representation OrdH,n$−ad(Xan,O)E of T p.

Proposition 5.21. Assume that d ≤ 1 and that D is a division algebra. Suppose also that H is a

closed subgroup of T 0
p such that T

0
p = T 0

p /H is a pro-p-group. If we put Λ = ΛO(T
0
p) then we have

(a) The dual D(OrdH,n$−ad(Xan,O)E) is a finitely generated projective ΛE-module.

(b) If moreover KH(1) ∈ K then D(OrdH,d$−ad(Xan,O)) is free of finite rank as a Λ-module.

The proof requires some preparation (see also [Em1] for a similar line of arguments).

Lemma 5.22. Let Γ be a finite abelian p-group and let A be O[Γ]-module such that
(i) Ĥ0(Γ, A1) = 0.
(ii) A is free as an O-module.
Then A is a free O[Γ]-module.

Here Ĥ•(Γ, A) denotes Tate cohomology.

Proof. This result is a variant of ([AW], Thm. 8). Firstly, since O[Γ] is a local ring it suffices to see
that A is a projective O[Γ]-module. By ([AW], Thm. 6), assumption (i) implies that A1 is a free
k[Γ]-module. By ([AW], Thm. 7) and condition (ii) we deduce that A is cohomological trivial, i.e.
Ĥq(Γ′, A) = 0 for every q ∈ Z and every subgroup Γ′ of Γ. We can now argue as in the proof of
([AW], Theorem 8): We choose an exact sequence

(202) 0 −→ Q −→ F −→ A −→ 0

where F is a free O[Γ]-module. By condition (ii) the sequence

0 −→ HomO(A,Q) −→ HomO(A,F ) −→ HomO(A,A) −→ 0

is exact. The fact that Q is free as an O-module and that A1 is a free k[Γ]-module implies that

HomO(Q,A)⊗O k ∼= Homk(Q1, A1)

is an induced k[Γ]-module, hence the Γ-module HomO(A,Q) is cohomologically trivial (again by
[AW], Thm. 7). Therefore H1(Γ,HomO(A,Q)) = 0, so it follows that HomΓ(F,A)→ HomΓ(A,A)
is surjective. Consequently, the sequence (202) splits and A is a direct summand of F .
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Lemma 5.23. Let H be a closed subgroup of T 0
p such that T

0
p = T 0

p /H is a pro-p-group. Let W be

an admissible O[T p]-module and put Ŵ = lim
←−
m

Wm. Assume that

(i) W is free as an O-module.
(ii) W1 is an admissible k[T p]-module.
(iii) WU is free as an O[T 0

p /U ]-module for every open subgroup U of T 0
p with U ⊇ H.

Then we have

(a) Ŵ is a $-adically admissible O[T p]-module and the inclusion W ↪→ Ŵ induces an isomorphism

D(Ŵ )→ D(W ) := HomO(W,O).

(b) D(Ŵ ) is free of finite rank as a Λ-module.

Proof. (a) The first statement is obvious and for the second note that Ŵm = Wm for every m ≥ 1
hence

D(Ŵ ) = lim
←−
m

HomO(Ŵ ,Om) = lim
←−
m

HomO(W,Om) = HomO(W,O) =: D(W ).

For (b) we choose a decreasing sequence U1 ⊇ U2 ⊇ . . . ⊇ Un ⊇ . . . of open subgroups of T 0
p

containing H with
⋂
n≥1 Un = H. For n ≥ 1 we put Λn = O[T 0

p /Un], Wn = WUn and rn =
rankΛnW

n. Then HomO(Wn,O) ∼= HomΛn(Wn,Λn) is also a free Λn-module of rank rn for every
n ≥ 1. Since Wn+1/Wn is a torsionfree O-module the transition maps of the inverse system of
Λ-modules

. . . −→ HomO(Wn,O) −→ . . . −→ HomO(W 2,O) −→ HomO(W 1,O)

are surjective. Moreover its projective limit D(W ) is a finitely generated Λ-module. Hence D(Ŵ ) =
D(W ) is a free Λ-module of finite rank. Indeed, the fact that the canonical map D(W ) ⊗Λ Λn →
HomO(Wn,O) is surjective implies that the increasing sequence of ranks {rn}n≥1 is bounded. So
for sufficiently large n the sequence rn is constant. Coherent choices of bases of the Λn-modules
HomO(Wn,O) then yield a Λ-basis of D(W ).

Lemma 5.24. Let U2 ⊆ U1 be open subgroups of T 0
p and put Γ = U1/U2. Then under the assump-

tions (i) – (iii) of Prop. 5.21 the O[Γ]-module OrdU2,d
O (Xan,O) is free of finite rank.

Proof. By Prop. 5.20 (c) and Lemma 5.22 it suffices to verify condition (i) of 5.22 for the k[Γ]-

module OrdU2,d
k (Xan, k), i.e. it suffices to verify that the norm map

NΓ : OrdU2,d
k (Xan, k) −→ OrdU2,d

k (Xan, k)Γ

is surjective. By Lemma 5.18 (a) we have OrdU2,d
k (Xan, k)Γ = OrdU1,d

k (Xan, k). If we choose m ≥ 1

large enough such that δ(U
(m)
p ) ⊆ U2 then the group OrdUi,dk (Xan, k) for i = 1, 2 can be identified

with Hd(Xan
KUi (m), k)ord. Hence it suffices to see that the map

(203) (π)∗ : Hd(Xan
KU2

(m), k)ord −→ Hd(Xan
KU1

(m), k)ord
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is surjective where π : XKU2
(m) → Xan

KU1
(m) denotes the projection (note that the latter is a Galois

covering with Galois group KU1(m)/KU2(m) ∼= U1/U2). By using Poincaré duality for Xan
KU1

(m)

and Xan
KU1

(m) this map can be identified with the dual of the map

OrdU1,d
k (Xan, k) = Hd(Xan

KU1
(m), k)ord π∗−→ Hd(Xan

KU2
(m), k)ord = OrdU2,d

k (Xan, k)

(here we use assumption (i) of Prop. 5.21). This map is a monomorphism by Lemma 5.18 (a).

Hence (203) is surjective and Ĥ0(Γ,OrdU2,d
k (Xan, k)) = 0.

Proof of Prop. 5.21. Firstly, we prove (b). Put

W := OrdH,dO (Xan,O), Ŵ := lim
←−
m

Wm = OrdH,d$−ad(Xan,O).

By Lemma 5.23 (b) it suffices to verify the conditions (i) – (iii) for W and Ŵ . These follow from
Prop. 5.20 (b), (c) and Lemma 5.24.

If KH(1) ∈ K then (a) follows from (b) and Lemma 2.32. In the general case we can choose a
sufficiently small ideal n′ ⊆ n of OF so that by replacing X = XD

0 (n)p with X ′ = XD
0 (n′)p we can

apply (a), i.e. if we put Ŵ ′ := OrdH,d$−ad(Xan,O) then D(Ŵ ′E) = D(Ŵ ′)E is a free ΛE-module of

finite rank. Since ŴE is a direct summand of Ŵ ′E we conclude that D(ŴE) is a finitely generated
projective ΛE-module.

5.6 Cohomology of S -Shimura curves

As in the last section O denotes a complete discrete valuation ring with maximal ideal m = ($),
finite residue field k of characteristic p and quotient field E of characteristic 0. For a nonarchimedean
place q of F we denote by Gq

∼= Gal(Fq/Fq) ⊆ G = Gal(Q/F ) the decomposition group of a prime
of Q above q. By identifying Tp with F ∗p via (27) we can view the local reciprocity map as a

homomorphism rec : Tp → Gab
p . Let χcycl : G → Z∗p = Aut(µpn(Q)) denote the cyclotomic

character. For an O[G]-module A the Tate twist A(1) is given by A(1) = A ⊗Zp Zp(1) ∼= A(χcycl)

where Zp(1) = lim
←−

n

µpn(Q). Let α : Tp → Z∗p be the continuous character (59), i.e. α is given by

α

((
x1 0
0 x2

)
mod Z

)
= NFp/Qp(x1/x2) N(p)−vF (x1)+vF (x2)

Recall that χcycl ◦ rec = α−1.
We now assume d = 1. Then XK is either a Shimura curve defined over F (if D is a division

algebra) or XK is an open modular curve (if F = Q and D = M2(Q)). As before for a closed
subgroup H of T 0

p we consider the O[Tp/H ×G]-module

(204) OrdH,1$−ad(XQ,O)(1) := lim
←−
m

OrdH,1Om(XQ,Om)(1).

As an O[Tp/H]-module it is isomorphic to the module OrdH,1$−ad(Xan,O) defined in (201) so it is in
particular a torsionfree $-adically admissible O[Tp/H]-module. Note that if H is open in Tp and

if n ≥ 1 is large enough such that δ(U
(n)
p ) ⊆ H we have by Prop. 5.20 (d)

OrdH,1$−ad(XQ,O)(1) = H1((XKH(n))Q,O)(1)ord.
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hence it is free of finite rank as an O-module.
We also define the O[Tp ×G]-module

Ord1(XQ,O)(1) := lim
−→U open, U≤T 0

p

OrdU,1$−ad(XQ,O)(1) = lim
−→n

H1((XK1(n))Q,O)(1)ord.

It is isomorphic to Ord1
O(Xan,O) as an O[Tp]-module so it is admissible as O[Tp]-module and free as

an O-module. Moreover by Prop. 5.20 (b) the $-adic completion of Ord1(XQ,O)(1) is the module

Ord1
$−ad(XQ,O)(1).
For the remainder of this section we consider the case of Shimura curves, i.e. we assume that

D is a division algebra (the case of modular curves will be studied in the next section). For the
action of the decomposition group Gp on (204) we have

Proposition 5.25. The O[Tp × Gp] ⊗ T-module Ord1
$−ad(XQ,O)(1) contains a submodule

Ord1
$−ad(XQ,O)(1)0 with the following properties:

(i) The O-modules Ord1
$−ad(XQ,O)(1)0 and

Ord1
$−ad(XQ,O)(1)et := Ord1

$−ad(XQ,O)(1)/Ord1
$−ad(XQ,O)(1)0

are torsionfree. They are $-adically admissible as O[Tp]-modules.
(ii) The action of Gp on Ord1

$−ad(XQ,O)(1)0 and Ord1
$−ad(XQ,O)(1)et factors through Gab

p and
we have

rec(t−1) · x = α(t) t · x and rec(t) · y = t · y

for every t ∈ Tp and x ∈ Ord1
$−ad(XQ,O)(1)0 and y ∈ Ord1

$−ad(XQ,O)(1)et.

The proof is based on the following Lemma.

Lemma 5.26. For n ≥ 1 the O[Tp×Gp]⊗T-module H1((XK1(n))Q,O)(1)ord contains a submodule
Fn = F with the following properties:
(i) The action of Gp on Fn factors through Gab

p and we have rec(t−1) ·x = α(t) t ·x for every t ∈ Tp
and x ∈ F .
(ii) F is maximal isotropic with respect to the cup product pairing restricted to ordinary parts

(205) H1((XK1(n))Q,O)(1)ord ×H1((XK1(n))Q,O)(1)ord −→ H2((XK1(n))Q,O)(2) ∼= O(1).

(iii) The action of Gp on H1((XK1(n))Q,O)ord/F factors through Gab
p and we have rec(t) · y = t · y

for every y ∈ H1((XK1(n))Q,O)ord/F . Moreover as an O-module H1((XK1(n))Q,O)ord/F is free.

Proof. Since (t · x)∪ y = x∪ (t · y) for all x, y ∈ H1((XK1(n))Q,O)(1) and t ∈ T+
p we see that (205)

is a perfect pairing. Also because H1((XK1(n))Q,O)(1) = H1((XK1(n))Q,Zp)(1)⊗Zp O it suffices to
consider the case O = Zp.

We will show below using ([Wi1], Thm. 2.2) that H1((XK1(n))Q,Zp)(1)ord contains a submodule
F ′ satisfying (i) such that

(206) rankZp F ′ = 1/2 · rankZp H
1((XK1(n))Q,Zp)(1)ord.

This implies the assertion. Indeed, if we define

F =

{
x ∈

(
H1((XK1(n))Q,Zp)(1)ord

)[Gp,Gp]
| rec(t−1) · x = α(t) t · x ∀ t ∈ Tp

}
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([Gp,Gp] denotes the commutator subgroup of Gp) then F ′ ⊆ F . The subspace F of H1((XK1(n))Q,

Zp)(1)ord is isotropic because of

α(t)x ∪ y = rec(t−1) · (x ∪ y) = (rec(t−1) · x) ∪ (rec(t−1) · y) = α(t)2(t · x ∪ t · y) = x ∪ y

for t ∈ δ(U (m)) ⊆ Tp and x, y ∈ F . Since we can choose t ∈ δ(U (m)) such that α(t) 6= 1 we get
x ∪ y = 0 for all x, y ∈ F . Also note that the fact that H1((XK1(n))Q,Zp)(1)ord is a torsionfree

Zp-module implies that H1((XK1(n))Q,Zp)
ord/F is torsionfree as well. Thus assuming (206) we see

that F is a maximal isotropic subspace of H1((XK1(n))Q,Zp)(1)ord hence

H1((XK1(n))Q,Zp)
ord/F ∼= HomZp(F ,Zp)(1)

is an isomorphism of Zp[Tp ×Gp]-modules. This yields (iii).
To construct F ′ we need to review the decomposition of H1((XK1(n))Q,Qp)(1) in terms of

automorphic representations. Let D be the totally ramified incoherent quaternion algebra over A :=
AF (in the sense [YZZ]) with ramification set RamD = RamD ∪{∞1}. Following ([YZZ], bottom
of page 70) for a subfield E of C we define the set A(D∗/A∗, E) of automorphic representations
of D∗/A∗ over E as the set isomorphism classes of irreducible representations of D∗/A∗ such that
π ⊗E C is a sum of automorphic representations of D∗/A∗ of weight 0.

By ([YZZ], p. 78) the Jacobian JK1(n) of XK1(n) admits a decomposition in the category of
abelian varieties over F up to isogeny

(207) JK1(n) '
⊕

π∈A(D∗/A∗,Q)

πK1(n)×K0(n)p ⊗End(π) Aπ.

Here the abelian variety Aπ corresponds to π under the bijection of ([YZZ], Thm. 3.8). It is
defined over F and it is of strict GL2-type in the sense of ([YZZ], 3.2.1). In particular we have
End(π) = End(Aπ) = Qπ is a totally real number field of degree [Qπ : Q] = dim(Aπ) generated by
the spherical Hecke eigenvalues of π. From (207) we deduce that

(208) H1((XK1(n))Q,Qp)(1) = Tp(JK1(n))⊗Zp Qp =
⊕

π∈A(D∗/A∗,Q)

πK1(n)×K0(n)p ⊗Qπ V (π)

where V (π) := Tp(Aπ)⊗Zp Qp.
We fix an isomorphism C ∼= Cp so that we can view Qp as a subfield of C. For fixed π ∈

A(D∗/A∗,Q) we decompose Qπ ⊗Q Qp as a product of fields Qπ ⊗Q Qp =
∏
iEi. We obtain

corresponding decompositions

π ⊗Q Qp =
∏
i

πi, V (π) =
∏
i

V (πi)

with EndQp(πi) = Ei = EndQp[Gp](V (πi)). Thus the decomposition (208) can be refined to

(209) H1((XK1(n))Q,Qp)(1) =
⊕

π∈A(D∗/A∗,Qp)

πK1(n)×K0(n)p ⊗Eπ V (π)

where Eπ = EndQp(π) = EndQp[Gp](V (π)) is generated (over Qp) by spherical Hecke eigenvalues.
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For π ∈ A(D∗/A∗,Qp) with πK1(n)×K0(n)p 6= 0 the Eπ[G]-module V (π) is twodimensional as an
Eπ-vector space. Furthermore the G-action on V (π) is unramified outside the set primes dividing
p · d · n and we have for every prime q - pdn (Eichler-Shimura relations)

(210) Tr(Frobq;V (π)→ V (π)) = λp(Tq), det(Frobq : V (π)→ V (π)) = N(q)

where Frobq ∈ Gal(Fq/F ) is a Frobenius and λπ : Tpdn → Eπ is the Hecke eigenvalue homomorphism
(i.e. it describes the action of the spherical prime-to-pdn Hecke algebra on the set of spherical vectors
in π). If Oπ denotes the valuation ring of Eπ then there exists a G-stable Oπ-lattice T (π) in V (π).

Similar to ([YZZ], Thm. 3.4 (3)) one shows that every π ∈ A(D∗/A∗,Qp) has a decomposition
π =

⊗′
v πv and the πv are irreducible admissible representations of Dv defined over Eπ. Thus for

π ∈ A(D∗/A∗,Qp) we have

πK1(n)×K0(n)p = π
K1(n)
p ⊗Eπ (πp)K0(n)p .

We denote by R1 the set of π ∈ A(D∗/A∗,Qp) contributing to (209), i.e. those π such that π
K1(n)
p 6=

0 6= (πp)K0(n)p . By using the fact that H1((XK1(n))Q,Zp)(1) is a Zp-lattice in H1((XK1(n))Q,Qp)(1)

it is easy to see that the Eπ-module π
K1(n)
p (resp. (πp)K0(n)p) admits a T+

p -stable (resp. a T-stable)
Oπ-lattice Mπ,p (resp. Mp

π) for every π ∈ R1. Furthermore we may assume that the image of⊕
π∈R1

Mπ,p⊗Oπ M
p
π ⊗Oπ T (π) under the isomorphism (209) is contained in H1((XK1(n))Q,Zp)(1)

so that (209) is induced by an injective map⊕
π∈R1

Mπ,p ⊗Oπ Mp
π ⊗Oπ T (π) −→ H1((XK1(n))Q,Zp)(1)

with finite cokernel. Passing to ordinary parts yields a monomorphism with finite cokernel⊕
π∈R2

Mord
π,p ⊗Oπ Mp

π ⊗Oπ T (π) −→ H1((XK1(n))Q,Zp)(1)ord

where R2 denotes the subset of π ∈ R1 such that Mord
π,p 6= 0.

We fix π ∈ R2. By Prop. 2.19 there exists a quasicharacter χ : F ∗p → O∗ such thatMord
π,p
∼= Oπ(χ)

and πp = Ind
Gp

Bp
χ−1 or πp = σ(χ) (depending on χ2 6= 1 or χ2 = 1 respectively). The Oπ-module

T (π) contains a Gp-stable Oπ-submodule F ′π of rank 1 so that we have

(211) rec(t−1) · x = (αχ)(t)x ∀x ∈ F ′π, t ∈ Tp.

(note that since rankOπ F ′π = 1 the Gp-action on F ′π factors through Gab
p ). This implies that the

submodule Mord
π,p ⊗OπM

p
π⊗Oπ Fπ ∼= Oπ(χ)⊗OπM

p
π⊗Oπ Fπ of H1((XK1(n))Q,Zp)(1)ord is contained

in F .
As explained on page 130 of [Hid2] the existence of the submodule F ′π can deduced from ([Wi1],

Thm. 2.2; see also [Wi2], Lemma 2.1.5). Indeed, we can choose a character ξ : A/F ∗ → O∗ of finite
order with ξv = 1 for all archimedean places v and ξp|Up = χ|Up . If we view π as a representation of

G̃(A) via the projection G̃(A)→ G(A) and ξ as a character G̃(A)→ O∗ via the reduced norm then
for the Galois representation V (π⊗ ξ) associated to π⊗ ξ we have V (π⊗ ξ−1) = V (π)⊗Eπ Eπ(ξ′−1)
where ξ′ : Gab → O∗ is the character corresponding to ξ via global class field theory. We can now
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apply ([Wi1], Thm. 2.2 and [Wi2], Lemma 2.1.5) to the automorphic representation π ⊗ ξ−1 to
deduce the existence of F ′π such that (211) holds.10

Thus if we set
F ′ :=

⊕
π∈R2

Mord
π,p ⊗Oπ Mp

π ⊗Oπ F ′π

then F ′ is contained in F . Using the fact that rankOπ F ′π = 1/2 · rankOπ T (π) for π ∈ R2 we see
that (206) holds as well.

Proof of Prop. 5.25. Note that the restriction map

H1((XK1(n))Q,O)(1)ord → H1((XK1(n+1))Q,O)(1)ord

is injective and that we have Fn = H1((XK1(n))Q,O)(1)ord ∩ Fn+1 for every n ≥ 1. Thus in the
short exact sequence

0 −→ lim
−→n

Fn −→ lim
−→n

H1((XK1(n))Q,O)(1)ord −→ lim
−→n

H1((XK1(n))Q,O)(1)ord/Fn −→ 0

the second term is = Ord1(XQ,O)(1) and the third is torsionfree as an O-module. It follows that

sequence remains exact after passing to $-adic completions. We define Ord1
$−ad(XQ,O)(1)0 as the

$-adic completion of lim
−→n

Fn. It is an O[Tp×Gp]-submodule of Ord1
$−ad(XQ,O)(1). The assertion

now follows from Lemma 5.26.

Let W be a $-adically admissible O[T ]-module that is free and of finite rank as an O-module.
Recall that the cohomology group

Hn
$−ad(XQ;W,O) = lim

←−
m

Hn
$−ad(XQ;W,Om)

is an augmented O[Tp]-module that is is finitely generated as an O-module. It carries additionally
a continuous G-action commuting with the ΛO(Tp)- and Hecke action. Similar to Prop. 5.20 (e) we
have

Hn
$−ad(XQ;W,O) = lim

←−
m

Extn−1
Om,Tp(W ι

m,Ord1(XQ,Om))

for every n ≥ 0. Also if V ∈ Banadm
E (Tp) with dimE(V ) <∞ then we have

H1
$−ad(XQ;V,E) = HomBanadm

E (Tp)(V
ι,Ord1

$−ad(XQ,O)E)

= HomE[Tp](V
ι,Ord1

$−ad(XQ,O)E).

Now assume that V = A(χ) where A is an Artinian local E-algebra with maximal ideal M such
that A/M = E and where χ : F ∗p

∼= Tp → A∗ is a bounded continuous homomorphism (so that

A(χ) ∈ Banadm
E (Tp); see Remark 2.33 (b)).

10Strictly speaking we cannot apply ([Wi1], Thm. 2.2) directly as stated since we have not assumed that [F : Q]
is odd; however the proof in loc. cit. covers the case of the Galois representation associated to the automorphic
representation π⊗ ξ−1 at hand since the latter is a direct summand of the Tate module of the Jacobian of a Shimura
curve asscociated to the quaternion algebra D.
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If V ′ is any admissible E-Banach space representation of Tp equipped with a continuous E-
linear Gp-action commuting with the Tp-action then we equip HomE[Tp](A(χ), V ′) with the following
A[Gp]-module structure

(a · Φ)(b) = Φ(ab), (σ · Φ)(b) = σ · Φ(b)

for all Φ ∈ HomE[Tp](A(χ), V ′), a ∈ A, b ∈ A(χ) and σ ∈ Gp.
We define

H1
$−ad(XQ;A(χ), E)(1)0 := HomE[Tp](A(χ−1),Ord1

$−ad(XQ,O)(1)0
E)

H1
$−ad(XQ;A(χ), E)(1)et := HomE[Tp](A(χ−1),Ord1

$−ad(XQ,O)(1)et
E )

so that we obtain an exact sequence of A[Gp]⊗ T-modules

0 −→ H1
$−ad(XQ;A(χ), E)(1)0 −→ H1

$−ad(XQ;A(χ), E)(1)(212)

−→ H1
$−ad(XQ;A(χ), E)(1)et δ−→ Ext1

E[Tp](A(χ−1),Ord1
$−ad(XQ,O)(1)0

E).

Note that all three terms are finitely generated A-modules by Remark 2.31. Let χ : F ∗p
∼= Tp →

(A/M)∗ = E∗ denote the character χ(x) := χ(x) mod M.

Theorem 5.27. (a) The action of Gp on the first and third term in (212) factors through Gab
p and

we have
rec(t) · x = α−1(t) · χ(t) · x and rec(t) · y = χ−1(t) · y

for every t ∈ Tp, x ∈ H1
$−ad(XQ;A(χ), E)(1)0 and y ∈ H1

$−ad(XQ;A(χ), E)(1)et. Moreover if

χ2 6= α holds then the sequence

0→ H1
$−ad(XQ;A(χ), E)(1)0 → H1

$−ad(XQ;A(χ), E)(1)→ H1
$−ad(XQ;A(χ), E)(1)et → 0

is exact.

(b) The G-action on Hn
$−ad(XQ;A(χ), E)(1) is unramified outside the set of primes dividing p · n

and the Eichler-Shimura relations

Frob2
q +Tq Frobq + N(q) = 0

hold on Hn
$−ad(XQ;A(χ), E)(1) for all q - pdn and n ≥ 0.

Proof. (a) follows immediately from Prop. 5.25 except for the last claim. For that we have to
show that if the connecting homomorphism δ in (212) is 6= 0 then χ2 = α. Let y be an element
6= 0 in the image of δ. By Prop. 5.25, for t ∈ Tp the element rec(t) of Gp acts on the source of
δ by multiplication with α−1(t) · χ(t) and on the target by multiplication with χ−1(t). It follows
α−1(t) ·χ(t) · y = χ−1(t) · y, hence (α−1χ2)(t)− 1 ∈ AnnA(y) ⊆M for every t ∈ Tp, whence χ2 = α.

For (b) note that by (209) and (210) (or more directly by work of Ihara [Ih]) the assertion
holds for the action of G and T on H1((XK1(n))Q,Qp)(1), hence also on H1((XK1(n))Q,O)(1)ord ⊆
H1((XK1(n))Q,Qp)(1)E and therefore also for the action of G and T on Ord1(XQ,O)(1) and on

its $m-torsion subgroup Ord1
Om(XQ,Om)(1). Using (212) we deduce that the assertion holds for

the action of G and T on Hn
$−ad(XQ;V,E)(1) for every n ≥ 0 and any admissible E-Banach space

representation V of Tp.
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5.7 Cohomology of S -modular curves

As before O denotes a complete discrete valuation ring with maximal ideal m = ($), finite residue
field k of characteristic p and quotient field E of characteristic 0. We now assume that F = Q and
that D = M2(Q). The ideals p, n will be written as p = pZ, NZ = n for p a prime and an integer
N ≥ 1 with p - N . We write Tp, Bp, Gp, Gp etc. for Tp, Bp, Gp, Gp etc. As in 5.2 we let XBS be
the Borel-Serre compactification of Xan, we let ∂X be its boundary and let Y be the S B-space
defined in (185).

Lemma 5.28. There exists a canonical long exact sequence

(213) . . . −→ OrdnO,c(X
an,O) −→ OrdnO(Xan,O) −→ OrdnO(∂X,O) −→ Ordn+1

O,c (Xan,O) −→ . . .

Proof. By Lemma 4.8 we have an exact sequence (213) with the groups Ord•O(Xan,O) replaced
by Ord•O(XBS,O). So it suffices to see that OrdnO(Xan,O) ∼= OrdnO(XBS,O). For that, note that
Xan
K1(m) ↪→ XBS

K1(m) is a homotopy equivalence so we have OrdnO(Xan,O) ∼= lim
−→m

Hn(XK1(m),O)ord

∼= lim
−→m

Hn(XBS
K1(m),O)ord = OrdnO(XBS,O).

We consider the following O[Tp]-submodule of Ord1(Xan,O)

Ord1
O,!(X

an,O) := im(OrdnO,c(X
an,O) −→ OrdnO(Xan,O))

Note that we have
Ord1

O,!(X
an,O) = lim

−→m
H1

! (XK1(m),O)ord

where Hn
! (XK1(m),O) := im(H1

c (XK1(m),O)→ H1(XK1(m),O)).

Lemma 5.29. For every n ≥ 0 we have

(a) OrdnO,c(X
an,O)tor = 0 (i.e. OrdnO,c(X

an,O) is torsionfree as an O-module).

(b) OrdnO(∂X,O)tor = 0.

(c) The sequences

0 −−−−→ OrdnO,c(X
an,O)

$m·−−−−→ OrdnO,c(X
an,O) −−−−→ OrdnO,c(X

an,Om) −−−−→ 0

and

0 −−−−→ OrdnO(∂X,O)
$m·−−−−→ OrdnO(∂X,O) −−−−→ OrdnO(∂X,Om) −−−−→ 0

are exact for every m ≥ 1.

Proof. (a) By definition of OrdnO,c(X
an,O) it suffices to see that the O-module Hn

c (Xan
K1(m),O) is

free and of finite rank. Poincaré duality for the non-compact Riemann surface Xan
K1(m) yields

Hn
c (Xan

K1(m),O) ∼= HomO(H2−n(Xan
K1(m),O),O) ∼= HomZ(H2−n(Xan

K1(m),Z),O).

Since Hn(Xan
K1(m),Z) is a free abelian group of finite rank (and = 0 if n ≥ 2) we see that

Hn
c (Xan

K1(m),O) is a free O-module of finite rank (and = 0 if n 6= 1, 2).

(b) Let S B (resp. S T ) denote the set of discrete left Bp-sets S (resp. Tp-sets S′) such that
StabBp(s) (resp. StabTp(s

′) is compact for every s ∈ S (resp. s′ ∈ S′). Let f : Y → Z denote the

116



morphism between the S B-space Y and S T -space Z compatible with the canonical projection
π : Bp → Bp/Np = Tp introduced in section 5.2. For S ∈ S B having finitely many Bp-orbits the
map fS : YS → ZS (with S := Np\S ∈ S T ) is a fibration whose fibers are onedimensional real tori
and whose base ZS is a discrete space consisting of finitely many points. It follows that Hn(YS ,O)
is a free O-module of rank #ZS for n = 0, 1 and Hn(YS ,O) = 0 for n ≥ 2.

Since ∂XK1(m) = YS with S = Gp/K1(m) (viewed as an element of S B) it follows that
Hn(∂XK1(m),O) is a free O-module of finite rank for every m ≥ 1 (and = 0 if n ≥ 2). Now
the assertion follows from Remark 4.6 (a).

(c) follows immediately from (a) and (b).

Consider the long exact sequence of inverse systems

. . . −→ {OrdnO,c(X
an,Om)}m≥1 −→ {OrdnO(Xan,Om)}m≥1 −→ {OrdnO(∂X,Om)}m≥1(214)

−→ {Ordn+1
O,c (Xan,Om)}m≥1 −→ . . .

Prop. 5.20 (a) and Lemma 5.8 (c) imply that the transition maps of each system are surjective, so
the sequence remains exact after passing to the limit. Note that every Om[Tp]-module occurring in
(214) is admissible. Indeed by Prop. 4.7 the Om[Tp]-modules OrdnO(Xan,Om) and OrdnO(∂X,Om)
are. Since Modadm

Om (Tp) is a Serre subcategory of Modsm
Om(Tp) (see [Em3], Prop. 2.2.13) we conclude

that the modules OrdnO,c(X
an,Om) are admissible as well.

The sequence of the projective limits will be denoted by

. . . −→ Ordn$−ad,c(X
an,O) −→ Ordn$−ad(Xan,O) −→ Ordn$−ad(∂X,O)(215)

−→ Ordn+1
$−ad,c(X

an,O) −→ . . .

We define

Ord1
$−ad,!(X

an,O) := lim
←−
m

Ord1
O,!(X

an,Om) = im(Ord1
$−ad,c(X

an,O)→ Ord1
$−ad(Xan,O)).

As a consequence of Prop. 5.20 (a) and Lemma 5.8 (c) we get

Lemma 5.30. (a) The sequence (215) is an exact sequence of torsionfree $-adically admissible
O[Tp]-modules.

(b) The O[Tp]-module Ord1
$−ad,!(X

an,O) is $-adically admissible and torsionfree. It is the $-adic

completion of the admissible O[Tp]-module Ord1
O,!(X

an,O).

Next we will give an explicit description of the$-adically admissibleO[Tp]-module Ordn$−ad(∂X,
O) for n = 0, 1 with its action of the Hecke algebra T = Z[T` | ` - pN ]. Let C(Q∗p × (Z/NZ)∗,O)
denote the O-module of continuous maps f : Q∗p × (Z/NZ)∗ → O and let

C0 = {f ∈ C(Q∗p × (Z/NZ)∗,O) | f(px, py) = f(x, y)∀(x, y) ∈ Q∗p × (Z/NZ)∗}

(where p := p mod N ∈ (Z/NZ)∗). We define a Tp- and a T- action on C0 by

(δ(a) · f)(x, y) = f(a−1x, y)

(T`f)(x, y) = f(`−1x, y) + `f(`x, y)
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where f ∈ C0, (x, y) ∈ Q∗p × (Z/NZ)∗, a ∈ Q∗p and ` - pN is a prime number (δ : Q∗p → Tp denotes
the isomorphism (27)). It is easy to see that C0 is a $-adically admissible O[Tp]-module equipped
with an equivariant Hecke action. We define C1 by C1 = C0 with the same Hecke action but with
Tp-action given by

(t · f)(x, y) = α(t)f(δ−1(t)x, y)

for all t ∈ Tp (i.e. (δ(a) · f)(x, y) = a
pvp(a) f(ax, y) for all a ∈ Q∗p).

Proposition 5.31. There exists a canonical Hecke equivariant isomorphism of $-adically admis-
sible O[Tp]-modules

(216) Ordn$−ad(∂X,O) ∼= Cn

for n = 0, 1. Moreover Ordn$−ad(∂X,O) = 0 for n ≥ 2.

Proof. Using Prop. 5.10, Remark 5.11, Cor. 2.28 and the spectral sequence (151) we obtain

(217) OrdnOm(∂X,Om) ∼= Ordn(Ind
Gp
Bp
H0(Z∞,Om)) =


H0(Z∞,Om)ι if n = 0,
H0(Z∞,Om)(α) if n = 1,

0 if n > 1,

for every m ≥ 1. By identifying the torus T with Gm via (27) it is easy to see that H0(Z∞,Om)
can be identified with the

lim
−→n

Maps(A∗f/(Q∗+(U (n)
p ×

∏
6̀=p
U

(n`)
` )),Om) ∼= lim

−→n
Maps((Q∗p/U (n)

p × (Z/NZ)∗)/〈p〉,Om)

Thus we see that lim
←−
m

H0(Z∞,Om) is isomorphic to C0 viewed solely as an O-module. The assertion

follows by keeping track of the Tp and Hecke action under the isomorphism (217) and by using Prop.
5.10 (b).

Remark 5.32. Using Prop. 5.31 we can give an explicit description of the TE-module

HomE[Tp](E(0),Ordn$−ad(∂X,O)E)

namely it is an E-vector space whose dimension is the order of the group (Z/NZ)∗/〈p〉 and where
T acts via the homomorphism eis : T→ Z, T` 7→ `+ 1. Indeed, by Prop. 5.31 we have

HomE[Tp](E(0),Ordn$−ad(∂X,O)E) ∼= HomE[Tp](E(0), C1
E) ∼= {f ∈ C1

E | t · f = f}

and a simple computation shows that the map

{f ∈ C1
E | t · f = f} −→ {f̃ ∈ Maps((Z/NZ)∗, E) | f̃(py) = f̃(y)∀ y ∈ (Z/NZ)∗}

f 7→
(
f̃ : (Z/NZ)∗ → E, y 7→ f̃(y) := f(1, y)

)
is an isomorphism and that the TE-action on the source corresponds to the TE-action via the
homomorphism eis on the target. �
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We are going to study the O[Tp × G]-modules Ord1(XQ,O)(1), Ord1
$−ad(XQ,O)(1) and

H1
$−ad(XQ;W,O)(1). For that we also have to consider the O[Tp ×G]-module (see Remark 4.13)

Ord1
c(XQ,O)(1) = lim

−→n
H1
c ((XK1(n))Q,O)(1)ord = lim

−→n

(
lim
←−
m

H1
c ((XK1(n))Q,Om)(1)ord

)
Ord1

$−ad,c(XQ,O)(1) = lim
←−
m

Ord1
c(XQ,Om)(1) = lim

←−
m

(
lim
−→n

H1
c ((XK1(n))Q,Om)(1)ord

)
As O[Tp]- and Hecke modules we have Ord1

c(XQ,O)(1) and Ord1
$−ad,c(XQ,O)(1) can be identified

with Ord1
c(X

an,O) and Ord1
$−ad,c(X

an,O) respectively. There are obvious Tp-, Hecke and Galois
equivariant homomorphism

Ord1
c(XQ,O)(1) −→ Ord1(XQ,O)(1), Ord1

$−ad,c(XQ,O)(1) −→ Ord1
$−ad(XQ,O)(1)

and we denote their images by

Ord1
! (XQ,O)(1) and Ord1

$−ad,!(XQ,O)(1)

respectively. As O[Tp]- and Hecke modules we have again

Ord1
! (XQ,O)(1) = Ord1

! (Xan,O), Ord1
$−ad,!(XQ,O)(1) = Ord1

$−ad,!(X
an,O).

Remark 5.33. Note that

H1
! ((XK1(n))Q,O)(1) = im(H1

c ((XK1(n))Q,O)(1)→ H1((XK1(n))Q,O)(1)

can be identified with the group H1((X∗K1(n))Q,O)(1), were for any K ∈ K we let X∗K denote the

completion of the open (adelic) modular curve XK (i.e. X∗K is the Baily-Borel compactification of
XK). So we have

Ord1
! (XQ,O)(1) ∼= lim

−→n
H1((X∗K1(n))Q,O)(1)ord.

We will see that an analogue of Prop. 5.25 holds for the ”cuspidal part” Ord1
$−ad,!(XQ,O)(1)

of Ord1
$−ad(XQ,O)(1). For that let D be the totally ramified incoherent quaternion algebra over

A = AQ with ramification set RamD = {∞}. As in [YZZ] and the proof of Lemma 5.26 the set of
automorphic representations of D∗/A∗ over a subfield E of C ∼= Cp is denoted by A(D∗/A∗, E). Note
that A(D∗/A∗,C) can be identified with the set of cuspidal automorphic representations π =

⊗′
v πv

of G(A) such that π∞ is the discrete series representation of weight 2.

Proposition 5.34. There exists an O[Tp × Gp] ⊗ T-submodule Ord1
$−ad,!(XQ,O)(1)0 of

Ord1
$−ad,!(XQ,O)(1) with the the following properties:

(i) As O- (resp. as O[Tp]-) modules Ord1
$−ad,!(XQ,O)(1)0 and

Ord1
$−ad,!(XQ,O)(1)et := Ord1

$−ad,!(XQ,O)(1)/Ord1
$−ad,!(XQ,O)(1)0

are torsionfree (resp. $-adically admissible).
(ii) The action of Gp on Ord1

$−ad,!(XQ,O)(1)0 and Ord1
$−ad,!(XQ,O)(1)et factors through Gab

p and
we have

rec(t−1) · x = α(t) t · x and rec(t) · y = t · y
for every t ∈ Tp and x ∈ Ord1

$−ad,!(XQ,O)(1)0 and y ∈ Ord1
$−ad,!(XQ,O)(1)et.
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Proof. This can be proved in essentially the same way as Prop. 5.25 and Lemma 5.26 so we
omit the details. The proof requires adjustments only at two places. Firstly, by work of Eich-
ler and Shimura and because of Remark 5.33 we now have a decomposition only for the submodule
H1

! ((XK1(n))Q,Qp)(1) (rather than H1((XK1(n))Q,Qp)(1)) that is similar to (209)

H1
! ((XK1(n))Q,Qp)(1) =

⊕
π∈A(D∗/A∗,Qp)

πK1(n)×K0(N)p ⊗Eπ V (π).

Secondly, for the existence of the submodule F ′π we use ([MW], Prop. on p. 243; see also [Ti], Cor.
4.2) instead of ([Wi1], Thm. 2.2) and again Hida’s trick.

As in the previous section we can use Propositions 5.31 and 5.34 in order to define a filtration
on the subgroup

(218) H1
$−ad,!(XQ;A(χ), E) := HomE[Tp](A(χ−1),Ord1

$−ad,!(XQ,O)E).

of the cohomology group H1
$−ad(XQ;A(χ), E) = HomE[Tp](A(χ−1),Ord1

$−ad(XQ,O)E). Here as
before A is an Artinian local E-algebra with maximal ideal M, residue field A/M = E and χ :
Q∗p ∼= Tp → A∗ is a bounded continuous homomorphism so that A(χ) ∈ Banadm

E (Tp).

Note that as a TA-module (218) can be identified with HomE[Tp](A(χ−1),Ord1
$−ad(Xan,O)E)

so (215) together with Prop. 216 implies that there exists an exact sequence of TA-modules

0 −→ H1
$−ad,!(XQ;A(χ), E) −→ H1

$−ad(XQ;A(χ), E) −→ HomE[Tp](A(χ−1), C1
E).

Moreover there is an exact sequence of A[Gp]⊗ T-modules

0 −→ H1
$−ad,!(XQ;A(χ), E)(1)0 −→ H1

$−ad,!(XQ;A(χ), E)(1)(219)

−→ H1
$−ad,!(XQ;A(χ), E)et δ−→ Ext1

E[Tp](A(χ−1),Ord1
$−ad,!(XQ,O)(1)0

E)

where as before we put

H1
$−ad,!(XQ;A(χ), E)(1)0 := HomE[Tp](A(χ−1),Ord1

$−ad,!(XQ,O)(1)0
E)

H1
$−ad,!(XQ;A(χ), E)(1)et := HomE[Tp](A(χ−1),Ord1

$−ad,!(XQ,O)(1)et
E ).

Similarly to Thm. 5.27 we have

Theorem 5.35. (a) The action of Gp on the first and third term in (219) factors through Gab
p

and we have rec(t) · x = α−1(t) · χ(t) · x and rec(t) · y = χ−1(t) · y for every t ∈ Tp, x ∈
H1
$−ad,!(XQ;A(χ), E)(1)0 and y ∈ H1

$−ad,!(XQ;A(χ), E)(1)et. Moreover if χ2 6= α then the se-
quence

0→ H1
$−ad,!(XQ;A(χ), E)(1)0 → H1

$−ad,!(XQ;A(χ), E)(1)→ H1
$−ad,!(XQ;A(χ), E)(1)et → 0

is exact.
(b) The G-action on Hn

$−ad,!(XQ;A(χ), E)(1) is unramified outside the set of primes dividing pN

and the Eichler-Shimura relations Frob2
` +T` Frob` +` = 0 hold on Hn

$−ad,!(XQ;A(χ), E)(1) for all
` - pN and n ≥ 0.
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Appendix

In the appendix we assemble a few results of homological algebra that are seemingly not be covered
by the literature.

Right derived functors and inverse limits As in [Ja] for an abelian category A we denote
by A N the category of inverse systems indexed by the set N of natural numbers, so objects in A N

are inverse systems

(An, dn) : . . . −→ An+1
dn+1−→ An −→ . . . −→ A1

and morphisms are morphisms of inverse systems.

Lemma A.1. Let F : A → B be a left exact functor between abelian categories that has an
exact left adjoint. Assume that A and B satisfy (AB3*) and (AB4*) and that they have enough
injectives. Let (An, dn) be an object of A N that satisfy the following conditions
(i) lim
←−

n

(1)(An, dn) = 0.

(ii) lim
←−

n

(1)(RqF (An), RqF (dn)) = 0 for every q ≥ 0.

Then the canonical homomorphism

RqF (lim
←−

n

An) −→ lim
←−

n

RqF (An)

is an isomorphism for every q ≥ 0.

Note that (AB3*) implies that projective limits exists in A and B.

Proof. The functor F induces a functor FN : A N → BN that has again an exact left adjoint. By
([Ja], 1.1 and 1.2) the category A N has enough injectives as well and we have RqFN = (RqF )N for
every q ≥ 0. We denote its composite with lim

←−
n

: BN → B by lim
←−

n

F : A N → B. Since F has a left

adjoint, lim
←−

n

F can also be decomposed as F ◦ lim
←−

n

: A N → A → B. So there are two Grothendieck

spectral sequences

(1)Ers2 = RsF ◦ lim
←−

n

(r)(An, dn) =⇒ (Rr+s lim
←−

n

F )(An, dn).

(2)Ers2 = lim
←−

n

(r) ◦(RsF )N(An, dn) =⇒ (Rr+s lim
←−

n

F )(An, dn).

Conditions (i), (ii) and (AB4*) together with ([Wei], Corollary 3.5.4) imply that both spectral
sequences degenerate, i.e. we have (1)Ers2 = 0 if s ≥ 1 and (2)Ers2 = 0 if r ≥ 1. Thus we get

RqF (lim
←−

n

An) ∼= (Rq lim
←−

n

F )(An, dn) ∼= lim
←−

n

RqF (An)

for every q ≥ 0.

Lemma A.2. Let F : A → B, A and B be as in Lemma A.1 and let (An, dn) be an object of
A N. Assume that dn : An → An−1 is surjective and that ker(dn) is F -acyclic for every n ≥ 2. We
also assume that A1 is F -acyclic. Then lim

←−
n

An is F -acyclic as well.
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Proof. Note that assumptions imply that An is F -acyclic for every n ≥ 1. Also by ([Wei], Prop.
3.5.7) conditions (i) and (ii) of Lemma A.1 hold. Hence we have RqF (lim

←−
n

An) ∼= lim
←−

n

RqF (An) = 0

for every q ≥ 1.

R-linear abelian categories Let R be a ring and let A be an R-linear category, i.e. A is an
additive category together with a ringhomomorphism µ : R → End(idA ). The later induces an
R-module structure on HomA (A,B) for all A,B ∈ A , so that the composition law HomA (B,C)×
HomA (A,B)→ HomA (A,C), (β, α) 7→ β ◦α is R-bilinear. A functor F : A → B will be called R-
linear, if F : HomA (A1, A2)→ HomA (F (A1), F (A2)), α 7→ F (α) is a homomorphism of R-modules
for all A1, A2 ∈ A .

We now assume that R is noetherian and that A is an R-linear abelian category. For M ∈
ModR,f and A ∈ A we define the objects A⊗RM , HomR(M,A) of A as follows. Let Rm

f−→ Rn →
M → 0 be a free resolution of M . The map f is given by left multiplication with an n×m-matrix
X with entries in R. It thus defines morphism X· : Am → An (resp. Xt : An → Am) in A and we
define A⊗RM ∈ A (resp. HomR(M,A)) as its cokernel (resp. kernel). It is easy to see that these
objects are independent of the choice of the free resolution of M (up to canonical isomorphism).
In particular for an ideal a of R and an object A of A we can consider the following objects in A :

A[a] = HomR(R/a, A), aA = im(A⊗R a→ A), A⊗R R/a.

Let F : A → B be an R-linear additive covariant functor between R-linear abelian categories.
For M ∈ ModR,f and A ∈ A there exists canonical morphism F (A) ⊗R M → F (A ⊗R M) and
F (HomR(M,A)) → HomR(M,F (A)). In particular morphisms for an ideal a of R we obtain
morphisms

(221) F (A)⊗R R/a −→ F (A⊗R R/a), F (A[a]) −→ F (A)[a]

These are isomorphism if F is exact. Similarly, if F is contravariant there are canonical mor-
phisms F (A⊗RM)→ Hom(M,F (A)) and F (A)⊗RM → F (Hom(M,A)). In particular there are
morphisms

(222) F (A⊗R R/a) −→ F (A)[a], F (A)⊗R R/a −→ F (A[a])

for every ideal a of R that are isomorphisms if F is exact.

Localization of δ-functors Let S be a given multiplicative subset R. We denote by S−1A the
S−1R-linear additive category with the same objects as A and with morphisms

HomS−1A (A,B) = S−1 HomA (A,B) = HomA (A,B)⊗R S−1R.

If R is an integral domain with field of fractions E = S−1R (with S = \{0}) then we will also write
AE instead of S−1A .

This construction is a special case of the localization of a category with respect to multiplicative
system of morphism (see e.g. [Wei], §10.3). Let

(223) ι : A −→ S−1A
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be the canonical functor. We sometimes denote the image of A ∈ A under (223) by S−1A or
A⊗R S−1R. If R is noetherian and M is a finitely generated R-module then we have

(224) S−1A⊗S−1R S
−1M = S−1(A⊗RM), HomS−1R(S−1M,S−1A) = S−1 HomR(M,A).

For s ∈ S and A ∈ A we put sA := im(s · 1A).

Lemma A.3. For A ∈ A , the following conditions are equivalent
(i) ι(A) = 0.
(ii) The covariant functor S−1 HomA (A, · ) : A → ModS−1R is trivial, i.e. S−1 HomA (A,B) = 0
for all B ∈ A .
(iii) The contravariant functor S−1 HomA ( · , A) : A → ModS−1R is trivial.
(iv) There exists s ∈ S such that sA = 0.

Proof. The equivalence of (i) and (ii) and (i) and (iii) is an immediate consequence of the Yoneda
Lemma. If (iii) holds then we have in particular S−1 HomA (A,A) = 0. Hence there exists s ∈ S
with s1A = s · 0 = 0 ∈ HomA (A,A) and we get (iv). Conversely, (iv) implies 0 = ι(1A) = 1ι(A) in
EndS−1A (ι(A)) hence (i) holds.

Lemma A.4. (a) Let B be an S−1R-linear category and let F : A → B be an R-linear functor.
Then F factors uniquely through ι.

(b) If A is abelian then S−1A is abelian as well and ι : A → S−1A is exact.

(c) If A is abelian category then any short exact sequence in S−1A is isomorphic to the image of
a short exact sequence in A under the functor ι : A → S−1A .

Proof. (a) is obvious. For (b) consider the full subcategory B = ker(ι) = {A ∈ A | ι(A) = 0}
of A . The characterization of objects in B given in Lemma A.3 above implies easily that B is
a Serre subcategory, i.e. B is closed under the formation of subobjects, quotients and extensions.
Let Σ be the family of morphisms f in A such that ker(f) and coker(f) lie in B. For s ∈ S and
A ∈ A we have s · 1A ∈ Σ. Hence the canonical functor A → Σ−1A factors uniquely in the form
A

ι−→ S−1A → Σ−1A . Since Σ−1A = A /B is abelian (see e.g. [Wei], 10.3.2) it suffices to prove
that the second functor is an equivalence or, equivalently, that ι(f) is an isomorphism for every
morphism f : A1 → A2 in Σ. For that it suffices to consider the two cases (M) f is a monomorphism
and (E) f is an epimorphism.

For case (M) let s ∈ S such that s · coker(f) = 0, hence sA2 ⊆ im(f). Let g : sA2 → A1 be the

composite sA2
incl−→ im(f)

f−1

−→ A2. Then s−1 · ι(g) is the inverse of ι(f) in S−1A . In case (E) there
exists s ∈ S with s · ker(f) = 0, hence ker(f) ⊆ ker(s· : A1 → sA1). Hence s· : A1 → sA1 factors
over f , i.e. there exists a morphism h : A2 → sA1 such that h ◦ f = s· : A1 → sA1. Then s−1ι(h)
is the inverse of ι(f).

(c) A sequence of morphisms A
f−→ B

g−→ C in A will be called S-exact if g ◦ f = 0 and if the

cohomology ker(g)/ im(g) lies in B. The latter condition is equivalent to require that A
f−→ B

g−→
C is exact when viewed as a sequence in S−1A .

We prove the assertion in two steps. Firstly, we show that any short exact sequence

(225) 0 −−−−→ A
f−−−−→ B

g−−−−→ C −−−−→ 0
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in S−1A is isomorphic to the image under ι of a short S-exact sequence in A . Indeed, there exists
s1, s2 ∈ S and morphisms f ′ : A → B, g′ : B → C such that f = s−1

1 f ′ and g = s−1
2 g′. Since

ι(g′ ◦ f ′) = (s1s2) · (g ◦ f) = 0 we have im(g′ ◦ f ′) ∈ B, i.e. there exists s ∈ S with s · (g′ ◦ f ′) = 0.
Hence by replacing f ′ with s · f and s1 with ss1 we may assume that g′ ◦ f ′ = 0. Consider the
commutative diagram

0 −−−−→ A
f−−−−→ B

g−−−−→ C −−−−→ 0ys1s21A

ys21B

y1C

0 −−−−→ A
f ′−−−−→ B

g′−−−−→ C −−−−→ 0

Viewed as morphisms in S−1A the vertical arrows are isomorphisms. Hence the lower sequence is
S-exact and isomorphic to (225).

In the second step we assume that (225) is a short S-exact sequence in A . Since g ◦f = 0 there
exists ε : coker(f)→ C with ε◦q = g where q : B → coker(f) is the projection. The exact sequence

A = ker(g ◦ f)
f−→ ker(g) −→ coker(f)

ε−→ C = coker(g ◦ f) −→ coker(g) −→ 0

togerther with the fact that ker(g)/ im(f) and coker(g) lie in B imply that ι(ε) is an isomorphism.
Hence the vertical arrows in the diagram

0 −−−−→ A
f−−−−→ B

g−−−−→ C −−−−→ 0yf y1B

yι(ε)−1

0 −−−−→ im(f)
incl−−−−→ B

q−−−−→ coker(f) −−−−→ 0

are isomorphisms S−1A . The lower row is exact in A . Hence (225) is isomorphic to a short exact
sequence in A .

Lemma A.3 implies in particular that an R-linear functor F : A → B between R-linear
categories extends uniquely to an S−1R-linear functor F : S−1A → S−1B.

Lemma A.5. Let A (resp. B) be an R- (resp. S−1R-) linear abelian category and let

Hn : A −→ B, n ≥ 0

be an R-linear δ-functor. Let

0→ A1
f1−→ A2

f2−→ A3 → 0, 0→ B1
g1−→ B2

g2−→ B3 → 0

be two short exact sequences in A and let αi ∈ HomS−1A (ι(Ai), ι(Bi)), i = 1, 2, 3 so that

(226)

0 −−−−→ ι(A1)
ι(f1)−−−−→ ι(A2)

ι(f2)−−−−→ ι(A3) −−−−→ 0yα1

yα2

yα3

0 −−−−→ ι(B1)
ι(g1)−−−−→ ι(B2)

ι(g2)−−−−→ ι(B3) −−−−→ 0
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commutes. Then the diagram

(227)

Hn(A3)
δn−−−−→ Hn+1(A1)y(α3)∗

y(α1)∗

Hn(B3)
δn−−−−→ Hn+1(B1)

commutes for every n ≥ 0.

Proof. There exists a common ”denominator” s ∈ S of α1, α2 and α3, i.e. there exists morphisms
βi ∈ HomA (Ai, Bi) such that αi = s−1ι(βi). By multiplying the vertical morphism in (226) with s
we see that ι(βi+1 ◦ fi) = ι(gi ◦βi) for i = 1, 2. Thus the image of βi+1 ◦ fi− gi ◦βi : Ai → Bi+1 lies
in the subcategory ker(ι), i.e. there exists s′ ∈ S with s′ · (βi+1 ◦ fi − gi ◦ βi) = 0. Therefore if we
replace the morphisms αi with s′sαi then (226) is the image under ι of a commutative diagram with
exact rows in A . Hence (227) commutes after multiplying the vertical arrows with ss′. However
since ss′1B is an isomorphism for every B ∈ B the original diagram commutes as well.

Proposition A.6. Let A be an R-linear abelian category, let B be an S−1R-linear abelian category
and let

Hn : A −→ B, n ≥ 0

be an R-linear δ-functor. Then (Hn)n≥0 extends uniquely to an S−1R-linear δ-functor

H̃n : S−1A −→ B, n ≥ 0.

Proof. By Lemma A.4 (a) for n ≥ 0 the R-linear functors Hn extends uniquely to S−1R-linear
functors H̃n : S−1A → B.

Let 0 → A′1
f ′1−→ A′2

f ′2−→ A′′3 → 0 be a short exact sequence in S−1A . We have to show that
there exists canonical connecting homomorphisms

(228) δ̃n : H̃n(A′3) −→ H̃n+1(A′1) ∀ n ≥ 0

so that

. . .
(f ′2)∗−→ H̃n−1(A′3)

δ̃−→ H̃n(A′1)
(f ′1)∗−→ H̃n(A′2)

(f ′2)∗−→ H̃n(A′3)
δ̃−→ . . .

is exact. By Lemma A.4 there exists a commutative diagram in S−1A

(229)

0 −−−−→ ι(A1)
ι(f1)−−−−→ ι(A2)

ι(f2)−−−−→ ι(A3) −−−−→ 0yα1

yα2

yα3

0 −−−−→ A′1
f ′1−−−−→ A′2

f ′2−−−−→ A′3 −−−−→ 0

with isomorphisms α1, α2 and α3. We define (228) so that the diagram

. . . −−−−→ Hn−1(A3)
δ−−−−→ Hn(A1)

(f ′1)∗−−−−→ Hn(A2)
(f ′2)∗−−−−→ Hn(A3) −−−−→ . . .

∼=
y(α3)∗ ∼=

y(α1)∗ ∼=
y(α2)∗ ∼=

y(α3)∗

. . . −−−−→ H̃n−1(A′3)
δ̃−−−−→ H̃n(A′1)

(f ′1)∗−−−−→ H̃n(A′2)
(f ′2)∗−−−−→ H̃n(A′3) −−−−→ . . .

i.e. we put δ̃ = (α1)∗ ◦ δ ◦ (α−1
3 )∗. By Lemma A.5 this definition does not depend on the choice of

the diagram (229).
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Corollary A.7. Any R-linear δ-functor H = (Hn)n≥0 : A → B between R-linear abelian cate-
gories extends uniquely to a S−1R-linear δ-functor S−1H = (S−1Hn)n≥0 : S−1A → S−1B.

In the companion paper [Sp2] we use the following simple

Proposition A.8. Let R be a noetherian ring and let q ⊆ R be a primary ideal whose radical
m =

√
q is a regular maximal ideal of R of height 1. Let H = (Hn)n≥0 : A → B be an R-linear

δ-functor between R-linear abelian categories and let A ∈ A .

(a) Assume that (Hn)n≥0 is covariant and that A[m] = 0. Then there exists natural short exact
sequences

0 −−−−→ Hn(A)⊗R R/q
(221)−−−−→ Hn(A⊗R R/q) −−−−→ Hn+1(A)[q] −−−−→ 0

for every n ≥ 0.
(b) Assume that (Hn)n≥0 is contravariant and that A ⊗R R/m = 0. Then there exists short exact
sequences

0 −−−−→ Hn(A)⊗R R/q
(222)−−−−→ Hn(A[q]) −−−−→ Hn+1(A)[q] −−−−→ 0

for every n ≥ 0.

Proof. We prove only (a) since the proof of part (b) is very similar. Using (224) and Cor. A.7 it is
easy to see that the assertion is ”local in m”, i.e. we may pass to the localization of R and of the
δ-functor H = (Hn)n≥0 with respect to S = R \ m without changing kernel and cokernel of (221)
(and the object Hn+1(A)[q]). Thus we may assume that R is a regular local ring of dimension 1
with maximal ideal m so that q = ms for some s ≥ 1. Let $ be a generator of m. The assumption
A[m] = 0 implies that the sequence

0 −−−−→ A
$s−−−−→ A −−−−→ A⊗R R/q −−−−→ 0

is exact in A . The long exact sequence

. . .→ Hn(A)
$s·−−−−→ Hn(A) −−−−→ Hn(A⊗R R/q) −−−−→ Hn+1(A)

$s−−−−→ Hn+1(A)→ . . .

therefore yields the short exact sequences

0 −−−−→ Hn(A)⊗R R/q −−−−→ Hn(A⊗R R/q) −−−−→ Hn+1(A)[q] −−−−→ 0

for every n ≥ 0.
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[Vi] M.-F. Vignéras, The right adjoint of the parabolic induction, In: Arbeitstagung Bonn
2013, 405–425. Progress in Mathematics 319, Birkhäuser 2016.
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