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The aim of this exercise sheet is to repeat the most important facts about Markov processes.

Problem 1. (2 Points)

We are in the situation of Proposition 4.3.5. Let µ be an invariant measure. Show that we have

X0 ∼ µ =⇒ Xt ∼ µ, ∀t > 0,

i.e., if the initial condition is distributed according to µ the law of the solution is µ at every point in
time.

Definition. Let E be a polish space. A tuple (Ω,F , (Ft)t∈R+ , (Px)x∈E, (Xt)t∈R+) (with state space
(E,B(E)) is called a Markov process if

• (Xt)t∈R+ is an (Ft)-adapted stochastic process.

• For all A ∈ F we have that x 󰀁→ Px(A) is measurable,

• For all x ∈ E we have Px(X0 = x) = 1,

• For all s, t ∈ R+ we have Px(Xs+t ∈ B|Fs) = PXs(Xt ∈ B) Px-a.s.

Problem 2. (3 Points)

Let (Ω,F , (Ft)t∈R+ , (Px)x∈E, (Xt)t∈R+) be a Markov process. Show that

pt(x,B) := Px(Xt ∈ B)

defines a normal (normal just means that p0(x, ·) = δx ∀x ∈ E) Markov semigroup and show that the
finite-time marginal distributions of (Xt)t∈R+ are given by

Px(Xt1 ∈ B1, ..., Xtn ∈ Bn) =

󰁝

B1

...

󰁝

Bn

ptn−tn−1(xn−1, dxn)...pt1(x, dx1)

for all t1 < ... < tn, Bi ∈ Fti , x ∈ E. (See also the last exercise sheet.)

Problem 3. (2 Points)

Show that for every normal Markov semigroup (pt)t∈R+ there exists a Markov process
(Ω,F , (Ft)t∈R+ , (Px)x∈E, (Xt)t∈R+) such that

pt(x,B) = Px(Xt ∈ B)

for all x ∈ E, t ∈ R+.

Hint: Use Kolmogorov’s consistency theorem.
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Problem 4. (3 Points)

Let (Ω,F , (Ft)t∈R+ , (Px)x∈E, (Xt)t∈R+), (Ω̃, F̃ , (F̃t)t∈R+ , (P̃x)x∈E, (X̃t)t∈R+) be two Markov processes.
Assume that the finite-time marginal laws of both Markov processes are given by the same normal
Markov semigroup (pt)t∈R+ , i.e.

pt(x,B) = Px(Xt ∈ B) = P̃x(X̃t ∈ B),

for all t ∈ R+ and x ∈ E. For an initial distribution µ define Pµ and P̃µ by

Pµ(B) :=

󰁝

E

Px(B)µ(dx)

and

P̃µ(B) :=

󰁝

E

P̃x(B)µ(dx).

Show that Pµ ◦X−1 = P̃µ ◦ X̃−1 (on (E,B(E))).
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