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Problem 1. (24242 Points)
Prove the details of Proposition 4.3.5 1. in terms of the following three tasks.

(i) Let ¢t € [0,00). Show that for all bounded B(H )-measurable F': H — R
H >z~ E,(F(m))

is B(H )-measurable. Conclude that the right-hand side in (4.3.9) is Gs-measurable.
S

(ii) Let s,t € [0,00). Provide the details on how to prove that for all n € N and all bounded
" B(H)-measurable G: H" - Rand all 0 <t; <ty <---<t, <s

E (G(myyy oo oymy, ) E(Tiys)) = /G(th(w), oy T (W) B () (F (7)) Py (dw).
(iii) Prove that (ii) implies (4.3.9).

Problem 2 (cf. (4.3.16) and below). (242 Points)

Let W (t),t € [0,00), and W (¢),¢ € [0,00), be two independent cylindrical Wiener processes on a
probability space (€2, F, P) with covariance operator () = I. Define

_ W), if t € [0, 00),
W(t) = { W), ift € (—o0,0]

with filtration F; := o, Fs,t € R, where F, := c({W(ry) — W(r1) : 71,79 € (=00, 8],72 = 11}, N)
and N :={A € F: P(A) =0}.

(i) Is it true that for every s € R, W(t) — W(s),t > s, is a cylindrical Wiener process with respect
to (Fi)i=s! Provide reasoning for your answer.

(ii) Can one define a stochastic integral of the type fst ®(s)dW (s)? Is it possible to do this analogous
to Section 2.37 Provide reasoning for your answer.

Problem 3. (3 Points)

Prove the details of Lemma 4.3.8; make the proof 'as obvious as possible’.



