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Abstract

In this thesis we classify all indecomposable �nite dimensional modules of
clannish algebras with idempotent relations on the special loops. To this
end, we start with the introduction of the notion of asymmetric and sym-
metric strings and bands in terms of words. The classi�cation will be given
in terms of those. We �rst examine directions on special letters in these
words of a clannish algebra. Then we reduce the case to skewed-gentle al-
gebras and construct a bundle of semichains for such an algebra. Thus, we
are able to reduce the classi�cation problem for skewed-gentle algebras to
the matrix problem of bundles of semichains studied by Bondarenko. From
this problem, we extract one classi�cation of the indecomposable �nite di-
mensional modules of a skewed-gentle algebra. From this classi�cation, we
can deduce a classi�cation for clannish algebras. Finally, we adjust this clas-
si�cation to obtain one similar to that obtained by Crawley-Boevey, in which
the symmetric band modules are indexed by a vector space equipped with a
pair of idempotent endomorphisms. In contrast to Crawley-Boevey's classi-
�cation, however, ours gives representations with better bases, not requiring
the introduction of a �xed non-zero non-identity element of the �eld, and so
working over the �eld with two elements. Applied to the algebra generated
by an idempotent and a square zero element, it con�rms a conjecture of
Crawley-Boevey in 1988.
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1 Introduction

Interesting problems from representation theory can be described by quivers
with certain relations. One type of such problems are clannish algebras.
They were introduced in 1989 by Crawley-Boevey [CB89] and are the main
subject of this thesis. Crawley-Boevey classi�ed the modules of clannish al-
gebras in terms of strings and bands if the underlying �eld has at least three
elements. This is a direct conclusion of the classi�cation of the indecom-
posable representations of clans in [CB89], whose notion was motivated in
particular in order to solve the Gel'fand problem [Gel71]. The method used
to obtain the classi�cation for clans is the so called functorial �ltration. It
was developed by Gel'fand and Ponomarev [GP68] and set by Gabriel into
the functorial setting. Ringel also applied this method for the classi�cation of
the indecomposable representations of the Dihedral 2-Groups [Rin75]. This
classi�cation is also given in terms of strings and bands. Crawley-Boevey
used the same approach for another of his papers prior to [CB89]: in [CB88],
Crawley-Boevey gives a classi�cation of the indecomposable modules of the
clannish algebra k⟨ε, a ∣ ε2 = ε, a2 = 0⟩. Similar to the result in [CB89], this
classi�cation does not include algebras which have a base �eld with less than
three elements. This is due to the introduction of t, a non-linear combin-
ation of the letter ε and 1. However, Crawley-Boevey conjectured in the
introduction of [CB88] (near the end of page 386) the existence of an analog-
ous classi�cation for arbitrary �elds given in the original alphabet (replacing
the letter t by ε) of the algebra.
The aim of this thesis is to give a classi�cation of the indecomposable �-
nite dimensional modules of a clannish algebra in terms of asymmetric and
symmetric strings and bands independent of the cardinality of the base �eld.
The algebra considered in [CB88] will serve as one of our standard examples.
In order to �ll the gap in the existing classi�cation, we will use a di�erent
approach than the functorial �ltration method. To this end, we will at �rst
consider skewed-gentle algebras, give a classi�cation for them and then de-
duce from that one the classi�cation for clannish algebras. We can proceed in
this way since the skewed-gentle algebras belong by de�nition to the class of
(quasi-)clannish algebras. Skewed-gentle algebras were introduced by Geiÿ
and de la Peña as a speci�cation of quasi-clannish algebras [GdlPn99] which
are a generalisation of clannish algebras.
Similar to [BMM03], we will exploit the connection between skewed-gentle
algebras and a matrix problem. Here, we reduce the classi�cation problem
of indecomposable modules of a skewed-gentle algebra to the matrix prob-
lem in terms of bundles of semichains introduced by Bondarenko in 1988
[Bon88, Bon91]. This will enable us to obtain a �rst formulation of the in-
decomposale �nite dimensional modules of a skewed-gentle algebra in terms
of strings and bands and deduce a respective �rst formulation for clannish
algebras. However, this �rst formulation does not con�rm Crawley-Boevey's
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conjecture yet. In order to do so, we will re�ne the �rst classi�cation result
by applying results from [Bre74].
The same matrix problem which was studied by Bondarenko, was also stud-
ied by Deng in the context of bushes [Den00]. He found that his results can
be applied to clannish algebras including base �elds of cardinality two. How-
ever, the results by Deng cannot directly con�rm the conjecture imposed by
Crawley-Boevey in [CB88].
In this thesis, we draw clear parallels between chains and cycles as considered
by Bondarenko and string and band modules of skewed-gentle algebras. We
also include a detailed discussion of the relevant results of Bondarenko since
they are pertinent to our approach. We include additional examples to shed
some light on the results which are available in [Bon88] but not in the english
translation [Bon91]. Additionally, they will help the reader to gain a better
understanding of the technical construction given by Bondarenko.

1.1 Outline

This thesis is structured as follows:
In Chapter 2 we collect the preliminaries which are used in the later chapters.
Those include the basics of representation theory as well as the notion of clan-
nish algebras. Based on its de�nition, we de�ne words. Here, we distinguish
in particular between ordinary and special letters. This property is deduced
from the de�nition of a clannish algebra. Furthermore, we introduce the
properties coadmissibility and minimality for words and describe associated
modules. For those, so called periodic words are of particular interest.
We proceed in Chapter 3 by de�ning asymmetric and symmetric strings and
bands which are given by so called undirected words. The classi�cation (The-
orem 6.9, Theorem 6.10) will be given in terms of those. To any directed
word, an undirected one can be associated. We introduce two types of direc-
ted words (weakly consistent and consistent words) and compare those types
for directed words which have as associated undirected words asymmetric
and symmetric strings and bands. The de�nition of the weakly consistent
and consistent words depends on a linear ordering on certain words which
we introduce in the previous chapter.
We start Chapter 4 by presenting the results of [Bon88, Bon91] and by giving
detailed examples which we found to be missing in the existing literature. In
doing so, we �x notation for this type of matrix problem. After introducing
the basics on this topic, we give an explicit construction in order to show
that for any skewed-gentle algebra Λ there exists a bundle of semichains XΛ

(Theorem 4.70). From this construction on, we reduce ourselves to skewed-
gentle algebras. The construction allows us to give an explicit description on
how to obtain L−graphs from undirected words. We show in Theorem 4.113
that any asymmetric and symmetric string and band results in an L−graph
which leads to a canonical XΛ−representation. We even �nd by Corollary
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4.117 that there exists a 1-1-correspondence between their equivalence classes
and the isomorphism classes of the L−chains which give canonical represent-
ations. We obtain similar results with respect to asymmetric and symmetric
bands and simple L−cycles (Theorem 4.130, Corollary 4.142). We prove in
Section 4.7 that the directions added on the constructed L−graphs coincide
with those on letters of so called �nite index in weakly consistent and con-
sistent words.
The main results which are required in order to obtain the classi�cation, are
to be found in Chapter 5. We show that the categorymod(Λ) of �nite dimen-
sional modules of a skewed-gentle algebra Λ and the category Rep(XΛ) of
representations of the bundle of semichains XΛ are equivalent (Theorem 5.6).
We present a classi�cation of the �nite dimensional modules of the skewed-
gentle algebra Λ in terms of strings and bands (Theorem 5.49). From this,
we deduce a respective classi�cation for clannish algebras Λ (Theorem 5.50).
In the �nal chapter, Chapter 6, we examine the symmetry axes of the sym-
metric bands more closely in the context of the four subspace problem. In
order to do so, we apply results of [Bre74]. Finally, these results allow us
to re�ne the classi�cation result as formulated in Chapter 4 such that we
will be able to con�rm the conjecture stated by Crawley-Boevey in [CB88]
(Theorem 6.10).

1.2 Main Theorem

1.2.1 Main Theorem for the algebra k⟨ε, a ∣ ε2 = ε, a2 = 0⟩

We start this Subsection by �rst giving the respective result from [CB88].
To this end, let k be a �eld with at least three elements and let Λ = k⟨ε, a ∣
ε2 = ε, a2 = 0⟩. We consider the alphabet Γ = {a, a−1, t∗}, where t = λε − µ1
with 0 ≠ λ,µ ∈ k and λ ≠ µ. We call t∗ a special letter with formal inverse
given by itself. We build words by considering sequences in the letters of Γ,
in which each t∗ is either followed by a or a−1, and each a or a−1 is followed
by t∗.
For the classi�cation, we want to consider only certain words. We distin-
guish between asymmetric and symmetric strings and bands. Strings are
�nite words in a, a−1 and t∗, whose �rst and last letters are given by t∗. A
string is symmetric if it is equal to its inverse which is obtained by reversing
the order of the letters, and exchanging a and a−1. An example for an asym-
metric string is the following: t∗at∗ since it is unequal to its inverse t∗a−1t∗.
An example for a symmetric string is given by t∗at∗a−1t∗. Important is that
we have that the sequence left of the middle t∗ is equal to the inverse of the
sequence right of it. Thus, this letter t∗ in the middle of the word gives a
symmetry axis.
Bands are de�ned by in�nite periodic words. To specify a band it su�ces
to give one period. An example for an asymmetric band can be described

10



by its periodic part, the �nite subsequence t∗a. The whole band is then
of the form . . . t∗at∗at∗a . . . . Important is that when considering the whole
word, it is not equal to its inverse shifted by any position. For a symmetric
band, we want exactly the opposite. We want that it is equal to its in-
verse shifted by some position. An example for a symmetric band can be
described by the �nite subsequence t∗at∗at∗a−1t∗a−1 which results in the
word . . . t∗at∗at∗a−1t∗a−1t∗at∗at∗a−1t∗a−1 . . . . We see - by comparing the
left subsequence to the inverse of the right subsequence - that there are two
symmetry axes per periodic part in the band, given by the �rst t∗ and the
one in �fth position.
We want to consider modules given by exactly those four types of words.
For this we need to replace each letter t∗ by either t or t−1. We can consider
t∗ as a placeholder for one of the other two letters. The question is which
of the two letters to use to replace t∗. Crawley-Boevey gives an answer by
giving an ordering on the words. We consider in a word the inverse of the
subsequence left of a letter t∗ and compare it to the subsequence right of
t∗. Comparing those two subsequences de�nes by which letter t∗ is replaced.
Here, we replace t∗ by t if the inverse of the left subsequence is bigger than
the right subsequence. Otherwise, we replace t∗ by t−1. There are some let-
ters - those which we have called symmetry axes above - which do not obtain
a unique replacement this way since the inverse of their left subsequence is
equal to their right subsequence. But we will see in the presentation of the
modules that we can omit this discussion.
Considering the words with t∗ replaced as described above, they describe
modules. Each string results in a string module, and each band in a band
module. For the bands, their repeating structure allows to only consider
one of their periodic parts. We will give examples for the words above. To
this end, we display each letter of the form x by an arrow from the right
to the left, and each letter of the form x−1 by an arrow from the left to
the right. Now setting vector spaces from a certain module category at its
vertices describes the respective module, consisting of a vector space given
by the direct sum of the vector spaces at its vertices and the action of the
algebra described by the displayed arrows. Note that all considered vector
spaces are �nite dimensional.
For the asymmetric string t∗at∗ we replace each t∗ such that we consider tat
for the module. Let V be a k−module. The Λ−module M(tat, V ) with the
V ′i s being disjoint copies of V is described by

V0 V1
too V2

aoo V3
too . (1)

This module gives an example in the image of the functor in [CB88, �1, p.
388], applied to modk.
For the symmetric string t∗at∗a−1t∗ we consider tat∗a−1t−1. Here, the letter
t∗ in the middle has not been replaced since it is a symmetry axis, but is
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determined by the category of the vector space. Let V be inmodk[s]/(q(s)),
where q describes the quadratic polynomial with q(t) = 0. The Λ−module
M(tat∗a−1t−1, V ) with the V ′i s being disjoint copies of V is given by:

V0 V1
too V2

aoo t=shh . (2)

Since t is a linear combination of ε and 1, the module can also be displayed
with V being a k[f ∣ f2 = f]−module and with ε = f on the loop. This
module then gives an example in the image of the functor in [CB88, �1, p.
388], applied to modk[f ∣ f2 = f].
For the asymmetric band given by . . . t∗at∗at∗a . . . we consider the sub-
sequence ta. We consider V in modk[T,T −1] where T acts as the shift
between the repetitions. The Λ−module M(. . . tata . . . , V ) with the V ′i s be-
ing disjoint copies of V is given by

V0

a

:: V1
too . (3)

This module gives an example in the image of the functor in [CB88, �1, p.
388], applied to modk[T,T −1].
We consider for the symmetric band . . . t∗at∗at∗a−1t∗a−1 . . . the subsequence
t∗at∗at∗a−1t−1a−1. Similar to the symmetric string case, the letters giving
the symmetry axes are de�ned by the category of the vector space. Let V be
in modk⟨f, g⟩/(q(f), q(g)) with q the quadratic polynomial as above. The
Λ−module M(. . . t∗atat∗a−1t−1a−1 . . . , V ) with the Vi's being disjoint copies
of V is given by

V0t=f 66 V1
aoo V2

too V3
aoo t=ghh . (4)

Similar to the module of a symmetric string, we can express this module in
terms of ε on the loops with V being a k⟨f, g ∣ f2 = f, g2 = g⟩−module. It
gives an example in the image of the functor in [CB88, �1, p. 388], applied
to modk⟨f, g ∣ f2 = f, g2 = g⟩.
Crawley-Boevey states in [CB88] that the modules of this form give indecom-
posable �nite dimensional modules of the algebra:

Theorem 1.1. [CB88, Main Theorem] Let k be a �eld with at least three
elements, let Λ = k⟨ε, a ∣ ε2 = ε, a2 = 0⟩. Let M be a list of modules obtained
from all asymmetric and symmetric strings and bands as described above
in examples (1)-(4), with the modules V running through a complete list of
non-isomorphic indecomposable modules for each module category. ThenM
gives a complete list of non-isomorphic indecomposable Λ−modules.

As we have seen, this result does not operate on the original alphabet
of the algebra but introduces the letter t∗ (t, t−1). Due to this introduction,
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the �eld k is required to have at least three elements.
The main result of this thesis con�rms Crawley-Boevey's conjecture from
the same paper [CB88]. Here (near to the end of page 386), he conjectures
that there is an analogous classi�cation to the one given above in which the
letter t∗ (t, t−1) is replaced by the letter ε∗ (ε, ε−1). This classi�cation would
hold for arbitrary �elds.
In our setup, by replacing t∗ by ε∗, the above given examples for strings and
bands correspond to the following:
The word ε∗aε∗ is an asymmetric string and ε∗aε∗a−1ε∗ describes a sym-
metric string. Repeating the sequence ε∗a gives an asymmetric band, while
repeating ε∗aε∗aε∗a−1ε∗a−1 describes a symmetric band. We have replaced
each t∗ by ε∗. It follows that we need to replace each of these ε∗ by either
ε or ε−1. In order to do so, we proceed analogously as above with the t∗'s.
Also for building the modules from those words, we proceed analogously as
above. This leaves us with the following modules: For the asymmetric string
we obtain from εaε the Λ−module M(εaε, V ) with V a k−module, and the
Vi's disjoint copies of V :

V0 V1
εoo V2

aoo V3
εoo . (5)

For the symmetric string we consider εaε∗a−1ε−1. The Λ−moduleM(εaε∗a−1ε−1, V )
with V in modk[f ∣ f2 = f] and the Vi's disjoint copies of V , is given by:

V0 V1
εoo V2

aoo ε=fhh . (6)

For the asymmetric band we consider εa. The Λ−module M(. . . εaεa . . . , V )
with V in modk[T,T −1] and the Vi's being disjoint copies of V , is given by

V0

a

:: V1
εoo . (7)

Finally, we consider the symmetric band. Here, we obtain the Λ−module
M(. . . ε∗aεaε∗a−1ε−1a−1 . . . , V ) with V in modk⟨f, g ∣ f2 = f, g2 = g⟩, and all
Vi's being disjoint copies of V :

V0ε=f 66 V1
aoo V2

εoo V3
aoo ε=ghh . (8)

Here, a depiction of the form V0
ε←Ð V1 means that we have for ε(v1) = v0

that ε(v0) = v0, where v0 ∈ V0, v1 ∈ V1. This is due to the idempotent relation
on ε.
Our main theorem applied to k⟨ε, a ∣ ε2 = ε, a2 = 0⟩ reads:
Main Theorem. (k⟨ε, a ∣ ε2 = ε, a2 = 0⟩) Let k be an arbitrary �eld, let
Λ = k⟨ε, a ∣ ε2 = ε, a2 = 0⟩. Let M be a list of modules obtained from all
asymmetric and symmetric strings and bands as described in examples (5)-
(8), with the modules V running through a complete list of non-isomorphic
indecomposable modules for each module category. ThenM gives a complete
list of non-isomorphic indecomposable Λ−modules.
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1.2.2 General formulation of the Main Theorem

Let k be a �eld. Let w be an asymmetric string and let V be a k−module.
Then we denote byM1(w,V ) the following module:

V0 V1
w

κ1
1oo V2

w
κ2
2oo ⋯

w
κ3
3oo Vn

wκn
noo

where κi ∈ {+1,−1} and w = w1 . . .wn, which we will discuss in detail in
Section 2.4.
Let w = uε∗u−1 be a symmetric string (with m being the length of u) and let
V be a k[f ∣ f2 = f]−module. Then we denote by M2(w,V ) the following
module:

V0 V1
w

κ1
1oo V2

w
κ2
2oo ⋯

w
κ3
3oo Vm

wκm
moo ε=fjj .

Let wZ be an asymmetric band of period p, an let V be a k[T,T −1]−module.
We denote byM3(v, V ) the module

V0

w
κp
p

33V1
w

κ1
1oo V2

w
κ2
2oo ⋯

w
κ3
3oo Vp−1

w
κp−1
p−1oo .

Let wZ be a symmetric band of period p with periodic part ε∗uη∗u−1, ∣u∣ =m,
and let V be a k⟨f, g ∣ f2 = f, g2 = g⟩−module. We denote byM4(v, V ) the
module

V0ε=f 66 V1
w

κ2
2oo V2

w
κ3
3oo ⋯

w
κ4
4oo Vm

w
κm+1
m+1oo η=g

jj .

The Vj 's in the modules are disjoint copies of the given V . The κi's are
directed according to the linear ordering (cf. De�nition 2.41) on the words
for special letters wi (cf. Section 2.3). Otherwise, κi is given by the ordinary
letters (cf. Section 2.3) in w or wZ, respectively.
Our �nal classi�cation result reads as follows:

Main Theorem. Let Λ be a clannish algebra. The modules of the form
Mi(w,V ), i = 1,2,3,4, with w running through the sets of asymmetric and
symmetric strings and bands, respectively, and V running through a complete
list of non-isomorphic indecomposable modules for each module category, give
a complete list of pairwise non-isomorphic indecomposable modules of Λ.
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2 Preliminaries

We start this chapter by revising the basics of representation theory in Sec-
tion 2.1. Moreover, we introduce clannish and skewed-gentle algebras in
Section 2.2 following [CB89] and [GdlPn99]. Section 2.3 deals with direc-
ted and undirected alphabets obtained from a clannish algebra and words
built from any of the alphabets. In the next chapter, we de�ne the notion
of asymmetric and symmetric strings and bands which are given by equi-
valence classes of certain words. We examine in Subsection 2.3.1 the so
called Z−words more closely which lead to the notion of bands. In particu-
lar, we determine certain properties of words in Subsections 2.3.2 and 2.3.3.
These properties are required in order to describe the words which lead to
L−graphs giving canonical XΛ−representations (compare Sections 4.5 and
4.6). We close the chapter with Section 2.4 which explains how directed
words describe Λ−modules.

Throughout this thesis let k be a �eld. Note that k is not necessarily
algebraically closed.
Moreover, we denote by N the natural numbers including 0.

2.1 Quivers and their representations

We follow [ARS97]. For k algebraically closed, see also [ASS06].

A quiver Q is given by a quadruple (Q0,Q1, s, t) consisting of a �nite
set of vertices Q0, a �nite set of arrows Q1 and two maps s, t ∶ Q1 Ð→ Q0,
assigning to each arrow x ∈ Q1 its source s(x) and its target t(x), giving
x ∶ s(x)Ð→ t(x). A loop at vertex i is an arrow x ∈ Q1 with s(x) = t(x) = i.
A path p in Q is given by a sequence p = pn . . . p1 of arrows pi ∈ Q1, 1 ≤ i ≤ n,
such that s(pi+1) = t(pi). The length of such a path p is n. We denote by
s(p) ∶= s(p1) the source of p and its target by t(p) ∶= t(pn). For each vertex
i ∈ Q0 we have the trivial path ei of length 0 with s(ei) = t(ei) = i.
The concatenation p○q of two paths p = pn . . . p1 and q = qm . . . q1 is given by

p ○ q =

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

pn . . . p1qm . . . q1 if s(p1) = t(qm),
pn . . . p1 if q = es(p1),
qm . . . q1 if p = et(qm),
0 otherwise.

In the following, we also write pq instead of p ○ q for short.
A k−linear representation of Q is given by a tuple V = (Vi, Va)i∈Q0,a∈Q1 where
Vi is a vector space for each i ∈ Q0 and Va ∶ Vi → Vj is a linear map for each
a ∶ i→ j ∈ Q1. The representation V is called �nite dimensional if Vi is �nite
dimensional for all i ∈ Q0.
Let V = (Vi, Va)i,a and W = (Wi,Wa)i,a be two representations of a given
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quiver Q. A morphism f ∶ V Ð→ W is given by a family f = (fi)i∈Q0 of
k−linear maps fi ∶ Vi Ð→Wi such that fjVa =Wafi for (a ∶ i → j) ∈ Q1, i.e.
the following diagram commutes:

Vi
fi //

Va

��

Wi

Wa

��
Vj

fj //Wj

The composition of two morphisms of representations is given in the obvious
way. The direct sum V ⊕W of V and W is given by

(Vi ⊕Wi, Va ⊕Wa = (
Va 0
0 Wa

))
i,a

.

A representation V = (Vi, Va)i,a is called indecomposable if it cannot be writ-
ten as a direct sum V =W ⊕U of two non-zero representations W , U .
We denote the category of representations of a quiver Q by Rep(Q). The
full subcategory of �nite dimensional representations is denoted by rep(Q).
If Q is �nite, then both categories are abelian.
Moreover, one can associate to any quiver Q the path algebra kQ. This is the
k−algebra with underlying k−vector space with basis given by the paths in
Q. The product of two basis elements is given by the above concatenation.
The path algebra is associative. Furthermore, kQ is �nite dimensional if and
only if Q does not have oriented cycles, see [ARS97, �III.1, Proposition 1.1].
It is unital with 1 = ∑v∈Q0

ev.
A relation r on a quiver Q is a k−linear combination of paths pi which
have lengths at least two. For R a set of relations on Q, the pair (Q,R)
is called a quiver with relations. Its associated path algebra k(Q,R) is
given by kQ/(R). Generally, we are going to consider for any algebra Λ
left Λ−modules and denote by Mod(Λ) the category of all those modules.
We denote the full subcategory of �nite dimensional modules by mod(Λ).
It is a well-known result, e.g. [ARS97, �III.1, Theorem 1.5], that the cat-
egories rep(Q) and mod(kQ) are equivalent. This induces an equivalence
between rep(Q,R) and mod(kQ/(R)) [ARS97, �III.1, Proposition 1.7].
Furthermore, the following Krull-Remak-Schmidt-Theorem is well-known:

Theorem 2.1. [ARS97, Theorem 2.2 (b)] Let Λ be a k−algebra and let
{Vi}i∈I and {Wj}j∈J be two �nite families of �nitely generated indecomposable
Λ−modules. If

∐
i∈I

Vi ≅∐
j∈J

Wj ,

then there exists a permutation π ∶ I → J such that Vi ≅Wπ(i) for all i ∈ I.
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2.2 Clannish algebras

We consider clannish algebras in the sense of [CB18], with one minor restric-
tion: we ask the relations on the special arrows to be idempotent relations.

Let Q be a quiver, Sp a subset of the loops of Q. We call any ε ∈ Sp
a special arrow, and in contrast to that any a ∈ Q1 /Sp an ordinary arrow.
We denote the set of ordinary arrows by Qord

1 . Let RSp ∶= {ε2 − ε ∣ ε ∈ Sp}
describe the idempotent relations on the special arrows, and let R be a set
of monomial relations on Q which do not start or end in a special loop, nor
involve the square of one.

De�nition 2.2. Let Λ = kQ /(R∪RSp). We call the algebra Λ clannish if
the following conditions hold:

(i) at most two arrows start at any vertex: ∣{a ∈ Q1 ∣ s(a) = v}∣ ≤ 2 for all
v ∈ Q0,

(i)* at most two arrows terminate at any vertex: ∣{a ∈ Q1 ∣ t(a) = v}∣ ≤ 2
for all v ∈ Q0,

(ii) for any a ∈ Qord
1 , there is at most one c ∈ Q1 such that ca ∉ R,

(ii)* for any a ∈ Qord
1 , there is at most one b ∈ Q1 such that ab ∉ R.

Example 2.3. 1. The algebra Λ = kQ/(R∪RSp) with quiver Q

●ε
$$

a
zz

Sp = {ε} and R = {a2} is a clannish algebra.

2. Let Q be given by

●ε
$$ x // ● y //

κ

�� ● η
zz

with Sp = {ε, η, κ} and R = {yx}. Then kQ/(R∪RSp) is a clannish
algebra.

3. Consider the quiver Q

1
x // 2

y //

κ

��
3

4

z
@@

with Sp = {κ} and R = ∅. The path algebra kQ/(R∪RSp) is not
clannish since (i)∗ does not hold for vertex 2.
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4. The algebra Λ = kQ/(R∪RSp) with quiver Q

1
x // 2

y // 3

4

z
@@

with Sp = ∅, R = {yx, yz} is clannish.

Similar to clannish is � as the name already suggests � the notion of
quasi-clannish which is a generalization of the former. To this end, let Q,
Sp, Qord

1 and RSp be as above. Denote by R a set of relations, by (R̄) the
ideal in kQ/(RSp) generated by the classes of elements in R. Let J be the
ideal in kQ/(RSp) generated by the ordinary arrows.
We denote by g the following automorphism of kQ/(RSp) of order 2:

g(1v) = 1v for all v ∈ Q0,

g(a) =
⎧⎪⎪⎨⎪⎪⎩

a if t(a) ∈ Qord
0 ,

−a if t(a) ∈ QSp
0 ,

for all a ∈ Qord
1 ,

g(ε) = 1s(ε) − ε for all ε ∈ Sp,

where QSp
0 = {s(ε) ∣ ε ∈ Sp}, Qord

0 = Q1/QSp
0 .

De�nition 2.4. [GdlPn99, De�nition (4.2)] Let Λ = kQ/(R∪RSp). Then
Λ is called quasi-clannish if the following conditions hold:

(i) (R̄) ⊆ J2 is a ⟨g⟩−ideal in kQ/(RSp),

(ii) at most two arrows start at any vertex: ∣{a ∈ Q1 ∣ s(a) = v}∣ ≤ 2 for all
v ∈ Q0,

(ii)* at most two arrwos terminate at any vertex: ∣{a ∈ Q1 ∣ t(a) = v}∣ ≤ 2
for all v ∈ Q0,

(iii) for any a ∈ Qord
1 there is at most one b ∈ Q1 with ab ∉ R,

(iii)* for any a ∈ Qord
1 there is at most one c ∈ Q1 with ca ∉ R.

Lemma 2.5. [GdlPn99] Any clannish algebra is quasi-clannish.

Example 2.6. By Lemma 2.5, Example 2.3.1., 2. and 4. also are quasi-
clannish algebras.

The converse of Lemma 2.5 does not hold in general. But one can restrict
the notion of quasi-clannish as follows:

De�nition 2.7. Let Λ = kQ/(R∪RSp) be quasi-clannish. We call Λ string-
quasi-clannish if R consists of monomial relations only and no relation con-
tains the square of a special loop.
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Then we obtain the following result:

Lemma 2.8. Any string-quasi-clannish algebra is clannish.

Proof. It is enough to check that no relation starts or ends in a special loop.
We give a proof by contradiction.
Let ε ∈ Sp and let p and q be paths in Q such that εp and qε are again
paths. Assume for simplicity that p and q only consist of ordinary arrows
that do not end in vertices incident to special loops. By De�nition 2.7, (R̄)
is ⟨g⟩− invariant in kQ/(RSp). The action of g on εp and qε is given by the
following:

g(εp) = (1s(ε)−ε)p = p − εp, (9)

g(qε) = q(1s(ε) − ε) = q − qε. (10)

Now (9) and (10) do not lie in (R̄) since R only consists of monomial rela-
tions. Thus, they give a contradiction.

De�nition 2.9. [GdlPn99, De�nition (4.2)] Let Λ = kQ/(R∪RSp) be quasi-
clannish. It is called skewed-gentle if it additionally satis�es the following
conditions:

(iv) R consists of monomial relations of length 2,

(v) for any a ∈ Qord
1 there is at most one b ∈ Q1 with ab ∈ R,

(v)* for any a ∈ Qord
1 there is at most one c ∈ Q1 with ca ∈ R.

Example 2.10. 1. The algebras in Example 2.3.1. and Example 2.3.2.
are skewed-gentle.

2. The algebras in Example 2.3.3. and 2.3.4. are not skewed-gentle.

3. The algebra given by the following data is not skewed-gentle:

Q ∶ 1
a // 2

b // 3
c // 4 ,

Sp = ∅, R = {cba}.

Lemma 2.11. Any skewed-gentle algebra is clannish.

Proof. Since any relation is of length two, it does not contain the square of
a special loop. Lemma 2.8 yields the result.

Remark 2.12. Any algebra which is Morita equivalent to a clannish (quasi-
clannish, skewed-gentle, respectively) algebra is also called clannish (quasi-
clannsih, skewed-gentle, respectively).
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2.3 Words

In order to give a description for words of the clannish algebra Λ, we consider
the latter in terms of the quiver Q with relations R∪RSp. We follow [CB18]
for most de�nitions in this section.
Let Λ = kQ/(R∪RSp) be a clannish algebra.

A letter is an arrow x ∈ Q1, its formal inverse x−1, or a symbol ε∗ for any
ε ∈ Sp. The formal inverse of a symbol ε∗ is given by itself.
We call a letter a±1 for a ∈ Qord

1 of ordinary type or simply ordinary, and a
letter ε±1, ε∗ for ε ∈ Sp of special type or simply special. We distinguish direct
letters, which are of the form x for some x ∈ Q1, from inverse letters, which
are of the form x−1 for some x ∈ Q1.
In the next step, we want to build words from certain sets of letters, so called
alphabets. We are going to consider two types of words, coming from two
types of alphabets.
We denote by

Γd(Λ) ∶= {a, a−1 ∣ a ∈ Qord
1 } ∪ {ε, ε−1 ∣ ε ∈ Sp}

the directed alphabet of Λ, and by

Γud(Λ) ∶= {a, a−1 ∣ a ∈ Qord
1 } ∪ {ε∗ ∣ ε ∈ Sp}

the undirected alphabet of Λ.
There exists the following forgetful map:

ϕd
ud∶ Γd(Λ) Ð→ Γud(Λ)

xκ z→
⎧⎪⎪⎨⎪⎪⎩

xκ if x ∈ Qord
1 ,

x∗ if x ∈ Sp,
(11)

for κ ∈ {+1,−1}.

Example 2.13. Let Λ be as in Example 2.2.1. Then its directed and undir-
ected alphabet are given by

Γud(Λ) = {a, a−1, ε∗},
Γd(Λ) = {a, a−1, ε, ε−1}.

Example 2.14. Let Λ be given by the quiver

Q ∶ 1ε 99
a

��

5

e

��

κee

2

c
@@

d

��
3η 99

b
@@

4
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with Sp = {η, κ, ε}, R = {ca, db, ec}. Its undirected and directed alphabets are

Γud(Λ) = {a, b, c, d, e, a−1, b−1, c−1, d−1, e−1, ε∗, κ∗, η∗},
Γd(Λ) = {a, b, c, d, e, a−1, b−1, c−1, d−1, e−1, ε, κ, η, ε−1, κ−1, η−1}.

In the following, we might simply write Γud, Γd if the given algebra is
clear from the context.
Let Γ be either a directed or undirected alphabet for a clannish algebra Λ.
Then a Γ−I−word wI is given by a sequence of letters from Γ of the following
form:

wI =

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

w1 . . .wn if I = {0, . . . , n}, (n > 0),
w1w2 . . . if I = N,
. . .w−1w0 if I = −N,
. . .w−2w−1w0 ∣ w1w2 . . . if I = Z,

(12)

such that

(i) for two consecutive letters wi, wi+1: s(wi) = t(wi+1) in Q,

(ii) for two consecutive letters wi, wi+1: w
−1
i ≠ wi+1,

(iii) if r = r1 . . . rk ∈ R, then neither r nor its inverse r−1 = r−1k . . . r−11 occur
as a consecutive subsequence of wI.

(iv) for ε ∈ Sp, ε∗ε∗ does not occur as a consecutive subsequence of wI in
Γud, nor do εε and ε

−1ε−1 occur as a consecutive subsequence of wI in
Γd.

Note that the "∣" in the de�nition of a Z−word is necessary to indicate the
position of the letter w0 and w1 within the word.

Example 2.15. Consider the algebra Λ from Example 2.2.1.
Then for I = {0,1,2,3},

w = ε−1aε
is a Γd − I−word. For I = Z,

wZ = . . . aε∗aε∗ ∣ a−1ε∗a−1ε∗ . . .

is a Γud −Z−word, where wZ consists of repetitions of the displayed subword
to the left and to the right.

Example 2.16. Let Λ be as in Example 2.14. Then

wN = ε∗a−1d−1eκ∗cbη∗b−1aε∗a−1d−1eκ∗cbη∗b−1a . . .

is a Γud −N−word and the following gives a Γd − (−N)−word:

w−N = . . . d−1eκe−1daε−1a−1d−1eκ.
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The length of a Γ− I−word with I = {0, . . . , n} is given by n. For I = {0},
a Γ − I−word is given by a trivial word 1v,κ for some vertex v ∈ Q0 and
κ ∈ {+,−}. We call a Γ − I−word wI directed if Γ = Γd and undirected if
Γ = Γud. With this adjective to describe the words, we might also drop the
Γ−notation and say for instance "directed I−word" instead of "Γd−I−word".
We denote the set of all directed I−words by W I(Γd(Λ)), and the set of
all undirected I−words by W I(Γud(Λ)). If the given algebra is clear from
the context, we write W I

⋆ instead of W I(Γ⋆(Λ)) where ⋆ ∈ {ud,d}. We
denote byW(Γ⋆(Λ)) = ⋃∣ I ∣∈NW I(Γ⋆(Λ)) the set of all �nite words of Γ⋆(Λ),
⋆ ∈ {ud,d}. We write W⋆ (⋆ ∈ {ud,d}) for short. For any word in W⋆, we
drop the subscript in the notation when convenient and write w ∈ W⋆ of
length n instead of wI ∈W⋆ with I = {0, . . . , n}.
Note that (11) induces the map

Φd
ud∶W(Γd(Λ))Ð→W(Γud(Λ)). (13)

For a directed I−word vI, we call an undirected I−word wI ∈ Φd
ud(vI) an

undirected version of vI.
Vice versa, for some undirected I−word wI, we call any directed I−word vI
in the preimage (Φd

ud)
−1 (wI) of wI a directed version of wI.

For a given Γ − I−word wI there exists for every i ∈ I an associated vertex
vi(wI) in Q0, given by

for I = Z ∶ vi(wZ) = s(wi) = t(wi+1),

for I = N ∶ vi(wN) =
⎧⎪⎪⎨⎪⎪⎩

s(wi) = t(wi+1) if i ≥ 1,
t(w1) if i = 0,

for I = −N ∶ vi(w−N) =
⎧⎪⎪⎨⎪⎪⎩

s(wi) = t(wi+1) if i ≤ −1,
s(w0) if i = 0,

for I = {0, . . . , n} ∶ vi(w) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

s(wi) = t(wi+1) if 0 < i < n,
t(w1) if i = 0,
s(wn) if i = n,

if w ≠ 1v,κ for all v, κ,

{ v if w = 1v,κ, some v, κ.

Example 2.17. We consider the word w from Example 2.15. Then

vi(w) = s(wi) = 1 for all i ∈ {0, . . .3}.

Example 2.18. Let Λ and wN be given as in Example 2.16. Then

v5(wN) = s(w5) = s(κ∗) = 5 = t(w6) = t(c),
v2(wN) = s(w2) = s(a−1) = 2.
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The inverse of a Γ − I−word wI as in (12) is given by

w−1I =

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

w−1n . . .w−11 if I = {0, . . . , n}, (n > 0),
. . .w−12 w−11 if I = N,
w−10 w−1−1 . . . if I = −N,
. . .w−12 w−11 w−10 ∣ w−1−1w−1−2 . . . if I = Z,

(14)

with (x−1)−1 = x for any letter x ∈ Γ.
Note that the inverse of a Γ − N−word is given by a Γ − (−N)−word by
de�nition, and, dually, the inverse of a Γ − (−N)−word is an Γ −N−word.
We de�ne the inverse of a trivial word by (1v,κ)−1 = 1v,−κ.

Example 2.19. The inverse of w from Example 2.15 is given by

w−1 = ε−1a−1ε.

For wZ from the same example, we obtain the inverse

w−1Z = . . . aε∗aε∗ ∣ a−1 . . . .

Example 2.20. The inverses of the words from Example 2.16 are given by

(wN)−1 = . . . a−1bη∗b−1c−1κ∗e−1daε∗,
(w−N)−1 = κ−1e−1daεa−1d−1eκ−1e−1d . . . .

Now we choose for each letter l ∈ Γ a sign sgn(l) ∈ {+,−} such that
two distinct letters l and l′ with the same starting vertex in Q have the
same sign if and only if {l, l′} = {x−1, y} and either xy ∈ R or x = y ∈ Sp.
Thus, if wi and wi+1 are two consecutive letters in a Γ − I−word wI, then
sgn(w−1i ) = − sgn(wi+1).
The sign of a Γ−I−word wI for I = {0, . . . , n} or I = N is given by sgn(w1), or,
if wI = 1v,κ, by κ. Simlarly, for I = −N, it is given by sgn(w0). Additionally,
we assume for a given algebra Λ that the sign on a letter is compatible with
both alphabets Γd and Γud, that is, for any two letters x ∈ Γd, y ∈ Γud with
ϕd

ud(x) = y we have sgn(x) = sgn(y).

Example 2.21. Consider Λ as in Example 2.3.1. and Γd(Λ), Γud(Λ) from
Example 2.13. It follows from the relations on Λ that sgn(a) = sgn(a−1) and
sgn(ε) = sgn(ε−1), but sgn(a) ≠ sgn(ε).

Example 2.22. Let Λ be as in Example 2.14 and consider its undirected
alphabet Γud. We obtain the following correspondences from the given rela-
tions:

sgn(c−1) = sgn(a) ≠ sgn(d−1),
sgn(d−1) = sgn(b) ≠ sgn(c−1),
sgn(e−1) = sgn(c) ≠ sgn(κ∗),
sgn(b−1) ≠ sgn(η∗),
sgn(a−1) ≠ sgn(ε∗).

24



Thus, we can choose the signs as follows:

sgn(c−1) = sgn(d−1) = sgn(d) = sgn(κ∗) = sgn(η∗) = sgn(ε∗) = +,
sgn(e−1) = sgn(a−1) = sgn(b−1) = sgn(a) = sgn(b) = sgn(c) = sgn(e) = −.

As for each letter x ∈ Γ, the source and target vertices s(x) and t(x) are
de�ned via the quiver Q, we can extend this de�nition to some words. We
de�ne for wI a Γ−I−word with I = {0, . . . , n} or I = N, the source to be given
by s(wI) = v0(wI). For I = {0, . . . , n}, its target is given by t(wI) = vn(wI),
respectively for I = −N by t(wI) = v0(wI).
The composition vw of a Γ − I−word v and a Γ − J−word w is given by
the concatenation of sequences of letters, provided s(v) = t(w), sgn(v−1) =
− sgn(w), and vw is again a Γ−I′ −word for some I′. Conventionally, we de�ne
1v,κ1v,κ = 1v,κ. The composition of a Γ − (−N)−word v−N and a Γ −N−word
wN is indexed in a way such that

(vw)Z = . . . v−1v0 ∣ w1w2 . . . .

Example 2.23. Let Λ be as in Example 2.2.1.

1. Let w = ε−1aε, v = aε. Then we know by Example 2.21 that sgn(ε) =
− sgn(a) and thus

wv = ε−1aεaε.
Note that vw is not a word, since the two words cannot be composed in
this order.

2. Let w−N = . . . aεa−1 be an (−N)−word and let vN = εa . . . be an N−word.
Then the composition (wv)Z is a Z−word given by

(wv)Z = . . . aεa−1 ∣ εa . . . .

Example 2.24. Consider Λ as in Example 2.3.1. and w−N and wN from
Example 2.16. Then we cannot compose them since sgn(κ∗) = + = sgn(η∗)
and also their concatenation does not result in a Γ −Z−word.

Any word which is bounded from below or above (I ∈ {N,−N,{0, . . . , n}})
can be composed with a suitable trivial word:

1v,κw1v̄,κ̄ if v = v0(w), κ = − sgn(w1),
v̄ = vn(w), κ̄ = − sgn(w−1n ),

1v,κwN if v = v0(wN), κ = − sgn(w1),
w−N1v,κ if v = v0(w−N), κ = − sgn(w−10 ).

A subword of a Γ − I−word wI is a subsequence of consecutive letters of wI.

Example 2.25. Any Γ − Z−word has an N−word and an (−N)−word as
subwords.
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We �x some notation for certain subwords of a Γ−I−word wI, where i ∈ I:

wI[< i] ∶= . . .wi−2wi−1,

wI[≤ i] ∶= . . .wi−1wi,

wI[> i] ∶= wi+1wi+2 . . . ,

wI[≥ i] ∶= wiwi+1 . . . .

Thus, wI = wI[≤ i]wI[> i] = wI[< i]wI[≥ i] for any i ∈ I.
For a �nite Γ−word w of length n it follows

w[< 1] = 1v,κ, where v = v0(w), κ = sgn(w1),
w[≥ 1] = wI,

w[> n] = 1v′,κ′ , where v′ = vn(w), κ′ = − sgn(w−1n ),
w[≤ n] = wI.

Example 2.26. 1. Let Λ be as in Example 2.3.1. Consider w as in Ex-
ample 2.23.1. Then

w[< 3] = ε−1a,
w[< 2] = ε−1,
w[< 1] = 11,κ, where κ = sgn(ε−1),
w[≤ 3] = w,
w[≤ 2] = w[< 3],
w[≤ 1] = w[< 2],

2. Let zZ = (wv)Z from Example 2.23.2. Then

z[< 1] = z[≤ 0] = w,
z[> 0] = z[≥ 1] = v.

Example 2.27. 1. Consider Λ from Example 2.3.1. and wN as in Ex-
ample 2.16. Then

wN[> 3] = wN[≥ 4] = eκ∗cbη∗ . . . ,
wN[< 1] = 1v,κ, v = v0(wN), κ = sgn(w1)

2. For w−N from Example 2.16 one has

w−N[≤ −2] = . . . a−1d−1,
w−N[≥ −1] = eκ.
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There exists an equivalence relation on W⋆, ⋆ ∈ {d,ud}:

v ∼ w if and only if v = w−1 or v = w. (15)

Example 2.28. 1.) Let Λ be as in Example 2.3.1. For w = aε∗a−1ε∗,
v = ε∗aεa−1 we obtain w ∼ v since v = w−1.

2.) Consider Λ from Example 2.14. The words v = daε∗ and w = ε∗a−1d−1
are equivalent.

For Γ −Z−words we de�ne the shift wZ[m] of wZ for some m ∈ Z by

wZ[m] ∶= . . .wm ∣ wm+1 . . . . (16)

If there exists p ∈ N /{0} minimal with the property wZ = wZ[p], then we call
p the period of wZ and can write wZ in the following way:

wZ = . . .w1 . . .wp ∣ w1 . . .wp . . . .

We call the �nite subword w1 . . .wp of wZ periodic part and denote it by
ŵp. We say that any letter of the form wi+(k−1)p for k > 0, i ∈ {1, . . . , p}
belongs to the positive copy ŵ

(k)
p of ŵp, while any wi+kp for k ≤ 0 and i ∈

{0,−1, . . . ,−p + 1} belongs to the negative copy ŵ
(k)
p .

Example 2.29. Consider Λ as in Example 2.3.1. and wZ with periodic part
ŵp = ε∗a. Then

w1w2 = ŵ(1)p w3w4 = ŵ(2)p ,

w−1w0 = ŵ(0)p w−3w−2 = ŵ(−1)p

since p = 2 and

w1 = w1+(1−1)2, w2 = w2+(1−1)2, w3 = w1+(2−1)2, w4 = w2+(2−1)2,

w0 = w0+0⋅2, w−1 = w−1+0⋅2, w−2 = w0+(−1)⋅2, w−3 = w−1+(−1)⋅2

Remark 2.30. Let m ∈ Z be positive. Then shifting by −m means moving
the letters of wZ by m positions to the right. Shifting by m means moving
the letters by m positions to the left.

Lemma 2.31. The shift is additive:

wZ[m + n] = (wZ[m])[n].

Proof. Consider the shifting map τm ∶ Z→ Z, de�ned by τm(i) = i+m. With
respect to the positions of the letters, the shift is exactly given by this map
acting on their indices. One has τm+n(i) = i +m + n = τn(τm(i)), giving the
result.
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We introduce an equivalence relation ∼Z on W Z
⋆ for ⋆ ∈ {d,ud} as follows:

wZ ∼Z vZ if and only if wZ = vZ[m] or wZ = v−1Z [m] for some m ∈ Z .

Example 2.32. 1. Take Λ as in Example 2.3.1. and consider the two
following words of period 4:

wZ = . . . εaε−1a ∣ εaε−1a . . . ,
vZ = . . . a−1εa−1ε−1 ∣ a−1εa−1ε−1 . . . .

The inverse of wZ is given by

w−1Z = . . . εa−1ε−1a−1 ∣ εa−1ε−1a−1.

It follows vZ ∼Z wZ since vZ = w−1Z [−1].

2. Let Λ be as in Example 2.28.2. and consider

wZ = . . . κ∗cbη∗b−1c−1 ∣ κ∗cbη∗b−1c−1 . . . ,
vZ = . . . b−1c−1κ∗cbη∗b−1 ∣ c−1κ∗cbη∗b−1 . . . .

Then vZ ∼ wZ since vZ = w−1Z [−2].

Lemma 2.33. The relations ∼ and ∼Z are equivalence relations on W⋆, WZ
⋆,

respectively.

The proof is given in the next subsection.
Since one can clearly distinguish between the equivalence relations ∼ and ∼Z,
we drop the index of the second equivalence relation and use ∼ instead of ∼Z
for easier reading in the following.

2.3.1 Properties of Z−words

In this subsection, we examine Γ − Z−words more closely. We obtain nice
properties with respect to their shifts and inverses.

Lemma 2.34. Let wZ ∈WZ
⋆, ⋆ ∈ {d,ud}, and let k ∈ Z. Then

w−1Z [−k] = (wZ[k])−1.

Proof. The statement follows easily by comparing the two:
Write wZ = . . .w−1w0 ∣ w1w2 . . . . Then the shift by k ∈ Z is given by

wZ[k] = . . .wk−1wk ∣ wk+1wk+2 . . .

and its inverse by

(wZ[k])−1 = . . .w−1k+1w−1k ∣ w−1k−1w−1k−2 . . . .
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On the other hand, the inverse of wZ is

w−1Z = . . .w−11 w−10 ∣ w−1−1w−1−2 . . . .

Shifting this by −k gives

w−1Z [−k] = . . .w−1k+1w−1k ∣ w−1k−1w−1k−2 . . . .

It follows that w−1Z [−k] = (wZ[k])−1.

Corollary 2.35. Let wZ ∈WZ
⋆, ⋆ ∈ {d,ud}, and let k ∈ Z. Then

wZ[k] = (wZ[k])−1 if and only if wZ = (wZ[2k])−1.

Proof. By Lemma 2.34, we have that (wZ[k])−1 = w−1Z [−k]. Applying this to
wZ[k] = (wZ[k])−1 and then using a shift by −k on both sides of the newly
obtained equation gives

w−1Z [−2k] = wZ.

Applying again Lemma 2.34 to the left hand term, it follows that

(wZ[2k])−1 = wZ.

Example 2.36. Let Λ be as in Example 2.3.1. Let

wZ = . . . ε∗a−1ε∗a ∣ ε∗a−1ε∗aε∗a−1ε∗a . . . .

Note that wZ is periodic with p = 4. Now consider the shift of wZ by 2. Then

wZ[2] = . . . ε∗a−1ε∗aε∗a−1 ∣ ε∗aε∗a−1ε∗a . . . ,
(wZ[2])−1 = . . . ε∗a−1ε∗a ∣ ε∗a−1ε∗aε∗a−1ε∗a . . .

and thus wZ = (wZ[2])−1. Similarly, we obtain that wZ[1] = (wZ[1])−1.

Example 2.37. Consider Example 2.32.2. Then vZ = w−1Z [2]. We have
vZ = (wZ[2])−1 as well.

Proof of Lemma 2.33. We �rst show re�exivity, symmetry and transitivity
for ∼. Then we show the same for ∼Z.

● Re�exivity of ∼ obviously holds since w = w for any �nite word w.
Similarly, if v = w−1, then also w = v−1 and hence symmetry is given.
For transitivity, we use the same arguments: let v ∼ w, w ∼ u. Without
loss of generality, let v = w−1. Then either w = u and it follows v = u−1,
hence v ∼ u; or w = u−1 and v = u, hence v ∼ u.
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● For the relation ∼Z, re�exivity is given by wZ = wZ[0]. To show sym-
metry, assume wZ ∼ vZ. Assume at �rst wZ = vZ[m] for some m ∈ Z.
Then vZ = wZ[−m] and thus vZ ∼ wZ. If, on the other hand, wZ = v−1Z [m]
for somem ∈ Z, then it follows that vZ = (wZ[−m])−1 = w−1Z [m] (Lemma
2.34). Hence, vZ ∼ wZ. To show transitivity, let wZ ∼ vZ and vZ ∼ uZ.
Assume at �rst wZ = vZ[m] for some m ∈ Z. If vZ = uZ[k] for some
k ∈ Z, then wZ = uZ[k][m] = uZ[k +m]. Hence, wZ ∼ uZ. Now assume
that vZ = u−1Z [k] for some k ∈ Z. Then we obtain that wZ = u−1Z [k +m]
and thus wZ ∼ uZ. Now assume that wZ = v−1Z [m] and vZ = u−1Z [k] for
some k ∈ Z. Applying Lemma 2.34 gives that wZ = uZ[m − k] and thus
wZ ∼ uZ. If, on the other hand, vZ = uZ[k], then, again by the same
lemma, wZ = u−1Z [m − k]. It follows that wZ ∼ uZ. Hence transitivity
also holds.

2.3.2 Coadmissible words

In this subsection we introduce the notion of a coadmissible word. It is
useful with respect to the context of matrix problems for clannish algebras
(cf. Chapter 4). The connection becomes clear in Sections 4.5 and 4.6.

De�nition 2.38. Let wI ∈ Γ⋆ for ⋆ ∈ {d,ud}.
Then wI is left coadmissible provided that either I is not bounded below, or
sup(I) = n ∈ N and there does not exist a letter l ∈ Γ⋆ such that lwI is again
a word for l = ε±1 or l = ε∗ for some ε ∈ Sp. 

Similarly, wI is right coadmissible provided that either I is not bounded above,
or sup(I) = n ∈ N and there does not exist a letter l ∈ Γ⋆ such that wIl is
again a word for l = ε±1 or l = ε∗ for some ε ∈ Sp.
We call wI coadmissible provided that wI is both left and right coadmissible.

Example 2.39. Consider Λ as in Example 2.3.1. Then

1. w = εa is left coadmissible, but not rightcoadmissible,

2. w = aε∗ is right coadmissible, but not left coadmissible,

3. w = εaε−1 is coadmissible.

Example 2.40. Let Λ be as in Example 2.14.

1. The word wN from Example 2.16 is left coadmissible.

2. The word w−N from Example 2.16 is right coadmissible.

3. Let wZ be as in Example 2.32.2. It is coadmissible.

4. The word w = eκ∗c is also coadmissible.
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5. The word w = e is left coadmissible but not right coadmissible.

Denote by

Ŵ(Γ⋆(Λ)) ∶= {wI ∈W(Γ⋆(Λ)) ∣ wI right coadmissible }

the set of all right coadmissible words in Γ⋆, with ⋆ ∈ {d,ud}. Now let

Wpos
⋆ ∶=W⋆ ∪WN

⋆

with ⋆ ∈ {d,ud} be the set of positive Γ⋆−words, and let

Wpos

i,κ (Γ⋆(Λ)) ∶= {w ∈W
pos
⋆ ∣ t(w1) = i, sgn(w1) = κ}.

be a subset of Wpos
⋆ consisting of words that have the same target vertex i

and the same sign κ. We also write Wpos

⋆,i,κ for short.
De�ne

Ŵpos
⋆ ∶=Wpos

⋆ ∩ Ŵ(Γ⋆(Λ))

to be the set of positive right coadmissible Γ⋆−words. Let

Ŵpos

⋆,i,κ ∶=W
pos

⋆,i,κ ∩ Ŵ(Γ⋆(Λ))

be the respective subset.

De�nition 2.41. We de�ne for two words v,w ∈ Ŵpos

⋆,i,κ, ⋆ ∈ {d,ud} that
v < w if

(1) v = waz for some suitable word z ∈ Ŵpos
⋆ and a direct letter a, or

(2) w = vb−1z for some suitable word z ∈ Ŵpos
⋆ and an inverse letter b−1, or

(3) v = uaz and w = ub−1z̃, for suitable words z, z̃ ∈ Ŵpos
⋆ , u ∈W⋆, a direct

letter a and an inverse letter b−1.

Theorem 2.42. The relation ” < ” de�nes a lexicographical linear ordering
on Ŵpos

⋆,i,κ, for each ⋆ ∈ {d,ud}, respectively.

Proof. Let v,w ∈ Ŵpos

⋆,i,κ for ⋆ ∈ {d,ud}, v ≠ w. We show that either v < w or
w < v holds. Let n ∈ N maximal such that v1 . . . vn = w1 . . .wn. Then there
are three di�erent possibilities:

(i) vn+1 ≠ wn+1,

(ii) ∣v∣ = n, ∣w∣ > n,

(iii) ∣w∣ = n, ∣v∣ > n.
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Let us �rst consider the case n = 0 separately. We obtain in case (i) by
de�nition of Ŵpos

⋆,i,κ that sgn(v1) = sgn(w1). Thus, by de�nition of sign,

{v1,w1} = {x, y−1} with either yx = 0 or x = y ∈ Sp. Let us assume without
loss of generality that v1 = y−1 and w1 = x. Then we can write

v = y−1u, where u = v[≥ 2],
w = xz, where z = w[≥ 2].

Thus, by (3) of De�nition 2.41, we obtain that v > w. In case (ii) we have
that v = 1i,κ. We can write w = 1i,κw. Hence, w = vw1u for u = w[≥ 2]. If w1

is an inverse letter, we obtain by (2) of De�nition 2.41 that v < w, otherwise
by (1) of De�nition 2.41 that w < v. Case (iii) is analogous.
Let now n > 0. In case (i) we have sgn(vn) = sgn(wn). It follows that
sgn(vn+1) = − sgn(v−1n ) = − sgn(w−1n ) = sgn(wn+1). Thus, {vn+1,wn+1} =
{x, y−1} with either xy = 0 or x = y ∈ Sp. Without loss of generality assume
that vn+1 = y−1, wn+1 = x. Then we can write for u = v1 . . . vn = w1 . . .wn

that
w = uxz, where z = w[≥ n + 2],
v = uy−1s, where s = v[≥ n + 2].

Condition (3) of De�nition 2.41 gives that w < v. In case (ii), µ = sgn(wn+1) =
− sgn(wn) = − sgn(vn). Hence we can write v = v1 . . . vn1s(wn),µ and

w = vwn+1u with u = w[≥ n + 2].

If wn+1 is now an inverse letter, it follows w > v by (2) of De�nition 2.41.
Otherwise we obtain w < v by (3). Case (iii) is again analogous to (ii).

Remark 2.43. It follows from above that we have for a, b ∈ Qord
1 with t(a) =

s(b) in Q and sgn(a) = sgn(b−1) = κ that

a < 1t(a),κ < b−1.

We call two Γ⋆−words vI and wJ comparable if vI,wJ ∈ Ŵpos

⋆,i,κ for some
i ∈ I∩J, κ ∈ {+,−}, ⋆ ∈ {d,ud}, and if vI = wJ, vI < wJ or wJ < vI. Otherwise
we call them incomparable.

Example 2.44. Let Λ be as in Example 2.3.1. Then w = aε∗ and v = a−1ε∗
are two undirected �nite right coadmissible words. One has w = 1t(a),κaz,
v = 1t(a−1),κa−1z with κ = − sgn(a) and z = u = ε∗. By (3) of De�nition 2.41
it follows that w < v.

Example 2.45. Consider Λ as in Example 2.14.

1. Let wN = ε∗a−1d−1eκ∗cbη∗b−1a . . . and vN = ε∗a−1d−1eκ∗e−1daε∗ . . . be
two undirected right coadmissible N−words. Then wN < vN by (2) of
De�nition 2.41. We have used bold letters to indicate the positions of
interest in vN and wN.

32



2. Consider the following undirected �nite right coadmissible words:

w = eκ∗c, v = eκ∗cb, u = eκ∗cd−1, x = cb.

Then w < v by (1), v < u by (2) of De�nition 2.41, and x is incompar-
able to w, v, u.

Note that Φd
ud induces several other maps with the same assignment:

Φ̂d
ud∶ Ŵ(Γd(Λ)) Ð→ Ŵ(Γud(Λ)),

(Φpos)d
ud
∶ Wpos

d Ð→ Wpos

ud ,

(Φ̂pos)d
ud
∶ Ŵpos

d Ð→ Ŵpos

ud .

We also can use the notions of directed and undirected versions with respect
to the maps Φ̂d

ud, (Φpos)d
ud

and (Φ̂pos)d
ud
.

Example 2.46. Let Λ be as in Example 2.3.1.
Let v = εaε−1 be a directed word. Then (Φ)d

ud
(v) = w = ε∗aε∗.

Now consider the undirected word w = ε∗aε∗. Then

(Φd
ud)
−1 (w) = {εaε, εaε−1, ε−1aε−1, ε−1aε},

i.e. it contains v but there are also more directed versions of w.

Example 2.47. Consider Λ from Example 2.3.1. and the words w, s and
wN from Example 2.45 . Then

(Φd
ud)
−1 (w) = {eκ∗c, eκ−1c},

(Φd
ud)
−1 (s) = {cb},

(Φd
ud)
−1 (wN) = {. . . εa−1d−1eκcbηb−1a, . . . ε−1a−1d−1eκcbηb−1a,

. . . ε−1a−1d−1eκ−1cbηb−1a, . . .}.

2.3.3 Minimal words

Let I be �nite throughout this subsection. Let v be a Γud− I−word of length
m with t(v1) = s(µ) for some µ ∈ Sp and s(vm) = s(η), for some η ∈ Sp.
Let k ∈ N. Then we de�ne

v[k] ∶= v(1)κ(1) . . . κ(k−1)v(k)

with

v(i) =
⎧⎪⎪⎨⎪⎪⎩

v if i odd,

v−1 if i even,
and κ(i) =

⎧⎪⎪⎨⎪⎪⎩

η∗ if i odd,

µ∗ if i even.

Then v[k] is again undirected.
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De�nition 2.48. Let w be a Γud− I−word of length n. We call w composite
if w is of the form w = v[k] for some word v of length m < n and some k > 0.
Otherwise, we call w minimal.

Example 2.49. Let Λ be as in Example 2.3.1. and consider its undirected
alphabet. Let

w = aε∗a−1ε∗aε∗a−1ε∗a.
Then w = v[5] for v = a. Thus, w is composite and v is minimal.

Remark 2.50. We can also interpret the notion t[p] for some periodic Γd −
Z−words vZ as follows: Let v̂

(i)
p = εκtηµt−1 for all i ∈ Z . Then t[p] describes

the smallest subword of vZ which contains x ∈ {t, t−1} p times. Consider for
instance p = 3. Then

t[3] = εκtηµt−1εκt.
Lemma 2.51. Let w be a �nite Γud−word of length n with w = w−1. Then
w is composite.

Proof. Writing the equality w = w−1 in terms of letters gives

w1 . . .wn = w−1n . . .w−11 .

It follows that

wi = w−1n+1−i ∀i ∈ {1, . . . , n}. (17)

If n is odd, then we can write n = 2k + 1 for some k ∈ N. In particular, we
obtain that wk+1 = w−1k+1. It follows that wk+1 = ε∗ for some ε ∈ Sp. Moreover,
we have that

w1 . . .wk = w−1n . . .w−1k+2.

Setting u = w1 . . .wk we can write

w = uε∗u−1.

Hence, w is composite.
If n is even, then n = 2k for some k ∈ N. It follows by (17) that wk = w−1k+1
which contradicts the de�nition of a word.

The converse only holds conditionally:

Lemma 2.52. Let w be a composite �nite Γud−word with w = v[k] for some
minimal v and some k ∈ N. If k is even, then w = w−1.
Proof. Since k is even, w is of the form

vε∗ . . . ε∗v−1

for a suitable ε ∈ Sp. Its inverse is given by

w−1 = vε∗ . . . ε∗v−1.

It follows that w = w−1.

34



Example 2.53. Let Λ be given as in Example 2.3.1. Recall that Γud(Λ) =
{a, a−1, ε∗}.
Let w = aε∗a−1ε∗a = v[3] for v = a. Note that k = 3 is odd. The inverse of w
is given by

w−1 = a−1ε∗aε∗a−1.

We see that w ≠ w−1.
Consider in contrast to that x = v[4] = aε∗a−1ε∗aε∗a−1. Its inverse is

x−1 = aε∗a−1ε∗aε∗a−1

and thus x = x−1.

Lemma 2.54. Let w be a �nite Γud−word with w ≠ w−1. If w is coadmissible,
then w is not composite.

Proof. Assume towards a contradiction that w is coadmissible and compos-
ite. By Lemma 2.52 it follows that w = v[k] for some minimal v with k odd.
In particular, k ≠ 2 and there exist ε, η ∈ Sp such that ε∗vη∗ is again a word.
It follows that ε∗wη∗ also is a word. Thus, w is not coadmissible which gives
a contradiction.

Example 2.55. Let Λ be as in Example 2.14. Recall that

Γud(Λ) = {a, b, c, d, e, a−1, b−1, c−1, d−1, e−1, ε∗, κ∗, η∗}.

Let w = c−1κ∗e−1d. Then w ≠ w−1 and w is coadmissible. Futhermore, w is
not composite.
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2.4 Modules obtained from directed words

It is not possible to obtain modules from words in Γud since the letters of
special type ε∗ for ε ∈ Sp are not directed. In Section 3.1, techniques are
introduced on how to give these letters a direction such that one obtains
words in Γd. From those we can directly obtain Λ−modules and hence it is
enough to consider only directed words in this section. The general theory
on this topic can be found in [Rin75]. Here, we mostly follow [CB88] and
[CB18].
Let wI ∈W I

d. The Λ−module M(wI) is given by a k−vector space with basis
bi, i ∈ I, and with action of Λ in terms of the quiver Q as follows:

evbi =
⎧⎪⎪⎨⎪⎪⎩

bi if vi(wI) = v,
0 otherwise,

for ev a trivial path in Λ associated to the vertex v in Q, and for x ∈ Q1:

xbi =

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

bi−1 if i − 1 ∈ I,wi = x,
bi+1 if i + 1 ∈ I,wi+1 = x−1,
bi if wi = x−1 or wi+1 = x, and x ∈ QSp

1 ,

0 otherwise.

Example 2.56. Let Λ = k⟨ε, a⟩/(ε2 − ε, a2), and thus Γd = {a, a−1, ε, ε−1}.
Let w = a−1εaεaε−1 ∈ Wd be a word of length 6. Then the corresponding
module M(w) has as a k-vector space basis b0, . . . , b6 and can be depicted as
follows:

b5
a
~~

ε
  

b4
ε
~~

b6

b3
a
~~

b0
a
  

b2
ε
~~

b1

or easier, as in the rest of this thesis:

b0
aÐ→ b1

ε←Ð b2
a←Ð b3

ε←Ð b4
a←Ð b5

εÐ→ b6.

Remark 2.57. It is important to keep the relations in mind when reading
modules as depicted above. This applies in particular to special letters. Due
to their idempotent relations, a depiction of the form

bi−1
ε←Ð bi

for ε ∈ Sp, is read as follows:

ε(bi) = bi−1,
ε(bi−1) = bi−1.
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Example 2.58. Let Λ be given as in Example 2.14:

Q ∶ 1ε 99
a

��

5

e

��

κee

2

c
@@

d

��
3η 99

b
@@

4

with Sp = {η, κ, ε}, R = {ca, db, ec}. Consider w = eκ−1cbηb−1aε. It is of
length 8. The module M(w) has basis b0, . . . , b8 as k−vector space and is
depicted as

b8
ε
~~

b5
b
  

η
~~

b7
a
~~

b4
b
~~

b6

b1
κ
  

e
~~

b3
c
~~

b0 b2

or equivalently,

b0 b1
eoo κ // b2 b3

coo b4
boo b5

ηoo b // b6 b7
aoo b8.

εoo

Example 2.59. Let Λ = k⟨ε, a⟩/(ε2 − ε, a2) as in Example 2.3.1., and thus
Γd = {a, a−1, ε, ε−1}.
Let wZ = . . . aεaε−1 ∣ aεaε−1aεaε−1 ⋅ ⋅ ⋅ ∈WZ

d of period 4. This gives a module
M(wZ) that is in�nite dimensional as a k-vector space and can be depicted
as

b3
a
~~

ε
  

a
��

b2
ε
~~

b4

b−1
a
||

ε
!!

b1
a
~~

b−2
ε
||

b0

ε
��

b−3
a
||

b−4

or as follows:

⋯ εÐ→ b−4
a←Ð b−3

ε←Ð b−2
a←Ð b−1

εÐ→ b0
a←Ð b1

ε←Ð b2
a←Ð b3

εÐ→ b4
a←Ð ⋯
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Example 2.60. Let Λ be as in Example 2.58 and let wZ be a directed Z−word
in the respective alphabet with periodic part given by ŵ6 = b−1c−1κcbη. The
underlying k−vector space of M(wZ) is in�nite-dimensional. We depict the
module as

b12η
||

b
""

b11
b
||

b13

b6
b
  

η
~~

b10
c
}}

b5
b
~~

b7
c
  

b9
κ
~~

b0
b
  

b4
c
~~

b8

b1
c
  

b3
κ
~~

b2

One can see in all examples, that the action of the formal inverses is
depicted by arrows going from left to right, while the one of direct letters is
depicted by arrows from right to left.

There are two important Λ−module isomorphisms. For wI any directed
I−word, the morphism iw ∶M(w) Ð→M(w−1) is bijective by reversing the
basis. For wZ ∈WZ

d, there is a similar isomorphism iwZ ∶M(wZ)Ð→M(w−1Z )
by reversing the basis according to taking the inverse. For wZ the map
twZ,k ∶M(wZ)Ð→M(wZ[k]), bi ↦ bi−k, k ∈ Z is also an isomorphism.

Example 2.61. We consider Example 2.59. Then p = 4 and tZ,4 acts as
follows on the module M(wZ):

b3
a
��

twZ,4

{{

ε
��

. .
.

a
��

b2

twZ,4

zz

ε
~~

b4

twZ,4ss

b−1
a
||

ε
!!

b1
a
~~

twZ,4

ss

b−2
ε

~~

b0

twZ,4
tt

. . .
ε

��

b−3
a

~~
b−4

Example 2.62. Let Λ and wZ be as in Example 2.60. The period of wZ is 6
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and tZ,6 acts on M(wZ) as depicted:

b12η
||

b
""

twZ,6

vv

b11
b
||

vv

b13

twZ,6qq

b6
b
  

η
~~

twZ,6

ww

b10
c
}}

ww

b5
b
~~

b7
c
  

rr

b9
κ
~~

rr

b0
b
  

b4
c
~~

b8

rr

b1
c
  

b3
κ
~~

b2

Hence, words in the same equivalence class give rise to modules in the
same isomorphism class. Note also that each map twZ,p gives rise to a periodic
part and vice versa.

2.4.1 Modules from periodic words

Let wZ ∈ WZ
d be of period p, i.e. wZ = wZ[p]. Then we can abbreviate the

depiction of M(wZ) to the periodic part and obtain the picture of a classical
band module (see [Rin75, CB88]).

Example 2.63. We consider Example 2.59 from the previous subsection.
Using periodicity of wZ, the depiction of M(wZ) can be reduced to

b0 b1
aoo b2

εoo b3
aoo

ε

ii

Example 2.64. Consider again Example 2.62. Then we can depict M(wZ)
in the following short form:

b0
b //

η

33b1
c // b2 b3

κoo b4
coo b5

boo .

In this case, the Λ−module M(wZ) is free of rank p over k[T,T −1], for T
acting as twZ,p, and hence becomes a Λ − k[T,T −1]−bimodule.
Thus, given a k[T,T −1]−module V , we can "extend" the module M(wZ) to
the module M(wZ, V ) ∶= M(wZ) ⊗k[T,T−1] V ≅ ⊕i∈I Vi for some �nite set I
of cardinality p and Vi = V for all i ∈ I: since M(wZ) is free of rank p over
k[T,T −1], we have as k−vector spaces

M(wZ)⊗k[T,T−1] V ≅ (k[T,T −1])p ⊗k[T,T−1] V ≅ V p.

The depiction of M(wZ, V ) is similar to the one of M(wZ), with disjoint
copies of V at the vertices instead of basis elements. Indexing the copies of
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V is helpful to read the action of Λ which is given according to wZ.
To describe the action of Λ on the vector space M(wZ, V ) more detailed, we
introduce a more formal way of describing the module M(wZ, V ). To this
end, let for i ∈ {0, . . . , p − 1}

Vi = {v̄ ∣ v̄i = v ∈ V, v̄j = 0 ∀j ≠ i},
φi ∶ V ↪ Vi, v ↦ v̄ = (0, . . . ,0, v,0 . . . ,0).

Then we have im(φi) = Vi ≅ V for all i ∈ {0, . . . p − 1} and

M(wZ, V ) = ⊕
0≤i≤p−1

Vi = ⊕
0≤i≤p−1

im(φi) (18)

as k−vector spaces. By the action of Λ on M(wZ, V ), we have

wiφi+1 = φi, (19)

that is, the following diagram commutes:

Vi Vi+1
wioo Vi+2

wi+1oo

V

φi

``

φi+1

OO

φi+2

==

Let (v0, . . . , vp−1) ∈⊕ im(φi). Then

x(v0, . . . , vp−1) =
p−1

⊕
i=0

x((0, . . . ,0, vi,0, . . . ,0)) for all x ∈ Q1,

where by (19) for all x ∈ Qord
1 :

x((δijv)i) =
⎧⎪⎪⎨⎪⎪⎩

(δkiv)i if ∃ arrow x ∶ Vj → Vk,

0 otherwise,

and for all ε ∈ Sp:

ε((δijv)j) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

(δijv)j if ∃ arrow ε ∶ Vl → Vj ,

(δikv)k if ∃ arrow ε ∶ Vj → Vk,

0 otherwise.

Example 2.65. We consider again M(wZ) as in Example 2.63, and V a
k[T,T −1]−module. Then M(wZ, V ) is of the form

V0 V1
aoo V2

εoo V3
aoo

ε

jj
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where the Vi's are disjoint copies of V . Also in this depiction, the special
letters ε and ε−1 are acting with respect to the vector spaces as described in
Remark 2.57. The action of Λ on M(wZ, V ) is thus given as follows: let
(v0, v1, v2, v3) ∈M(wZ, V ). Then a and ε act according to the depiction:

a(v0, v1, v2, v3) = (v1,0, v3,0)
ε(v0, v1, v2, v3) = (v0 + v3, v1 + v2,0,0)

Example 2.66. Consider again Example 2.62. Then we can depict for a
given k[T,T −1]−module V , the moduleM(wZ, V ) in the following short form:

V0
b //

η

22V1
c // V2 V3

κoo V4
coo V5

boo

The action of Λ on the module is given by

(v0, v1, v2, v3, v4, v5)
bz→ (0, v0,0,0, v5,0)
cz→ (0,0, v1, v4,0,0)
κz→ (0,0, v2 + v3,0,0,0)
ηz→ (0,0,0,0,0, v0 + v5).

2.4.2 Modules from periodic words with ŵp = εκvηµv−1

In this subsection we consider directed Z−words wZ of period p = 2m+2 with
periodic part wp of the form εκvηµv−1, where κ,µ ∈ {+1,−1}, v a subword
of wZ with ∣v∣ = m, and ε, η ∈ Sp. We examine words of this form also
more detailed in Subsection 3.2.4. They will play an important role in the
classi�cation of indecomposable Λ−modules (cf. Chapter 6).
For V a k[T,T −1]−module, we have seen in the previous subsection how to
depict the module M(wZ, V ). Let µ = κ = 1, and let the Vi's be disjoint
copies of V . Then

M(wZ, V ) ∶ V1

ε=T

33V2
v1oo ⋯v2oo Vm

vmoo Vm+1
ηoo vm // ⋯ v1 // V2m+2

We can abbreviate this depiction using the symmetries in the two idem-
potents. To this end, let W = V ⊕ V . Then W is a k⟨f, e ∣ f2 = f, e2 =
e⟩−module and we can depict M(wZ,W ) as follows:

M(wZ,W ) ∶ W0ε=e 33 W1
v1oo ⋯v2oo Wm

vmoo η=fnn (20)

where theWi's are disjoint copies ofW andM(wZ,W ) =⊕m
i=0Wi as k−vector

spaces. Note that one can consider the maps φi from the previous subsection
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also with respect to M(wZ,W ). To this end, consider φ̄i ∶Wi Ð→W , where
Wi = {x̄ ∣ x̄i = x ∈ W, x̄j = 0 ∀j ≠ i}, 0 ≤ i ≤ m. One obtains as before
M(wZ,W ) =⊕m

i=0Wi as vector spaces. The commutativity relations are now
given by

viφ̄i = φ̄i−1, 1 ≤ i ≤m
φ̄0 = fφ̄0, (21)

φ̄m = eφ̄m.

Thus, Λ acts on M(wZ,W ) according to wZ, that is, with the notation from
the previous subsection and w ∈W :

x((δijw)i) =
⎧⎪⎪⎨⎪⎪⎩

(δikw)i if ∃ arrow x ∶Wj Ð→Wk,

0 otherwise,

for all x ∈ Qord
1 , and for all ε ∈ Sp

ε((δijw)i) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

(δijw)i if ∃ arrow ε ∶Wl Ð→Wj for some l,

(δikw)i if ∃ arrow ε ∶Wj Ð→Wk,

0 otherwise.

In particular, we have that

ε((δi0w)i) = (δi0f(w))i, and (22)

η((δimw)i) = (δime(w))i. (23)

Example 2.67. Let W be a k⟨f, e ∣ f2 = f, e2 = e⟩−module and let Λ be as in
Example 2.3.1. Consider the periodic word wZ in Γd(Λ) with periodic part
ŵp = εκaεaε−1aεµa−1εa−1ε−1a−1, κ,µ ∈ {+1,−1}. Then we depict M(wZ,W )
as

W0ε=e
++

W1
aoo W2

εoo W3
aoo ε //W4 W5

aoo ε=f
ss

with theWi's disjoint copies ofW for all i ∈ {0, . . .5} and ε,a acting according
to the above descriptions:

a(v0, v1, v2, v3, v4, v5) = (v1,0, v3,0, v5,0),
ε(v0, v1, v2, v3, v4, v5) = (fv0, v1 + v2,0,0, v3 + v4, ev5).

Example 2.68. Let W be a k⟨f, e ∣ f2 = f, e2 = e⟩−module and let Λ be as
in Example 2.58. Consider the periodic word wZ with ŵp = ηδb−1c−1κµbc,
δ, µ ∈ {+1,−1}. Then M(wZ,W ) is depicted as follows:

W0η=e
++

b //W1
c //W2 κ=f

ss
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where the Wi's are disjoint copies of W ,0 ≤ i ≤ 2, and Λ acts as follows:

(v0, v1, v2)
bz→ (0, v0,0)
cz→ (0,0, v1)
ηz→ (fv0,0,0)
κz→ (0,0, ev2).
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3 Words of string and band type

As mentioned before (see Section 2.4) we would like to base the classi�cation
theorem on undirected words. Hence, we need to �nd a bridge from those
to the Λ−modules in the classi�cation statement.
To do so, we are going to introduce two di�erent types of directed words
in Section 3.1. One type is given by weakly consistent words for which the
direction of the special letters depends on the directions of the ordinary
arrows in the word. Here, the direction refers to the exponent of the letter
and thus to its type (inverse, direct). In contrast to the weakly consistent
words, we have the consistent words that include the special letters in the
data set for the directions of the special letters. In particular, we introduce
the c∗−index for letters of weakly consistent words and the c−index for letters
of consistent words. Those indices measure the distance from a directed
special letter to the letters which give conclusion on the type of directed
word.
In Section 3.2, we introduce the notion of asymmetric and symmetric strings
and bands. Our goal is to give the classi�cation of the indecomposable �nite
dimensional modules in terms of those strings and bands. In order to do
so, we will see in Chapter 4 that they result in L−graphs from which the
canonical XΛ−representations are obtained. In preparation of these results,
we take a closer look on the symmetries in symmetric bands in Subsection
3.2.5.
It is only natural to compare the weakly consistent and consistent directed
versions of the strings and bands with the hope that one type of those will
describe the �nite dimensional indecomposable modules. This comparison is
the content of Section 3.3. We will see that the directions coincide on letters
of �nite index, excluding one particular type of letter for symmetric strings
(Theorems 3.53 and 3.61, Proposition 3.67).

3.1 Types of directed words

Througout this subsection let Γ be either the directed or undirected alphabet
of a clannish algebra Λ.

De�nition 3.1. Let wI be a non-trivial Γ − I−word. Then the direction of
the letter wj, j ∈ I is given by

dir(wj) = dirj(wI) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

1 if wj = x for some x ∈ Q1,

−1 if wj = x−1 for some x ∈ Q1,

0 if wj = ε∗ for some ε ∈ Sp .

Note that for Γ = Γd one has dirj(wI) ≠ 0 for all j ∈ I.
We can use the direction of a letter to visualize it, respectively the word it
belongs to:
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If l ∈ Γ is a letter with dir(l) = 1, then we depict it by an arrow going from
right to left:

l←Ð .

If, on the other hand, h ∈ Γ is a letter with dir(h) = −1, then it is of the
form h = l−1 for some l ∈ Q1 and we depict it by an arrow going in opposite
direction:

lÐ→ .

A letter l ∈ Γ of the form l = ε∗ (i.e. l ∈ Γud) is depicted by an edge:

l∗
�.

This visualization is very helpful to the reader: we are going to see later (in
Subsections 3.1.1 and 3.1.2) that the directions on the special letters for the
two mentioned types of directed words are given in an intuitive way with
respect to this visualization.

Example 3.2. Consider the �nite directed word v = ε−1aε of length 3 with
alphabet given by Λ as in Example 2.31. Then the directions of the single
letters are given by

dir(v1) = −1, dir(v2) = 1, dir(v3) = 1.

If we consider the undirected word w = aε∗a−1ε∗ obtained from the undirected
alphabet of the same Λ, then the directions are given by

dir(w1) = 1, dir(w2) = dir(w4) = 0, dir(w3) = −1.

According to the above description, we can depict the two words as follows:

v ∶ εÐ→ a←Ð ε←Ð,

w ∶ a←Ð ε∗
�

aÐ→ ε∗
�.

3.1.1 Weakly consistent words

Throughout this section let wI be a coadmissible undirected I−word for either
I = {0, . . . , n} (n > 0) or I = Z.
We are now going to de�ne weakly consistent words.

De�nition 3.3. Let vI ∈ (Φd
ud)
−1 (wI). We call vI weakly consistent provided

that

dir(vj) = dirj(vI) =
⎧⎪⎪⎨⎪⎪⎩

1 if (wI[< j])−1 ≥ wI[> j],
−1 if (wI[< j])−1 ≤ wI[> j],

for all j ∈ I with wj a special letter.
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In case of equality, the direction is not uniquely de�ned. This means we
can either have dirj(vI) = 1 or dirj(vI) = −1 if (wI[< j])−1 = wI[> j].
It is possible to construct a weakly consistent directed version from an un-
directed word by assigning exponents to the special letters in the undirected
word as described in De�nition 3.3.

Remark 3.4. It is clear from the de�nition that there does not always exist a
unique weakly consistent directed version vI of wI, e.g. we will see in Section
3.2 that there is a unique weakly consistent directed version for words of so
called asymmetric types, but not for symmetric ones.

Remark 3.5. Note that the directions on letters of ordinary type are the
same in the undirected word wI as in its weakly consistent directed version
vI:

dirj(wI) = dirj(vI) for all j ∈ I with wj of ordinary type.

Example 3.6. 1. Consider the algebra Λ as in Example 2.3.1. Let w =
ε∗aε∗. Let v ∈ (Φd

ud)
−1 (w) be weakly consistent. We have v = v1av3

with vi ∈ {ε, ε−1} for i = 1,3. We have for the letter v1 that w[< 1]−1 =
1s(ε),κ, κ = − sgn(ε∗), w[> 1] = aε∗. Hence, w[> 1] = w[< 1]−1az, for
z = ε∗, and thus w[< 1]−1 > w[> 1] and dir(v1) = 1. It follows similarly
that dir(v2) = 1. Hence, v is of the form εaε.

2. Let Λ be as in Example 2.14. Consider w = adε∗d−1a−1 and let v ∈
(Φd

ud)
−1 (w). Then v is given by v = adv3d−1a−1 with v3 ∈ {ε, ε−1}. We

have

(v[< 3])−1 = d−1a−1 = v[> 3].

Thus, v is weakly consistent for any choice of v3.

To measure at which point of wI the relevant information for the direction
of a letter vj in a weakly consistent directed version vI is found, we introduce
an index for each j ∈ I for which vj is of special type:

De�nition 3.7. Let vI be a weakly consistent directed version of the undir-
ected I−word wI. The c

∗−index of a special letter vj, j ∈ I, is given by

ind∗j (vI) ∶= sup{length(zI′) ∣ (wI[< j])−1 = zI′uJ,wI[> j] = zI′xJ′}

for some undirected subwords zI′, uJ, xJ′ of wI.

Note that we can also de�ne this index on the undirected version wI

since the direction of special letters in vI only depends on wI. We de�ne
ind∗j (wI) = ind∗j (vI) for vI a weakly consistent directed version of wI.

We denote by J∗ the interval [j− ind∗j (wI), j+ ind∗j (wI)] in Z, and its left and
right hand side subintervals by J∗− = [j − ind∗j (wI), j], J∗+ = [j, j + ind∗j (wI)],
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respectively.
The letters left (resp. right) of J∗ determine the direction on vj for vI weakly
consistent. We denote them by

j∗− ∶= j − ind∗j (wI) − 1,
j∗+ ∶= j + ind∗j (wI) + 1.

For I = {0, . . . n}, we set conventionally j∗− = 0 (j∗+ = n + 1) if wj∗− = 1i,κ
(wj∗+ = 1i,κ) for i = t(w1), κ = sgn(w1) (i = s(wn), κ = sgn(wn), respectively).

Remark 3.8. By de�nition, wj∗− , wj∗+ are of ordinary type. Hence,

dirj∗−(wI) = dirj∗+(wI) = dirj(vI).

Example 3.9. 1. Consider w (v, respectively) as in Example 3.6.1. Then

ind∗1(w) = 0, 1∗ = [1,1], 1∗− = 0, 1∗+ = 2,
ind∗3(w) = 0, 3∗ = [3,3], 3∗− = 2, 3∗+ = 4.

2. Let Λ be as in Example 2.3.1 and let w = ε∗a−1ε∗a−1ε∗aε∗aε∗. Then

ind∗1(w) = 0, 1∗ = [1,1], 1∗− = 0, 1∗+ = 2,
ind∗3(w) = 0, 3∗ = [3,3], 3∗− = 2, 3∗+ = 4,
ind∗5(w) = 4, 5∗ = [1,9], 5∗− = 0, 5∗+ = 10,
ind∗7(w) = 0, 7∗ = [7,7], 7∗− = 6, 7∗+ = 8,
ind∗9(w) = 0, 9∗ = [9,9], 9∗− = 8, 9∗+ = 10.

Example 3.10. 1. Consider w and v as in Example 3.6.1. Then

v1∗− = 1t(v1),κ with κ = sgn(v1),
v1∗+ = v2,
v3∗− = v2,
v3∗+ = 1s(v3),µ with µ = sgn(v3),
and thus

dir(w2) = dir(v2),
dir(v1) = dir(1t(v1),κ) = dir(v2),
dir(v3) = dir(v2) = dir(1s(v3),µ).

2. Let w and v be as in Example 3.6.2. Then

v3∗− = 1t(d),κ, κ = sgn(d),
v3∗+ = 1t(d),κ,

i.e. v3∗− = v3∗+. It follows that dir(v3) = 1 and dir(v3) = −1 is possible.
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3.1.2 Consistent words

Throughout this subsection let vI be a coadmissible directed I−word for
either I = {0, . . . , n} (n > 0) or I = Z.

De�nition 3.11. We call vI consistent provided that for any j ∈ I with vj
special, we have that

dirj(vI) =
⎧⎪⎪⎨⎪⎪⎩

1 if (vI[< j])−1 ≥ vI[> j],
−1 if (vI[< j])−1 ≤ vI[> j].

Again, in the case of equality, the direction is not uniquely de�ned, i.e.
we can either have dirj(vI) = 1 or dirj(vI) = −1 if (vI[< j])−1 = vI[> j].

Example 3.12. Consider the coadmissible directed word v = εaε from Ex-
ample 3.6.1. Then we have that

v[< 1]−1 = 1t(v1),−µ with µ = sgn(v1), v[> 1] = aε,
v[< 3]−1 = a−1ε−1, v[> 3] = 1s(v3),κ with κ = sgn(v3).

Then clearly, v[< 1]−1 > v[> 1] and v[< 3]−1 > v[> 3], so v is consistent.
Thus, it is both weakly consistent and consistent.

Example 3.13. Let Λ be as in Example 3.6 2. Consider the directed word

v = e
v1
κ
v2
c
v3
b
v4
η
v5
b−1
v6
a
v7
ε−1
v8
a−1
v9

b
v10

η
v11
b−1
v12

a
v13
ε−1
v14
a−1
v15
d−1
v16
e−1
v17

κ.
v18

It is consistent with respect to the letters v2, v5, v11, v14 and v18. The entire
word is not consistent since it is not consistent with respect to v8.

For each j ∈ I with vj of special type, we de�ne its c-index as follows:

De�nition 3.14. Let vI be as above a directed version of some undirected
word wI. The c−index for j ∈ I with vj special is given by

indcj(vI) ∶= sup{length(zI′) ∣ (vI[< j])−1 = zI′uJ, vI[> j] = zI′xJ′}

for some subwords zI′, uJ, xJ′ of vI.

Note that it is not as easy as in the case of weakly consistent words to
construct a consistent directed version from an undirected word. However, it
can be done by proceeding inductively on the c−index of the special letters.
We introduce some notation with respect to the c−index. We denote by Jc

the interval [j − indcj(wI), j + indcj(wI)] in Z, and its left and right hand side
subintervals by Jc− = [j − indcj(wI), j], Jc+ = [j, j + indcj(wI)], respectively.
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The letters left (resp. right) of Jc determine the direction on vj where vI is
consistent. We denote them by

jc− ∶= j − indcj(wI) − 1,
jc+ ∶= j + indcj(wI) + 1.

For I = {0, . . . n}, we set conventionally jc− = 0 (jc− = n + 1) if wjc− = 1i,κ for
i = t(w1), κ = sgn(w1) (i = s(wn), κ = sgn(wn)). We proceed similarly with
jc+.

Example 3.15. Consider the consistent directed word v in Example 3.12.
Then, as mentioned above, we have Jc = J∗, jc− = j∗− and jc+ = j∗+, hence given
as in Example 3.9.

Remark 3.16. As in the previous subsection, we do not have any conditions
concerning the direction on letters of ordinary type, i.e. if vI is a consistent
directed version of an undirected word wI, then

dirj(wI) = dirj(vI) for all j ∈ I with wj of ordinary type.

But in contrast to a weakly consistent orientation, we can now also have vj∗− ,
vj∗+ of special type. Still, we have by de�nition

dirjc−(vI) = dirjc+(vI) = dirj(vI).

Lemma 3.17. Let wI be an undirected I−word. Then

ind∗j (wZ) ≥ indcj(vZ)

for any j ∈ I, any vI ∈ (Φd
ud)
−1 (wZ).

Proof. The inequality follows directly from De�nition 3.7 and De�nition 3.14.
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3.2 Strings and bands

In this section, we classify certain types of undirected words. Our underly-
ing goal is to use these types to give a classi�cation of the indecomposable
Λ−modules.
Let Λ be a clannish algebra throughout this section.

3.2.1 Asymmetric strings

De�nition 3.18. Let w be a �nite undirected word. It is said to be of
asymmetric string type if w is coadmissible and w ≠ w−1.
We denote by Wa

the set of all w ∈ Wud of asymmetric string type and by
Wa
∼ =W

a/ ∼ with the equivalence relation ∼ de�ned in Section 2.3. We call
w ∈Wa

∼ an asymmetric string.

Example 3.19. Let Λ be as in Example 2.3. The word w = ε∗aε∗ is of
asymmetric string type while x = ε∗aε∗a−1ε∗ is not since x = x−1.

Note that any asymmetric string w is minimal by Lemma 2.54.
We obtain for w of asymmetric string type, and for every directed version
v ∈ (Φd

ud)
−1 (w), a module M(v) that is depicted, for a k−basis b0, . . . , bn, as

b0 b1
v1oo . . .

v2oo bn−1
vn−1oo bn.

vnoo

De�nition 3.20. Let w be an asymmetric string and v ∈ (Φd
ud)
−1 (w). Then

the module M(v) is called asymmetric string module.

Proposition 3.21. Let w be an asymmetric string. Then v ∈ (Φd
ud)
−1 (w)

is weakly consistent if and only if the following holds for all j ∈ I with vj of
special type:

dir(vj) =
⎧⎪⎪⎨⎪⎪⎩

1 if (w[< j])−1 > w[> j]
−1 if (w[< j])−1 < w[> j]

. (24)

Proof. It follows directly from De�nition 3.3 that v is weakly consistent if
(24) holds.
For the other implication, it is enough to show that (w[< j])−1 ≠ w[> j] for
all j ∈ I with vj of special type. Assume there exists j ∈ I with (w[< j])−1 =
w[> j]. Let u = (w[< j])−1 = w[> j]. With wj = ε∗, one can write w as
follows:

w = u−1ε∗u.

Then w = w−1, contradicting the de�nition of an asymmetric string.

Corollary 3.22. For each asymmetric string w there exists a unique v ∈
(Φd

ud)
−1 (w) such that v is weakly consistent.
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Proof. By Proposition 3.21, we know that any dir(vj) with vj of special type
is uniquely determined by dir(wj∗−) and dir(wj∗+). Since both wj∗− and wj∗+
are of ordinary type, their directions are known. Thus, one can construct
a weakly consistent directed version for any asymmetric string. Uniqueness
follows by Proposition 3.21.

3.2.2 Symmetric strings

De�nition 3.23. Let w be a �nite undirected word. It is said to be of
symmetric string type if w is coadmissible and can be written as w = uε∗u−1
for u a minimal undirected word.
We denote by Ws

the set of all w ∈ Wud of symmetric string type and by
Ws
∼ =W

s/ ∼. We call w ∈Ws
∼ a symmetric string.

By w being of the form w = uε∗u−1, the condition w = w−1 is implied (cf.
Lemma 2.52). Note that u is left coadmissible. Let u be in the following of
length m.

Example 3.24. Let Λ be as in Example 2.14. Then w = κ∗cbη∗b−1c−1κ∗ is
of symmetric string type with u = κ∗cb.

Similar to the case of asymmetric strings, we can obtain modules using
the data of symmetric strings, or more precisely, using the data u.
Namely, for every t ∈ (Φd

ud)
−1 (u), there are directed words of the form v± =

tε±1t−1 with v⋆ ∈ (Φd
ud)
−1 (w) and ⋆ ∈ {+,−}. Now for each v⋆, ⋆ ∈ {+,−}

arising in this way, we obtain two modulesMi(v⋆), i = 0,1. Note that for any
i, we have Mi(v+) ≅Mi(v−). Hence, it is enough to consider either v+ or v−.
We call the one word out of the two that we consider v. Taking into account
that any idempotent ε acting on a vector space V gives the decomposition
V = im(ε)⊕ ker(ε), the module Mi(v) is depicted as

b0 b1
t1oo . . .

t2oo bm−1
tm−1oo bm

tmoo ε=i
uu

with ε acting as i.
Let V be a k[f ∣ f2 = f]−module. Then we can depict the above module also
in the following way:

V0 V1
t1oo . . .

t2oo Vm−1
tm−1oo Vm

tmoo ε=f
tt

where the Vi's are disjoint copies of V .

Lemma 3.25. Let w = uε∗u−1 be a symmetric string. Then there exists a
weakly consistent directed word v ∈ (Φd

ud)
−1 (w).

Proof. Since u is minimal, the direction of any vj of special type with j ∈ I,
j ≠m + 1 is uniquely determined by dir(wj∗−) and dir(wj∗+).
For j = m + 1 we have that ind∗j (w) = m. Thus, (w[< j])−1 = w[> j] = u−1
and the direction of vm+1 is not uniquely determined. Thus, choosing any
orientation on vm+1 gives a weakly consistent directed version.
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As one can see above, there are two options for a weakly consistent
directed version v of an asymmetric string w = uε∗u−1:

v+ = tεt−1, i.e. vm+1 = ε, and
v− = tε−1t−1, i.e. vm+1 = ε−1,

where t ∈ (Φd
ud)
−1 (u).

Example 3.26. Consider w from Example 3.24. Then

v+ = κcbηb−1c−1κ−1

v− = κcbη−1b−1c−1κ−1

are both weakly consistent directed versions of w.

It is not obvious whether there exists a unique consistent word v with
(Φd

ud) (v) = w for w a symmetric string.

3.2.3 Asymmetric bands

De�nition 3.27. Let wZ be an undirected Z−word. It is said to be of asym-
metric band type if wZ = wZ[p] for some p > 0, and wZ ≠ w−1Z [k] for all k ∈ Z.
We denote by W̊a the set of all wZ ∈ WZ

ud of asymmetric band type and

W̊a
∼ = W̊a/ ∼ with the equivalence relation ∼ on Z−words from Section 2.3.

We call w ∈ W̊a
∼ an asymmetric band.

Example 3.28. 1. Let Λ be as in Example 2.3. Consider

wZ = . . . ε∗aε∗ ∣ aε∗a . . .

It is of asymmetric band type with p = 2 since

w−1Z = . . . ε∗a−1ε∗ ∣ a−1ε∗a−1

yields that w−1Z ≠ wZ.

2. Consider Λ from Example 2.14 and let wZ with periodic part ŵp =
daε∗a−1bη∗b−1c−1κ∗e−1. It is of asymmetric band type with p = 10.

We obtain for every directed version vZ ∈ (Φd
ud)
−1 (wZ) of the same period

as wZ, and for V a k[T,T −1]−module, a module M(vZ, V ).
Similar as for wZ, we denote the periodic part of vZ by v̂p = v1 . . . vp. We
depict M(vZ, V ) in the following way:

V0

vp

44V1
v1oo . . .

v2oo Vp−1
vp−1oo

It is not as straightforward as in the string cases to make statements on the
uniqueness of weakly consistent and consistent directed versions of asym-
metric bands (compare Section 3.3).
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Lemma 3.29. Let wZ be an asymmetric band of period p. Let vZ ∈ (Φd
ud)
−1 (wZ)

be of period p and weakly consistent. Then

dir(vj) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩

1 ⇐⇒ (w
j− p̃

2
. . .wj−1)−1 > wj+1 . . .wj+ p̃

2
,

−1 ⇐⇒ (w
j− p̃

2
. . .wj−1)−1 < wj+1 . . .wj+ p̃

2
,

for all j ∈ Z with vj a special letter, where

p̃ =
⎧⎪⎪⎨⎪⎪⎩

p if p even,

p + 1 if p odd.

Proof. Let vZ be weakly consistent. Let j ∈ I with vj special. If

(w
j− p̃

2
. . .wj−1)−1 > wj+1 . . .wj+ p̃

2
,

it follows that (wZ[< j])−1 < wZ[> j]. Then we have by De�nition 3.3 that
dir(vj) = 1. It follows similarly that (w

j− p̃
2
. . .wj−1)−1 < wj+1 . . .wj+ p̃

2
implies

dir(vj) = −1.
For the other implication, it is enough to show that

(w
j− p̃

2
. . .wj−1)−1 ≠ wj+1 . . .wj+ p̃

2
. (25)

Assume towards a contradiction that we have equality in (25). Consider p
to be even. Then we have that p̃ = p. We have in particular that

w−1j− p
2
= wj+ p

2
. (26)

The length of the subword wj− p
2
. . .wj−1wjwj+1 . . .wj+ p

2
is p + 1. It follows

by periodicity that wj− p
2
= wj+ p

2
. Combining this equality with (26) results

in wj+ p
2
= ε∗ for some ε ∈ Sp. Let wj be given by η∗, η ∈ Sp and denote by u

the subword u = wj− p
2
+1 . . .wj−1. We can thus write

wj− p
2
+1 . . .wj−1wjwj+1 . . .wj+ p

2
= uη∗u−1ε∗. (27)

Consider now wZ[j − p
2 + 1]. It has periodic parts of form (27). Thus,

wZ[j −
p

2
+ 1] = (wZ[j −

p

2
+ 1])−1.

It follows (Corollary 2.35 and Lemma 2.34) that

wZ = (wZ[2j − p])−1 = w−1Z [−2j + p]. (28)

This contradicts wZ being an asymmetric band.
Let now p be odd. It follows that p̃ = p + 1. The length of the subword
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wj− p+1
2
wj− p+1

2
+1 . . .wj . . .wj+ p+1

2
−1wj+ p+1

2
is p + 2. It follows by periodicity

that

wj− p+1
2
+1 = wj+ p+1

2
. (29)

We have by equality in (25) that

(wj− p+1
2
+1)
−1 = wj+ p+1

2
−1. (30)

Combining (29) and (30) gives that

wj+ p+1
2
= (wj+ p+1

2
−1)
−1

(31)

which contradicts the de�nition of a word.

Corollary 3.30. Let wZ be an asymmetric band. Then there exists a unique
directed version v ∈ (Φd

ud) that is weakly consistent.

Proof. By Lemma 3.29, one can always construct a unique weakly consist-
ent directed version for an asymmetric band analogously to the asymmetric
string case in Corollary 3.22.

Corollary 3.31. Let wZ be an asymmetric band. Let vZ ∈ (Φd
ud)
−1 (wZ) be a

directed version. Then vZ is consistent if and only if we have

dir(vj) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩

1 if (v
j− p̃

2
. . . vj−1)−1 > vj+1 . . . vj+ p̃

2
,

−1 if (v
j− p̃

2
. . . vj−1)−1 < vj+1 . . . vj+ p̃

2
,

(32)

for all j ∈ Z with vj of special type, where p̃ as in Lemma 3.29.

Proof. Let vZ be consistent. Then (32) holds by the same line of argument
as in the proof of Lemma 3.29.
The converse implication follows from Lemma 3.29, since indcj(vZ) ≤ ind∗j (vZ)
(see Lemma 3.17) for all j ∈ Z.

Remark 3.32. It follows from Lemma 3.29 and Corollary 3.31 that every
j ∈ Z giving a letter wj of special type in an asymmetric band wZ has �nite

c∗−index. In particular, ind∗j (wZ) < p̃
2 , and thus any j ∈ Z with wj of special

type also has �nite c−index.

Proposition 3.33. Let wZ be an asymmetric band of period p. Then there
exists a unique weakly consistent ṽZ ∈ (Φd

ud)
−1 (wZ) of period p.

Furthermore, if there exists a consistent directed version vZ ∈ (Φd
ud)
−1 (wZ),

it is unique.

Proof. Existence and uniqueness of a weakly consistent directed version is
given by Corollary 3.30. Uniqueness of a consistent word follows from Co-
rollary 3.31.
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3.2.4 Symmetric bands

De�nition 3.34. Let wZ be an undirected Z−word. It is said to be of sym-
metric band type if wZ = wZ[p] for some p > 0 and wZ = w−1Z [k] for some
k ∈ Z.
We denote by W̊s the set of all wZ ∈ WZ of symmetric band type and by
W̊s
∼ = W̊s/ ∼. We call w ∈ W̊s

∼ a symmetric band.

Example 3.35. Let Λ be as in Example 3.28.1. Then

wZ = . . . ε∗aε∗a−1ε∗ ∣ aε∗a−1 . . .

is of symmetric band type with ŵp = aε∗a−1ε∗ since w−1Z = wZ.

Lemma 3.36. Let wZ be of symmetric band type. Then there exists l ∈ Z
such that the periodic part of wZ[l] is of the form ε∗uη∗u−1 for a suitable
undirected �nite word u, and ε, η ∈ Sp.

Proof. First consider the case where ∣ŵp∣ = 2. By de�nition of clannish
algebra, this is only possible for the algebra given by the quiver consisting
of two special loops ε, η. Then it follows directly that p = 2 and ŵp = ε∗η∗ or
ŵp = η∗ε∗. Hence the result follows with u a trivial word.
Now let ∣ŵp∣ > 2. By de�nition of symmetric band type, there exists k′ > 0
such that wZ = w−1Z [k′].
If k′ is even, we can write k′ = 2k for some k ∈ Z. Applying Corollary 2.35
gives

wZ = (wZ[−2k])−1 if and only if wZ[−k] = (wZ[−k])−1.

The second equation implies

wp−k = w−1p−k,
wp−(k−i) = w−1p−(k+i), for all i ∈ Z .

Hence, wp−k is a letter of special type.
We obtain two �nite undirected words v = wp−k+1 . . .wp and x = w1 . . .wp−k−1

such that the periodic part is of the form ŵp = xwp−kv. Without loss of
generality assume ∣x∣ < ∣v∣. Then there exists 1 ≤ j ≤ p such that y = wj . . .wp

gives

(yx)−1 = v. (33)

Let ∣v∣ = l, ∣x∣ = g and ∣y∣ = h (i.e. l = h + g).
By (33), we have that

y1 . . . yhx1 . . . xg = v−1l . . . v−11 ,
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so y is a subword of v−1, i.e., y1 . . . yh = v−1l . . . v−1l−(h−1). But by periodicity, y
is also a subword of v, i.e., y1 . . . yh = vl−(h−1) . . . vl. Combining the last two
equalities results in

v−1l . . . v−1l−(h−1) = y1 . . . yh = vl−(h−1) . . . vl.

Hence, y is sel�nverse, i.e., of the form y = zµ∗z−1, for some undirected
(�nite) word z and some special letter µ. Furthermore, wZ is of the form

. . . zµ∗z−1 ∣ xwp−kx
−1zµ∗z−1xwp−kx

−1 . . . .

Now the periodic part of wZ is of the form ŵp = xwp−kx
−1zµ∗z−1. For m = ∣x∣

we obtain wZ[m] with periodic part wp−kx
−1zµ∗z−1x. Then for u ∶= z−1x,

ε∗ ∶= µ∗ and η∗ ∶= wp−k, we obtain ŵp of the desired form.

Now consider k′ to be odd. Then we can write k′ = 2k + 1 for some k ∈ Z.
We obtain, analogously to the previous part (compare structure of proof of
Lemma 2.34) that

wZ[−(k + 1)] = (wZ[−k])−1.
This property results in

w−1p−k = wp−(k+1),

a contradiction to the de�nition of a word. Hence, k′ cannot be odd.

If k′ = 0, it follows that wp = w−1p and thus wp is of special type. Moreover,

w−1p−1 . . .w
−1
1 = w1 . . .wp−1, i.e., w1 . . .wp−1 = uε∗u−1 for some undirected �nite

word u and some ε ∈ Sp. With η∗ ∶= wp, it follows that ŵp = uε∗u−1η∗. Then
wZ[−1] has periodic part ε∗uη∗u−1.

Corollary 3.37. We can assume for a symmetric band wZ of period p that
ŵp = ε∗uη∗u−1.

Proof. By Lemma 3.36 there exists k ∈ Z such that wZ[k] has periodic part
of the form ε∗uη∗u−1. Now wZ[k] ∼ wZ, i.e., they lie in the same equivalence
class in W̊s

∼. Hence we can choose wZ[k] as representative of [wZ] and thus
assume the periodic part to be of the form above.

Assume from now on for wZ a symmetric band of period p that its periodic
part is of the form ŵp = ε∗uη∗u−1 with ∣u∣ = m, ε, η ∈ Sp. Note that u is
minimal due to the minimality of the period p.
According to Subsection 2.4.2, we obtain for every vZ ∈ (Φd

ud)−1(wZ) of period
p, with v̂p = εµtηκt−1, and for V a k⟨e, f⟩/(e2−e, f2−f)−module, a Λ−module

M(vZ, V ) (where µ,κ ∈ {+1,−1}, ε, η ∈ Sp, t ∈ (Φd
ud)
−1 (u)). We depict

M(vZ, V ) as described in Subsection 2.4.2 as

V0ε=e
((

V1
t1oo . . .

t2oo Vm−1
tm−1oo Vm

tmoo η=f
tt
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Assuming ŵp = ε∗uη∗u−1, we can now determine the integer(s) k for which
we have wZ = w−1Z [k] (compare next subsection).

3.2.5 Symmetries in symmetric bands

We have seen in the previous subsection that the periodic part of a sym-
metric band is of a certain form. Now we want to show that those words
admit exactly two types of re�ection symmetries and one type of translation
symmetry.
In order to do so, we consider the in�nite dihedral group and its properties.

It is well known that the group of isometries on Z, that is, the group of
bijective maps f ∶ Z → Z that are distance preserving with respect to the
norm d(x, y) = ∣x−y∣ on Z, is given by the in�nite dihedral group D∞ ([Coh89,
p. 20]).
Consider the following two kinds of isometries for k ∈ Z:

rk ∶ZÐ→ Z, iz→ 2k − i
τk ∶ZÐ→ Z, iz→ i − k.

De�nition 3.38. An isometry of the form rk is called re�ection (symmetry)
and one of the form τk translation (symmetry).

Clearly, r2k = id holds for every k ∈ Z, i.e., rk is self-inverse, and τ−1l = τ−l
for any l ∈ Z. It follows for i ∈ Z that

rkτlrk(i) = i + l = τ−1l (i) ∶= τ−l(i).
In particular, this holds for r ∶= r0 and τ ∶= τ1 which generate D∞ ([Coh89,
p. 20]):

D∞ = ⟨r, τ ∣ r2 = id, rτr = τ−1⟩.
Note that re�ections reverse the order. For i < j in Z we have r(j) < r(i).
De�nition 3.39. We de�ne the action of D∞ on WZ for wZ = (wi)i∈Z as
follows:

r(wZ) ∶= (w−1r(i))i∈Z, (34a)

τ(wZ) ∶= (wτ(i))i∈Z. (34b)

Lemma 3.40. The operations in (34a) and (34b) give a (left) group action
of D∞ on WZ.

Proof. Since we have de�ned the action on the generators of D∞, it is enough
to show well-de�nedness:

r2(wZ) = r(r(wZ)) = r((w−1r(i))i∈Z) = (wi)i∈Z,
rτr(wZ) = r(τ(r(wZ))) = r(τ((w−1r(i))i∈Z)) = r((w

−1
τr(i))i∈Z) = (wrτr(i))i∈Z

= (wτ−1(i))i∈Z = τ−1(wZ).
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Lemma 3.41. The following holds for any k ∈ Z and any Z−word wZ:

τk(wZ) = wZ[−k].

Proof. The equation follows by de�nition of τ and the shift on words.

Denote by Sym(WZ) the set of permutations on WZ. Then by the action
of D∞ on WZ, we obtain r, τ ∈ Sym(WZ) and an injective map

⟨r, τ ∣ r2 = id, rτr = τ−1⟩↪ Sym(WZ).

Let from now on be wZ a symmetric band of period p with periodic part
ŵp = ε∗uη∗u−1.
We denote the stabilizer group of wZ under D∞ by StabD∞(wZ).

Lemma 3.42. For any a ∈ Z, the composition rτa is a re�ection of the form
ra

2
on WZ.

Proof. We have that

rτa(wZ) = (w−1rτa(i))i∈Z = (w
−1
r(i−a))i∈Z = (w

−1
a−i)i∈Z,

ra
2
(wZ) = (w−1ra

2
(i))i∈Z = (w

−1
2a
2
−i)i∈Z = (w−1a−i)i∈Z.

Hence, they both act in the same way on WZ.

Lemma 3.43. Let Sn,a ∶= ⟨τn, rτa⟩ for n, a ∈ Z. Then

Sn,a = {τkn, rτa+kn}k∈Z.

Proof. We �rst show that Sn,a ⊇ {τkn, rτa+kn}k∈Z. Clearly, ⟨τn⟩ = {τkn}k∈Z.
Furthermore,

(rτa)(τkn) = r(τaτkn) = rτa+kn
and the inclusion follows.
In order to show Sn,a ⊆ {τn, rτa+kn}k∈Z, we assume for contradiction that
this inclusion does not hold: Assume rτb ∈ Sn,a with b ≠ a+kn for any k ∈ Z.
Then the following composition is also in Sn,a:

(rτa)(rτb) = (rτar)τb = τ−aτb = τb−a.

Here, we have used that rτlr = τ−l for any l ∈ Z which follows inductively
from rτr = τ−1. Now τb−a ∈ Sn,a if and only if b − a = ln for some l ∈ Z. This
results in b = a + ln which contradicts the assumption on b.

Proposition 3.44. Let wZ be a symmetric band of period p, ŵp = ε∗uη∗u−1.
Then

StabD∞(wZ) = Sp,2.
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Proof. We �rst show the inclusion Sp,2 ⊆ StabD∞(wZ). By Lemma 3.43 we
have Sp,2 = {τkp, rτ2+kp}k∈Z. Let us examine the elements of Sp,2.
By Lemma 3.41 and periodicity we know that τkp(wZ) = wZ[kp] = wZ for any
k ∈ Z. Thus, τkp ∈ StabD∞(wZ).
Let us consider now elements of the form rτ2+kp. If k is even, we can write
k = 2l for some l ∈ Z. Then rτ2+kp is a re�ection of the form r1+lp by Lemma
3.42. For l ≥ 0 this describes the re�ection in the �rst position of the positive

copy ŵ
(l+1)
p . For l < 0, we rewrite 1 + lp as follows:

1 + lp = 1 + (l − 1)p + p = −p + 1 + (l + 1)p.

Thus, it describes for l < 0 the re�ection in the �rst position of the negative

copy ŵ
(l+1)
p .

Now consider k to be odd. Then k + 1 is even and rτ2+kp is a re�ection of
the form r

1+ kp
2
. Using p = 2m + 2, we can rewrite the subscript:

1 + kp
2
= 2 + (k + 1)p − 2m − 2

2
= k + 1

2
p −m. (35)

For k+1
2 ≤ 0, r1+ kp

2
describes the re�ection in position m + 2 of the negative

copy ŵ
( k+1

2
)

p . For k+1
2 > 0, we rewrite (35) to

k + 1
2

p −m = (k + 1
2
− 1)p −m + 2m + 2 = (k + 1

2
− 1)p +m + 2.

Hence, r
1+ kp

2
describes the re�ection in position m + 2 in the positive copy

ŵ
( k+1

2
)

p .
It follows that rτ2+kp(wZ) = wZ for any k ∈ Z. Thus, any element of Sp,2
stabilizes wZ, so Sp,2 ⊆ StabD∞(wZ).
It remains to show equality. By de�nition, StabD∞(wZ) is a subgroup of D∞.
The non-trivial subgroups of D∞ are given by ([Spe56, �1.2.4, Example 2])

Gn = ⟨rτn⟩, for some n ∈ Z, (36)

G0,n = ⟨τn⟩, for some n ≥ 0, (37)

Gn,a = ⟨τn, rτa⟩ for some n ≥ 1,0 ≤ a < n. (38)

Lemma 3.43 shows that Sn,a = Gn,a which is the largest subgroup of D∞.
Hence, it is enough to show that StabD∞(wZ) ≠ D∞. To this end, assume
towards a contradiction that we have equality. Then τl(wZ) = wZ for any
l ∈ Z. In particular, this holds for l = p − 1. It follows by Lemma 3.41 that

wZ[p − 1] = τp−1(wZ) = wZ,

contradicting minimality of the period p. Hence, StabD∞(wZ) ≠ D∞ and
Sp,2 = StabD∞(wZ) follows.
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Corollary 3.45. Let wZ be a symmetric band of period p > 0 with periodic
part ŵp = ε∗uη∗u−1.
Then wZ = w−1Z [k] if and only if

k ≡ −2 (mod p), k ≡ 2m (mod p), (39)

k ≡ −2(m + 2) (mod p) or k ≡ 2(2m + 1) (mod p). (40)

Proof. Consider the equalities

wZ[1] = (wZ[1])−1,
wZ[m + 2] = (wZ[m + 2])−1,

wZ[−(2m + 1)] = (wZ[−(2m + 1)])−1,
wZ[−m] = (wZ[−m])−1,

which result from the symmetries in the periodic parts. By Proposition 3.44
we know that these are all re�ection symmetries of wZ. Applying Lemma
2.34 and Corollary 2.35 to the above equations yields the result.

The previous Lemma and Proposition illustrate that the symmetry points
are given by the letters with index j ≡ 1,−m,−(2m + 1),m + 2 (mod p)
which are exactly the symmetry points in the positive and negative copies
of the periodic part. Hence, there does not exist a unique weakly consistent
directed version for symmetric bands. The next lemma shows that we can
use a simpli�ed criterion to check on weak consistency for directed versions.

Lemma 3.46. Let wZ be a symmetric band with period p and periodic part
ŵp = ε∗uη∗u−1. Let vZ ∈ (Φd

ud)
−1 (wZ) be a directed version. Then vZ is weakly

consistent if and only if for all j ∈ Z with j ≢ 1,−m,−(2m+1),m+2 (mod p)
and vj of special type we have that

dir(vj) =
⎧⎪⎪⎨⎪⎪⎩

1 if (wj−(m+1)wj−m . . .wj−1)−1 > wj+1 . . .wj+mwj+m+1,

−1 if (wj−(m+1)wj−m . . .wj−1)−1 < wj+1 . . .wj+mwj+m+1.

Proof. By Corollary 3.45 we have for any j ≡ 1,−m,−(2m+1),m+2 (mod p)
that (wZ[< j])−1 = wZ[> j]. Hence, any letter vj indexed by such a j can
have direction 1 or −1 in a weakly consistent directed version.
Thus, it is enough to show that for j ≢ 1,−m,−(2m + 1),m + 2 (mod p) we
have that

(wj−(m+1)wj−m . . .wj−1)−1 ≠ wj+1 . . .wj+mwj+m+1.

Assume towards a contradiction that the two terms are equal for the index
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j. We write

z1 = wj−(m+1)wj−m . . .wj−1,

z2 = wj+1 . . .wj+m,

z = z1wjz2 = wj−(m+1)wj−m . . .wj−1wjwj+1 . . .wj+m,

x1 = wj−m . . .wj−1,

x2 = wj+1 . . .wj+mwj+m+1,

x = x1wjx2 = wj−m . . .wj−1wjwj+1 . . .wj+mwj+m+1.

By assumption z−11 = x2. Hence,

w−1j−i = wj+i ∀i ∈ {1, . . . ,m + 1}.

In particular, w−1j−(m+1) = wj+(m+1). Furthermore, ∣z∣ = ∣x∣ = p. It follows by

periodicity that wj−(m+1) = wj+(m+1). Then wj−(m+1) = w−1j−(m+1) is given by

a special letter, say κ∗. Let wj = µ∗. Then we can write

wj−(m+1)wj−m . . .wj−1wjwj+1 . . .wj+m = κ∗yµ∗y−1

where y = wj−m . . .wj−1. By periodicity, it follows that

wZ[j] = (wZ[j])−1.

This can be rewritten to

wZ = w−1Z [−2j]. (41)

By choice of j ≢ 1,−m,−(2m + 1),m + 2 (mod p), equation (41) gives a
contradiction to Corollary 3.45.

Corollary 3.47. Let wZ be a symmetric band of period p and with periodic
part ŵp = ε∗uη∗u−1. Then we have for all j ∈ Z with j /≡ 1,−m,−(2m+1),m+2
(mod p) that ind∗j (wZ) <∞, in particular, ind∗j (wZ) < p

2 .

Proof. This result follows directly from Lemma 3.46.

Remark 3.48. Let wZ be a symmetric band as in Corollary 3.47 and let vZ ∈
(Φd

ud)
−1 (wZ). By De�nition 3.7 and De�nition 3.14, we have that indcj(vZ) ≤

ind∗j (vZ) for all j ∈ Z. Thus it follows by the above Corollary that indcj(vZ) <
p
2 <∞ for all j ∈ Z with j ≢ 1,−m,−(2m + 1),m + 2 (mod p).

Proposition 3.49. Let wZ be a symmetric band of period p with periodic
part ŵp = ε∗uη∗u−1. Then there exists a weakly consistent directed version

vZ ∈ (Φd
ud)
−1 (wZ).
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Proof. By Lemma 3.46 we know that for j ≢ 1,−m,−(2m+1),m+2 (mod p)
we have ind∗j (wZ) < p

2 . Thus, we can simply set dir(vj) = dir(wj∗−) = dir(wj∗+).
For any j ≡ 1,−m,−(2m+1),m+2 (mod p), we know by Corollary 3.45 that
(wZ[< j])−1 = wZ[> j]. Hence, setting dir(vj) to be 1 or −1 gives a weakly
consistent word.

Lemma 3.50. Let wZ be a symmetric band with period p > 0 and periodic part
ŵp = ε∗uη∗u−1. Let vZ ∈ (Φd

ud)
−1 (wZ) be a weakly consistent directed word

as in Lemma 3.46. Let j ∈ Z with wj a special letter and ind∗j (vZ) = d <∞.
Then there do not exist k, l ∈ Z with wk,wl special letters and ind∗k(vZ) =
ind∗l (vZ) =∞ and ∣j − k∣ = ∣j − l∣ ≤ d.

Proof. Assume towards a contradiction that such indices k, l ∈ Z exist. Then,
by Corollary 3.47, wk,wl describe symmetry axes.
By assumption, wj lies exactly in the middle between wk and wl. Let x
describe the subword between wk and wj , hence x

−1 describes the subword
between wj and wl. By de�nition of wl,wk as symmetry axes, we have

wZ[> l] = (wZ[< l])−1

and

wZ[> k] = (wZ[< k])−1.

By the symmetries in j,k and l we obtain

wZ[> l] = (wZ[< k])−1.

Now we can write wZ[< j] = x−1wlwZ[> l] and (wZ[< j])−1 = x−1wkwZ[< k]−1.
Thus ind∗j (wZ) =∞, a contradiction to the assumption.

We can also determine the stabilizer StabD∞(wZ) for wZ an asymmetric
band of period p:

Proposition 3.51. Let wZ be an asymmetric band of period p. Then

StabD∞(wZ) = {τkp}k∈Z.

Proof. We know by Lemma 3.41 that

τkp(wZ) = wZ[−kp].

Thus, τkp ∈ StabD∞(wZ) for any k ∈ Z. Assume that {τkp}k∈Z ≠ StabD∞(wZ).
We know that StabD∞(wZ) is a subgroup of D∞. They are given by (36)
- (38). Thus, StabD∞ contains a re�ection of the form rτk = r k

2
with k ∈

{0, . . . , p − 1}. Then

rτk(wZ) = (w−1k−i)i∈Z = (wi)i∈Z.
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Denote by ûp the periodic part of rτk(wZ). It is given by

ûp = w−1k−1 . . .w−11 w−1p . . .w−1k .

Since rτk ∈ StabD∞(wZ) it follows that ŵp = ûp:

w1 . . .wp = w−1k−1 . . .w−11 w−1p . . .w−1k .

This equality yields that

w1 . . .wk−1 = w−1k−1 . . .w−11 (42)

wk . . .wp = w−1p . . .w−1k . (43)

We obtain that
wZ = w−1Z [k − 1]

which contradicts wZ being asymmetric.
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3.3 Comparison of weakly consistent and consistent words

In this section we examine correspondences of the two types of directed words
introduced in Section 3.1. To this end, we can consider the asymmetric and
symmetric strings and the asymmetric band as one case. The approach on
symmetric bands is more complicated and thus is considered separately.

We see that for the asymmetric cases there exists a unique directed ver-
sion that is both consistent and weakly consistent. In the case of symmetric
string, there exist two possible directed versions which are also both consist-
ent and weakly consistent.
The symmetric band is the most complicated case. Here, we know what
the consistent directed versions look like with respect to the symmetry axes.
Moreover, any consistent directed version is also weakly consistent. But the
converse does not hold: only any weakly consistent directed version with
symmetry axes oriented in the way of types 1) - 4) in Proposition 3.70 is also
consistent.

Recall with the following example some notation from the Subsections 3.1.1
and 3.1.2:

Example 3.52. Let Λ be as in Example 2.14. Consider

w = w1w2w3w4w5w6w7w8w9 (44)

= ε∗a−1bη∗b−1aε∗a−1d−1. (45)

The word v = ε−1a−1bη−1b−1aε−1a−1d−1 is a weakly consistent and consistent
directed version of w. The special letters in v are indexed by 1,4 and 7. For
j = 1 and j = 7 we have ind∗j (w) = indcj(w) and thus most of the following
data coincides:

j = 1 ∶ ind∗1(w) = indc1(v) = 0,
1∗ = [1 − ind∗1(w),1 + ind∗1(w)] = [1,1],
1c = [1 − indc1(w),1 + indc1(v)] = [1,1],
w1∗+ = 1 + ind

∗
1(w) − 1 = w2,

v1c+ = 1 + ind
c
1(v) − 1 = w2,

w1∗− = 1 − ind
∗
1(w) + 1 = 1s(ε),κ,

v1c− = 1 − ind
c
1(v) + 1 = 1s(ε),κ,

j = 7 ∶ ind∗7(w) = indc7(v) = 1,
7∗ = [6,8] = 7c,
w1∗+ = v1c+ = w9,

w1∗− = v1c− = w5.
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For j = 4 we obtain di�erent values:

ind∗4(w) = 3, indc4(v) = 2,
4∗ = [1,7], 4c = [2,6],
w4∗− = w1, v4c− = w1,

w4∗+ = w8, v4c+ = w7.

3.3.1 Directed words from strings and asymmetric bands

Let us �rst show that a weakly consistent orientation on asymmetric and
symmetric strings and asymmetric bands is also consistent.

Theorem 3.53. Let w be a string, either asymmetric or symmetric, and
let wZ be an asymmetric band. Let v ∈ (Φd

ud)
−1 (w) (vZ ∈ (Φd

ud)
−1 (wZ)) be

weakly consistent. If w is a symmetric string of the form uε∗u−1, assume
additionally that v = tεκt−1 for t ∈ (Φd

ud)
−1 (u) and κ ∈ {+1,−1}. Then v (vZ,

respectively) is consistent.

Remark 3.54. Recall that any weakly consistent directed version is uniquely
given in both asymmetric cases. Only for the symmetric ones do we obtain
more than one possible weakly consistent directed version (compare Section
3.2).

Proof of Theorem 3.53. We show the statement for w an asymmetric string.
The other two cases are analogous.
Let v ∈ (Φd

ud)
−1 (w) be weakly consistent and assume towards a contradiction

that v is not consistent. Then there exists 1 ≤ j ≤ n with wj a special letter
and dir(vj) ≠ dir(vjc−) and dir(vjc−) = dir(vjc+). Thus, ind

∗
j (w) > indcj(v) and

vjc− = vjc+ are special letters. Let x−1 denote the undirected subword between
wjc− and wj in w; hence, x is the undirected subword between wj and wjc+ .
Set y = w[< jc−], z = w[> jc+]. Then w is of the form

ywjc−x
−1wjxwjc+z.

Assume without loss of generality that dir(vj) = 1. Hence, dir(vjc−) =
dir(vjc+) = −1. The weakly consistent orientation with respect to the pos-
itions jc−, j

c
+ and j gives the following inequalities:

1) y−1 < x−1wjxwjc+z,

2) xwjc+z < xwjc−y
−1, i.e. z < y−1,

3) x−1wjxwjc−y
−1 < z.

Thus, we get
x−1wjxwjc−y

−1 < z < y−1 < x−1wjxwjc+z.

Comparing the �rst and last word in this chain of inequalities gives y−1 < z,
a contradiction to inequality 2).
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The next step is to show that a consistent word is also weakly consist-
ent. This is more complicated to show than the previous statement. Let us
therefor �rst introduce some auxiliary lemmas.

Lemma 3.55. Let w be a string, either asymmetric or symmetric, and let wZ

be an asymmetric band. Let j ∈ I (for I = {0, . . . , n} or I = Z, respectively)
with wj of special type and ind∗j (w) = d <∞ (ind∗j (wZ) = d <∞, respectively).
Then there do not exist k, l ∈ I with k < j < l, wk, wl both of special type, and
∣j − k∣ = ∣j − l∣ ≤ d such that ind∗k(w) ≥ d and ind∗l (w) ≥ d (ind∗k(wZ) ≥ d and
ind∗l (wZ) ≥ d, respectively).

Proof. We �rst show the statement for w an asymmetric string. For sym-
metric strings, the proof is analogous.
Assume towards a contradiction that such indices k, l ∈ Z exist with the
above properties. Denote by x the subword of w between wj and wl (hence
x−1 gives the subword of w between wk and wj). Since ∣j − k∣ = ∣j − l∣ ≤ d, we
have ∣x∣ < d. Denote by y the subword of w between wj∗− and wk (hence y−1

describes the word between wl and wj∗+ and we have ∣y∣ + ∣x∣ + 1 = d). Also,
k∗− < j∗− and j∗+ < l∗+, so let z (respectively u) be the subword between wk∗−
and wj∗− (wj∗+ and wl∗+ , respectively). Thus, w is of the form

. . .wk∗−zwj∗−ywkx
−1wjxwly

−1wj∗+uwl∗+ . . . . (46)

Assume without loss of generality that ∣y∣ ≤ ∣x∣. Then by symmetry in wk

and wl, y is a �nite subword of a word of the form

(η∗x−1ε∗x)h,

for some h ∈ N, where sh = s . . . s is a word given by h copies of s and η∗ = wl,
ε∗ = wj . One has ∣y∣ + ∣z∣ + 1 = ind∗k(w), ∣y∣ + ∣u∣ + 1 = ind∗l (w).
For x = x1 . . . xf we know that xf is ordinary. By symmetry in position l we
obtain

xf = (wj∗+)
−1. (47)

Similarly, symmetry in position k results in

x−1f = (wj∗−)
−1. (48)

Combining (47) and (48) gives

wj∗− = (wj∗+)
−1. (49)

Thus, ind∗j (w) ≥ d + 1, contradicting the assumption on its c∗−index.

Now let wZ be an asymmetric band. Assume again towards a contradiction
that the indices k, l ∈ Z as above exist. By Lemma 3.29, ind∗j (wZ) is �nite and
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it is enough to consider for ȷ̂ ≡ j (mod p) the subword t ∶= ŵp[> ȷ̂]ŵpŵp[< ȷ̂]
of wZ to determine the weakly consistent orientation in position j. The let-
ters wk and wl are by assumption in t. Also, it follows from indk∗− and indl∗+
that both wk∗− and wl∗+ are not contained in t. We extend t to the left up to
and including wk∗− , and to the right up to and including wl∗+ . We denote the

resulting word by t̂.
Now t̂ is a �nite subword of wZ which is of the same form as the subword in
(46). Using the same arguments as in the asymmetric string case on t̂, the
proof for an asymmetric band follows analogously.

Lemma 3.56. Let w be a string of length n, either asymmetric or symmetric,
for some n ∈ N, and let wZ be an asymmetric band. Let v ∈ (Φd

ud)
−1 (w)

(vZ ∈ (Φd
ud)
−1 (wZ)) be weakly consistent. If w is a symmetric string of the

form uε∗u−1, assume additionally that v = tεκt−1 for t ∈ (Φd
ud)
−1 (u) and

κ ∈ {+1,−1}. Moreover, let j ∈ I (I = {0, . . . n} or I = Z) with wj special
and ind∗j (v) = d (ind∗j (vZ) = d, respectively). Let k, l ∈ I and k < j < l with
∣j − k∣ = ∣j − l∣ ≤ d, wk and wl special letters, and ind∗k(v) < d, ind∗l (v) < d
(ind∗k(vZ) < d, ind∗l (vZ) < d, respectively).
Then either dir(vk) = −dir(vl) or dir(vk) = dir(vl) = dir(vj).
Proof. We show the statement for w an asymmetric string. For symmetric
strings and asymmetric bands, the proof is analogous by the same arguments
as in Lemma 3.55 (for symmetric bands �rst consider j ≠ m + 1 which is
analogous to the proof for asymmetric strings. For j = m + 1 it follows by
symmetry of w that ind∗k(w) = ind∗l (w) and thus that dir(vk) = −dir(vl)).
Assume without loss of generality that dir(vj) = −1 and ind∗l (w) ≥ ind∗k(w).
For dir(vl) = 1 we consider the following cases regarding the positions of j∗+
and l∗+:

● l∗+ < j∗+. Then L∗ ⊂ J∗ and we need to distinguish

1) j < l∗− and
2) l∗− < j.

● j∗+ < l∗+. Similarly to the above, we distinguish

3) j < l∗− and
4) l∗− < j.

● j∗+ = l∗+. This case is given by 5) below and does not need further
distinction.

We prove now for each of the �ve above cases that the statement holds.

1) l∗+ < j∗+ and j < l∗−: Since l∗+ ∈ J∗, we obtain by symmetry in position j
that k∗− ∈ J∗, too. We obtain from the same symmetry that ind∗k(w) =
ind∗l (w). Then, again by symmetry in position j, dir(vl∗+) = −dir(vk∗−)
and dir(vl∗−) = −dir(vk∗+). Hence, dir(vl) = −dir(vk).
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2) l++ < j++ and l∗− < j: For two suitable undirected words x1, x2 with
ind∗l (w) = ∣x1∣ + ∣x2∣ + 1, w can be written within the interval L∗ as:

. . .wl∗−x
−1
2 wjx

−1
1 wlx1η

∗x2wl∗+ . . . (50)

with wj = η∗.
To determine position k, we use symmetry in j and distinguish the
following cases:

a) ∣x1∣ = ∣x2∣ + 1:
We have x1 = ax−12 for a = wl∗− ∈ Q

ord
1 , and we can rewrite w from

(50) to:

. . . c−1x−12 η
∗x2a

−1wkwl∗−x
−1
2 wjx2a

−1wlax
−1
2 η
∗x2wl∗+ . . .

where wl∗+ = c. Thus, ind∗k(w) = 2∣x2∣ + 2 = ind∗l (w). Hence, by
symmetry in j, wk∗− = w

−1
l∗+

and thus dir(wk∗−) = −dir(wl∗+). It

follows directly that dir(vk) = −dir(vl).
b) ∣x1∣ > ∣x2∣ + 1:

We have x1 = x3ax−12 for some suitable undirected word x3 and
a = wl∗− . Using the symmetries in positions l and k, we can deduce
from (50) the following form of w:

. . . c−1x−12 η
∗x−12 a

−1x−13 wkx3wl∗−x
−1
2 wjx2a

−1x−13 wlx3ax
−1
2 η
∗x2wl∗+ . . .

where wl∗+ = cb, η, ε ∈ Sp. Then ind∗k(w) = 2∣x2∣ + ∣x3∣ + 2 =
ind∗l (w) and it follows by the same line of argument as in 2)a)
that dir(vk) = −dir(vl).

c) ∣x1∣ < ∣x2∣ + 1:
If ∣x1∣ = ∣x2∣, then wl is of ordinary type which is a contradiction.
Hence ∣x1∣ < ∣x2∣ and we can write x2 = x−11 ε∗x3 for a suitable
undirected word x3 and ε∗ = wl a special letter. For ∣x3∣ = 0 one
has x2 = x−11 ε∗ and w is given by

. . .wl∗−ε
∗x1wjx

−1
1 wlx1η

∗x−11 ε
∗wl∗+ . . . .

It follows by symmetry in j that x1 = a−1x̃1 for a = wl∗− and some
suitable word x̃1. Re�ning w by this gives

. . . a−1ε∗a−1x̃1η
∗x̃−11 awka

−1x̃1wj x̃
−1
1 awla

−1x̃1η
∗x̃−11 aε

∗wl∗+ . . .

with wj = η∗, wk = ε∗.
It follows from the above that ind∗k(w) = 2∣x̃1∣ + 4 = ind∗l (w) and
as above that dir(vk) = −dir(vl).
Now let ∣x3∣ ≥ 1. Then x2 = x−11 ε∗x3. Assume for contradiction
that dir(vk) = dir(vl) = −dir(vj). Recall that we assume without
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loss of generality that dir(vj) = −1. Hence, dir(vk) = dir(vl) = 1.
We obtain from (50) by symmetry in position l the following form
for w:

. . .wl∗−x
−1
3 wkx1wjx

−1
1 wlx1η

∗x−11 ε
∗x3wl∗+ . . .

with wl∗− = a, wl∗+ = c, wj = η∗, wk = wl = ε∗. The weakly consistent
orientation gives the following inequalities:

(i) from position j (after eliminating x−11 ε
∗ on both sides from

the left):

x3a
−1 . . . < x1η∗x−11 ε∗x3c . . . ,

(ii) from position k: x1η
∗x−11 ε

∗x1η
∗x−11 ε

∗x3c . . . < x3a−1 . . ..
Extending (i) by x1η

∗x−11 ε
∗ from the left on both sides and ap-

plying (ii) and again (i) gives:

x1η
∗x−11 ε

∗x3a
−1 . . . < x1η∗x−11 ε∗x1η∗x−11 ε∗x3c . . .

< x3a−1 . . . < x1η∗x−11 ε∗x3c . . . .

Thus, comparing the �rst and last element of the inequality-chain
and reducing by the same word as added before, we obtain

x3a
−1 . . . < x3c . . . ,

a contradiction to the de�nition of the linear order introduced in
Section 2.3.

3) j∗+ < l++ and j < l∗−: Let x1, x3 be two undirected suitable words with
∣x1∣ + ∣x3∣ + 1 = ind∗l (w), such that (by symmetries in j and l) w is of
the form:

. . .wj∗−x
−1
1 wkx1b

−1x3a
−1x−12 wjx2wl∗−x

−1
3 bx

−1
1 wlx1wj∗+x3wl∗+ . . .

with wj∗+ = b
−1 and wl∗− = a.

Since dir(wj∗+) = −1 by assumption, it follows directly ind∗k(w) = ∣x1∣
and thus wk∗− = wj∗− . Hence, dir(vk) = dir(vj) = −dir(vl).

4) j∗+ < l∗+ and l∗− < j: Let x1, x2 and x3 be three words such that ∣x1∣ +
∣x2∣ + x3∣ + 2 = ind∗l (w) and w is of the form:

. . .wl∗−x
−1
3 bx

−1
2 wjx

−1
1 wlx1η

∗x2wj∗+x3wl∗+ . . . (51)

where wj = η∗, wj∗+ = b
−1.

Similar to case 2), we distinguish the following subcases:

a) ∣x1∣ = ∣x2∣:
By symmetry in j, we obtain wl = b an ordinary letter. This
contradicts the assumption on wl.
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b) ∣x1∣ = ∣x2∣ + 1:
We can write x1 = bx−12 and w as follows:

. . .wl∗−x3bx
−1
2 wjx2b

−1wlbx
−1
2 η
∗x2wj∗+x3wl∗+ . . . .

We have ∣x3∣ > 0 (otherwise it follows wl = wj∗− , a contradiction to
the di�erent types of the two letters).
If ∣x3∣ = 1, then x3 = ε∗ = wk and wj∗− = wl∗− . Thus, dir(vl) =
dir(vj), contradicting the assumption. Hence, ∣x3∣ > 1.
We can write x3 = ε∗bx4. Assume towards a contradiction that
dir(vk) = dir(vl)(= −dir(vj)). We consider w of the following
form:

. . .wl∗−x
−1
4 b
−1wkbx

−1
2 wjx2b

−1wlbx
−1
2 η
∗x2wj∗+ε

∗bx4wl∗+ . . .

with wk = wl = ε∗, wj = η∗, wj∗+ = b
−1.

Since v is weakly consistent, the following inequalities hold:

(i) for position l: wl∗+ . . . < w
−1
l∗−
. . .,

(ii) for position k: bx4w
−1
l∗−
. . . > bx−12 η∗x2b−1ε∗bx−12 η∗x2b−1ε∗bx4wl∗+ . . . ,

(iii) for position j: x2b
−1ε∗bx4w

−1
l∗−
. . . < x2b−1ε∗bx−12 η∗x2b−1ε∗bx4wl∗+ . . ..

We extend (iii) from the left by x2b
−1ε∗bx−12 η

∗ and obtain the
following chain of inequalities, using (iii), (ii) and then (iii) again.

x2b
−1ε∗bx−12 η

∗x2b
−1ε∗bx4w

−1
l∗− . . .

< x2b−1ε∗bx−12 η∗x2b−1ε∗bx−12 η∗x2b−1ε∗bx4wl∗+ . . .

< x2b−1ε∗bx4w−1l∗− . . .
< x2b−1ε∗bx−12 η∗x2b−1ε∗bx4wl∗+ . . . .

Comparing the �rst and last term gives

w−1l∗− . . . < wl∗+ . . . ,

a contradiction to (i).

c) ∣x1∣ > ∣x2∣ + 1:
We can write x1 = x4bx−12 for a suitable undirected word x4 and
obtain for w:

. . .wl∗− . . . x4bx
−1
2 wjx2b

−1x−14 wlx4bx
−1
2 η
∗x2wj∗+x3wl∗+ . . .

with wj = η∗, wl = ε∗ and wj∗+ = b
−1.

Let us �rst consider the case ∣x4∣ = ∣x3∣. It follows x4 = x−13 and
thus by symmetry in position j that wl = w−1l∗− . But wl is of special
type while wl∗− of ordinary type, giving a contradiction.
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Now assume ∣x4∣ < ∣x3∣. We obtain by symmetry in position j
that x3 is of the form x3 = x−14 ε∗x5 for a suitable (possibly trivial)
undirected word x5. By symmetry in position l, we can write w
as follows:

. . .wl∗−x
−1
5 wkx4bx

−1
2 wjx2b

−1x−14 wlx4bx
−1
2 η
∗x2b

−1x−14 ε
∗x5wl∗+ . . .

with wj = η∗, wk = wl = ε∗.
Assume for contradiction that dir(vl) = dir(vk) = −dir(vj). The
directed version v of w is weakly consistent, giving:

(i) from position k:
x5w

−1
l∗−
. . . > x4bx−12 η∗x2b−1x−14 ε∗x4bx−12 η∗x2b−1x−14 ε∗x5wl∗+ . . .,

(ii) from position j: x5w
−1
l∗−
. . . < x4bx−12 η∗x2b−1x−14 ε∗x5wl∗+ . . .,

(iii) from position l: w−1l∗−
. . . > wl∗+ . . .

(Note that in (ii) we have reduced both sides from the left by
x2b
−1x−14 ε

∗).
Extending (ii) from the left by v ∶= x4bx−12 η∗x2b−1x−14 ε∗ and ap-
plying (i) and (ii) afterwards gives

vx5w
−1
l∗− . . . < vx4bx

−1
2 η
∗x2b

−1x−14 ε
∗x5wl∗+ . . .

< x5w−1l∗− . . . < vx5wl∗+ . . .

Comparing the �rst and last term of this chain of inequalities
gives

w−1l∗− . . . < wl∗+ . . . ,

a contradiction to (iii).
Now consider the last case ∣x4∣ > ∣x3∣. We can write x4 = x5wl∗−x

−1
3

for some suitable x5. We can deduce the following form for w:

. . .wj∗−x
−1
2 η
∗x2b

−1x3c
−1x−15 wkx5wl∗−x

−1
3 bx

−1
2 wjx2b

−1x3

c−1x−15 wlx5cx
−1
3 bx

−1
2 η
∗x2wj∗+x3wl∗+ . . .

with wl∗+ = c, wj = η∗, wk = wl = ε∗ and wj∗+ = b
−1.

Assume for contradiction dir(vl) = dir(vk) = −dir(vj). We obtain
from the weakly consistent orientation on v:

(i) from position l: w−1l∗−
. . . > wl∗+ . . .,

(ii) from position k:

w−1j∗− . . . > b
−1x3c

−1x−15 ε
∗x5cx

−1
3 bx

−1
2 η
∗x2b

−1x3wl∗+ . . . ,

(iii) from position j:

x2b
−1x3c

−1x−15 ε
∗x5cx

−1
3 bx

−1
2 η
∗x2b

−1x3wl∗+ . . .

> x2b−1x3w−1l∗− x
−1
5 ε
∗x5cx

−1
3 bx

−1
2 η
∗x2w

−1
j∗− . . .

72



(Note that we have reduced in case (ii) both words from the left by
x5cx

−1
3 bx

−1
2 η
∗x2.) Applying (iii), (ii) and again (iii) gives (after

reducing in the last step by x2b
−1x3c

−1x−15 ε
∗x5cx

−1
3 bx

−1
2 η
∗ from

the left):

x2b
−1x3w

−1
l∗− x

−1
5 ε
∗x5cx

−1
3 bx

−1
2 η
∗x2w

−1
j∗− . . .

< x2b−1x3c−1x−15 ε∗x5cx−13 bx−12 η∗x2b−1x3wl∗+ . . .

< x2w−1j∗− . . .
< x2b−1x3wl∗+ . . .

Comparing the �rst and last term gives

w−1l∗− . . . < wl∗+ . . . ,

contradicting (i).

d) ∣x1∣ < ∣x2∣:
In this case we can write x2 = x−11 ε∗x4 for some suitable word x4
and consider w in the following way:

. . .wl∗−x
−1
3 bx

−1
4 wkx1wjx

−1
1 wlx1η

∗x−11 ε
∗x4wj∗+x3wl∗+ . . .

with wj∗+ = b
−1, wj = η∗, wk = wl = ε∗.

Assume for contradiction that dir(vk) = dir(vl) = −dir(vj). The
following inequalities hold:

(i) from position k: x4b
−1x3w

−1
l∗−
. . . > x1η∗x−11 ε∗x1η∗x−11 ε∗x4b−1x3wl∗+ . . .,

(ii) from position j: x1η
∗x−11 ε

∗x4b
−1x3wl∗+ . . . > x4b

−1x3w
−1
l∗−
. . .,

(iii) from position l: w−1l∗−
. . . > wl∗+ . . .

We extend (ii) from the left by x1η
∗x−11 ε

∗ and obtain the following
chain of inequalities, applying (ii), (i) and (ii) again:

x1η
∗x−11 ε

∗x4b
−1x3w

−1
l∗− . . .

< x1η∗x−11 ε∗x1η∗x−11 ε∗x4b−1x3wl∗+ . . .

< x4b−1x3w−1l∗− . . .
< x1η∗x−11 ε∗x4b−1x3wl∗+ . . . .

Comparing the �rst and last term gives

w−1l∗− . . . < wl∗+ . . . ,

a contradiction to (iii).
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4*) In contrast to w of the form as in (51), one can also have w given by

. . .wl∗−z
−1wjy

−1bx−1wlxwj∗+yη
∗zwl∗+ . . . (52)

with wj = η∗, wj∗+ = b
−1. To analyse (52), we distinguish the following

cases:

a*) ∣z∣ = ∣y∣:
By symmetry in position j, we have wl∗− = b

−1. This contradicts
dir(vl) = 1.

b*) ∣z∣ < ∣y∣:
We can write y = ȳaz−1 for a suitable subword ȳ and wl∗− = a. It
follows that (52) can be re�ned to

. . .wj∗−x
−1wkxb

−1ȳwl∗−z
−1wjza

−1ȳ−1bx−1wlxwj∗+ ȳaz
−1η∗zwl∗+ . . .

Note that we have also used symmetry in j to extend to the left.
One has ind∗k(w) = ∣x∣ and wk∗− = wj∗− . Hence, dir(vk) = dir(vj) =
−dir(vl).

c*) ∣y∣ < ∣z∣:
We can write z = y−1bz̄ with wj∗+ = b

−1 and z̄ a suitable subword.
Re�ning (52) results in

. . .wl∗− z̄
−1b−1ywjy

−1bx−1wlxwj∗+yη
∗y−1bz̄wl∗+ . . . (53)

Now ∣z̄∣ ≠ ∣x∣ (otherwise wl = wl∗−). Consider ∣z̄∣ > ∣x∣. Then
z̄ = x−1ε∗ẑ with wl = ε∗ and ẑ a suitable subword. Thus, (53) can
be re�ned to

. . .wl∗− ẑ
−1ε∗xb−1ywjy

−1bx−1wlxwj∗+yη
∗y−1bx−1ε∗ẑwl∗+ . . .

If ∣ẑ∣ = 0, we can write x = a−1x̃ with wl∗− = a and x̃ a suitable
subword. By symmetry in position j, we obtain ind∗k(w) = ∣x̃∣ + 1
and thus wk∗− = wj∗− . It follows that dir(vk) = dir(vj) = −dir(vl).
Now assume ∣ẑ∣ > 0 and for contradiction dir(vk) = dir(vl). The
following inequalities hold:

(i) position k: ẑa−1 ⋅ ⋅ ⋅ > xb−1yη∗y−1bx−1ε∗xb−1yη∗y−1bx−1ε∗ẑc . . .
(ii) position l: a−1 ⋅ ⋅ ⋅ > c . . .
(iii) position j: y−1bx−1ε∗xb−1yη∗y−1bx−1ε∗ẑc ⋅ ⋅ ⋅ > y−1bx−1ε∗ẑa−1 . . .
Reducing inequality (iii) from the left by y−1bx−1ε∗ and applying
(i) afterwards, we obtain

xb−1yη∗y−1bx−1ε∗ẑc . . . > ẑa−1 . . .
> xb−1yη∗y−1bx−1ε∗xb−1yη∗y−1bx−1ε∗ẑc . . .
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We reduce the �rst and last term on the left by xb−1yη∗y−1bx−1ε∗.
Applying then (ii) results in

ẑc ⋅ ⋅ ⋅ > xb−1yη∗y−1bx−1ε∗ẑ ⋅ ⋅ ⋅ > ẑa−1 . . .

Comparing the �rst and last term of this chain of inequalities
contradicts the linear ordering on Ŵpos

⋆,i,κ.

Finally, consider ∣z̄∣ < ∣x∣. Then write x = x̃a−1z where wl∗− = a and
x̃ a suitable subword. The word w as in (53) can be re�ned to

. . .wj∗− z̄a
−1x̃−1wkx̃wl∗− z̄

−1b−1ywjy
−1bz̄a−1x̃−1wlxwj∗+ . . .

It follows that ind∗k(w) = ∣x∣ and thus wk∗− = wj∗− . It follows that
dir(vk) = dir(vj) = −dir(vl).

5) j∗+ = l∗+:
It follows that dir(vl) = dir(wl∗+) = dir(wj∗+) = dir(vj). By assumption
dir(vl) = −dir(vj) giving a contradiction.

For dir(vj) = dir(vl), we automatically obtain the statement, since we either
have dir(vk) = −dir(vl) or dir(vk) = dir(vl).

Example 3.57. Consider Λ, w and v from Example 3.52. Recall that v is
weakly consistent. Note that w is an asymmetric string. For j = 4, k = 1 and
l = 7 we have

∣j − k∣ = ∣j − l∣ = 3,
ind∗j (w) = 3,

ind∗k(w) = 0 < ind∗j (w),
ind∗l (w) = 1 < ind∗j (w).

The assumptions of Lemma 3.56 are satis�ed. We see that

dir(vk) = dir(vl) = dir(vj).

Example 3.58. Consider Λ from Example 2.3.1. Let

w ∶ ε∗a−1ε∗aε∗aε∗

be an asymmetric string. Then

v ∶ ε−1a−1εaεaε

is a weakly consistent directed version of w. Take j = 3, k = 2, l = 5. Then
we have

∣j − k∣ = ∣j − l∣ = 2,
ind∗j (w) = 2,

ind∗k(w) = 0 < ind∗j (w),
ind∗l (w) = 0 < ind∗j (w).
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Furthermore, we see that

dir(vk) = −dir(vl).

Lemma 3.59. Let w be a string of length n, either asymmetric or symmetric,
for some n ∈ N, and let wZ be an asymmetric band. Let v ∈ (Φd

ud)
−1 (w) (vZ ∈

(Φd
ud)
−1 (wZ), respectively) be weakly consistent. If w is a symmetric string

of the form uε∗u−1, assume additionally that v = tεκt−1 for t ∈ (Φd
ud)
−1 (u)

and κ ∈ {+1,−1}. Let j ∈ I (I = {1, . . . , n} or I = Z) and ind∗j (v) = d < ∞
(ind∗j (vZ) = d < ∞, respectively). Let k, l ∈ I with k < j < l, ∣j − k∣ = ∣j −
l∣ ≤ d, wk and wl special letters, and ind∗k(v) ≥ d, ind∗l (v) < d (ind∗k(vZ) ≥
d, ind∗l (vZ) < d, respectively). Then dir(vj) = dir(vl).

Proof. We show the statement for w an asymmetric string. For symmetric
strings and asymmetric bands, the proof is analogous by the same arguments
as in Lemma 3.55.
Observe that j + ind∗j (w) ≤ l + ind∗l (w) (otherwise ind∗k(w) ≤ d by symmetry
in position j).
Consider at �rst the case j + ind∗j (w) = l + ind∗l (w). Then j∗+ = l∗+ and thus
dir(wj∗+) = dir(wl∗+). It follows directly that dir(vj) = −dir(vl).
Now let j + ind∗j (w) < l+ ind∗l (w). Then j∗+ < l∗+ also. Assume j ∉ L∗. Denote
by x the subword between wl and wj∗+ and by y the subword between wj∗+
and wl∗+ . Assume for contradiction that dir(vj) = dir(vl) and without loss
of generality that dir(vj) = −1. By symmetry in the positions l and j, w is
then of the form

. . .wj∗−x
−1wkxb

−1yf−1 . . .wj . . .wl∗− y
−1b−1x−1wlxwj∗+y
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

L⋆

wl∗+ . . . ,

where wj∗+ = b
−1,wj∗− = c

−1, wl∗+ = a and wl∗− = f . It follows that ind∗k(w) =
∣x∣ < d which is a contradiction.
Now consider j ∈ L∗. Denote by y the subword of w between the letters
wl and wj+∗ , by x the one between wj and wl, and by z the subword of w
between wj∗+ and wl∗+ :

. . .wj∗−y
−1wkx

−1wjxwlywj∗+zwl∗+ . . . (54)

Then ind∗j (w) = ∣x∣ + ∣y∣ + 1 > ∣y∣ + ∣z∣ + 1 = ind∗l (w) and thus ∣x∣ > ∣z∣.
Assume towards a contradiction that dir(vj) = −dir(vl) and without loss of
generality that dir(vj) = −1. Let wj∗− = c

−1 and wj∗+ = b
−1.

Assume at �rst dir(vk) = 1. We obtain the following inequalities from v
being weakly consistent:

(i) from position k: yw−1j∗−
. . . > x−1wjxwlywj∗+zwl∗+ . . .,

(ii) from position j: wj∗+zwl∗+ . . . > w
−1
j∗−
. . .,
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(iii) from position l: x−1wjxwkyw
−1
j∗−
. . . > ywj∗+zwl∗+ . . ..

We extend (ii) from the left by the word y. Applying now the above inequal-
ities in order starting with (i) gives

x−1wjxwlywj∗+zwl∗+ . . . < yw
−1
j∗− . . . < ywj∗+zwl∗+ . . . < x

−1wjxwkyw
−1
j∗− . . .

Since wk = wl, we can reduce the above chain to

wj∗+zwl∗+ . . . < w
−1
j+− . . . (55)

By assumption on dir(vj), both letters wj∗− and wj∗+ are inverse. Hence, (55)
is contradicting the de�nition of the linear order "<" de�ned in Section 2.3.
Let now dir(vk) = −1. Observe at �rst that ∣x∣ ≠ ∣y∣ in (54) (otherwise, by
symmetry in l, wj = wj∗+ giving a contradiction to them being, respectively,
of special and ordinary type). We distinguish the di�erent possibilities:

(i) Assume ∣x∣ > ∣y∣. By symmetry in position l, we can write

x = ỹby−1.

Thus, (54) can be re�ned to

. . .wj∗−y
−1wkyb

−1ỹ−1wj ỹby
−1wlywj∗+zwl∗+ . . .

It follows that wk∗− = wj∗− . Thus, ind
∗
j (w) = ∣y∣ < d, giving a contradic-

tion to the assumption on the c∗−index of wk.

(ii) Assume ∣x∣ < ∣y∣ in (54). By symmetry in position l, we can write
y = x−1η∗ỹ for a suitable subword ỹ and wj = η∗. Re�ning (54) by this
results in

. . .wj∗− ỹ
−1η∗xwkx

−1wjxwlx
−1η∗ỹwj∗+zwl∗+ . . . (56)

It follows that ∣ỹ∣ ≠ ∣x∣ (otherwise wj∗− = wl). Hence, let at �rst ∣ỹ∣ < ∣x∣.
Then x = ỹcx̄ for a suitable subword x̄ and wj∗− = c

−1. The re�ned
version of (56) is given by

. . .wj∗− ỹ
−1η∗ỹcx̄wkx̄

−1c−1ỹ−1wj ỹcx̄wlx̄
−1c−1ỹ−1η∗ỹwj∗+zwl∗+ . . .

It follows that wj∗+ = wl∗+ and thus dir(vl) = −1, a contradiction to the
assumption on the direction of vl.
Consider now the case ∣ỹ∣ > ∣x∣. Then ỹ = xε∗ȳ for a suitable subword
ȳ and wl = ε∗:

. . .wj∗− ȳ
−1ε∗x−1η∗xwkx

−1wjxwlx
−1η∗xε∗ȳwj∗+zwl∗+ . . . (57)

Re�ning ȳ analogously as y and ỹ above results in contradictions in
the cases ∣ȳ∣ ≠ ∣x∣ and ∣ȳ∣ < ∣x∣ (analogously to the above).
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For ∣ȳ∣ > ∣x∣ we can write ȳ = x−1η∗s for a suitable subword s. Thus,
we consider now

. . .wj∗−s
−1η∗xε∗x−1η∗xwkx

−1wjxwlx
−1η∗xε∗x−1η∗swj∗+zwl∗+ . . . (58)

Now, comparing (56) - (58), we see that instead of re�ning further, we
can consider ∣s∣ → 0 instead. Assume without loss of generality that
∣s∣ = 0. This results in x = cx̃ for some suitable subword x̃. It follows
that wl∗− = wj∗− and thus dir(vl) = −1. This contradicts our assumption
on the direction of vl.

Example 3.60. Let Λ be as in Example 2.3.1. Let

w ∶ ε∗aε∗aε∗aε∗a−1ε∗aε∗a−1ε∗a−1ε∗aε∗

be an asymmetric string. The following word is a weakly consistent directed
version of it:

v ∶ ε a ε a ε a ε a−1 ε a ε−1 a−1 ε−1 a−1 ε−1 a ε

i ∈ I ∶ 1 2 3 4 5 6 7 8 910 11 12 13 14 15 1617

Consider now j = 11, k = 9 and l = 13. We have

∣j − k∣ = ∣j − l∣ = 2,
ind∗j (w) = 2,

ind∗k(w) = 6 > ind∗j (w),
ind∗l (w) = 0 < ind∗j (w).

We see that
dir(vj) = dir(vl).

With these auxiliary lemmas, we are able to prove the following theorem:

Theorem 3.61. Let w be an asymmetric or symmetric string and let wZ be
an asymmetric band. Let v ∈ (Φd

ud)
−1 (w) (vZ ∈ (Φd

ud)
−1 (wZ), respectively) be

a directed version of w (wZ, respectively). Then v (vZ, respectively) is weakly
consistent if and only if it is consistent.

Proof. We show the statement for w an asymmetric string. For symmetric
strings and asymmetric bands, the proof is analogous by the same arguments
as in Lemma 3.55.
Let w be an asymmetric string. Let v ∈ (Φd

ud)
−1 (w) be consistent and z ∈

(Φd
ud)
−1 (w) weakly consistent. We show the statement by induction on

ind∗j (w) for j ∈ I = {1, . . . , n}.
For ind∗j (w) = 0 it follows that ind∗j (w) = indcj(w). Hence wj∗− = wjc− and
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wj∗+ = wjc+ are of ordinary type. So dir(vj) = dir(zj).
Now let ind∗j (w) = d > 0. Again, the statement is clear for ind∗j (w) = indcj(w),
so assume ind∗j (w) > indcj(w). Let k, l ∈ I such that k = jc−, l = jc+. Then

dir(vk) = dir(vl) = dir(vj) (59)

and ∣j − k∣ = ∣j − l∣ ≤ d. Thus we can apply Lemma 3.55 and either have

a) ind∗k(w) < d and ind∗l (w) < d, or

b) ind∗k(w) ≥ d and ind∗l (w) < d.

Let us �rst consider case a): by induction we obtain

dir(vk) = dir(zk) and

dir(vl) = dir(zl).

By Lemma 3.56 we either have dir(zk) = dir(zl) = dir(zj) and we obtain by
(59) the result. Alternatively, we have −dir(zk) = dir(zl). Then it follows by
induction that dir(vk) = −dir(vl), a contradiction to (59), so this case does
not occur.
In case b) it follows by induction that dir(vl) = dir(zl). By Lemma 3.59
we obtain dir(zj) = dir(zl) and using induction on l and (59) results in
dir(zj) = dir(vj).

Corollary 3.62. Let w = uε∗u−1 be a symmetric string and v ∈ (Φd
ud)
−1 (w)

be (weakly) consistent. Then v = tεκt−1 for t ∈ (Φd
ud)
−1 (u), κ ∈ {+1,−1}.

Corollary 3.63. For any asymmetric string (band, respectively), there exists
a unique consistent directed version.

Proof. By Corollary 3.22 we know that there exists a unique weakly con-
sistent directed version for any asymmetric string. Corollary 3.30 gives the
same for asymmetric bands. Theorem 3.61 states that any consistent direc-
ted version of an asymmetric string or band is also weakly consistent. Thus,
uniqueness of a consistent directed version is inherited from the uniqueness
of a weakly consistent directed version in both cases.

3.3.2 Directed words from symmetric bands

For symmetric bands, the relation between consistent and weakly consistent
orientations is not as intuitive as in the other cases. The two sets of types
of directed versions are not equal, but there is merely an embedding of
the consistent directed versions in the set of all weakly consistent directed
versions.
As in the previous subsection, we will need some auxiliary lemmas in order
to describe this embedding.
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Lemma 3.64. Let wZ be a symmetric band of period p > 0, with periodic
part ŵp = ε∗uη∗u−1. Let j ∈ Z with wj a special letter and ind∗j (wZ) = d <∞.
Then there do not exists k ≠ l ∈ Z with wk, wl special letters, ∣j−k∣ = ∣j− l∣ ≤ d
and ind∗k(wZ) ≥ d, ind∗l (wZ) ≥ d.

Proof. Let us �rst make two observations: by assumption on indj(wZ), we
have that j ≠ 1,−m,−(2m + 1),m + 2 (mod p). Assume without loss of
generality that k < j < l. It follows by Lemma 3.64 that ind∗k(wZ) < ∞ and
ind∗l (wZ) <∞.
Assume for contradiction that k, l ∈ Z as in the statement exist. By the
second observation we know that neither k nor l gives the position of one
of the symmetry axes. By Lemma 3.46 we only need to consider a �nite
subword of wZ to determine the direction on wj . Hence, the statement follows
analogously to the proof of Lemma 3.55 in the previous subsection.

Lemma 3.65. Let wZ be a symmetric band of period p > 0 with periodic
part ŵp = ε∗uη∗u−1. Let vZ ∈ (Φd

ud)
−1 (wZ) be weakly consistent with periodic

copies v̂
(i)
p = εµitηκit−1 for t ∈ (Φd

ud)
−1 (u) and µi, κi ∈ {+1,−1}. Let j ∈ Z with

wj a special letter and ind∗j (wZ) = d <∞. Let k, l ∈ Z with ∣j − k∣ = ∣j − l∣ ≤ d,
wk,wl both special letters and ind∗k(wZ) < d, ind∗l (wZ) < d.
Then either dir(vj) = dir(vk) = dir(vl) or dir(vk) = −dir(vl).

Proof. By Lemma 3.46 we consider for k, l, j each only �nite subwords, so
also in sum a �nite subword of wZ. Thus, the proof is analogous to the proof
of Lemma 3.56 of the previous subsection.

Lemma 3.66. Let wZ be a symmetric band of period p > 0 with periodic
part ŵp = ε∗uη∗u−1. Let vZ ∈ (Φd

ud)
−1 (wZ) be weakly consistent with periodic

copies v̂
(i)
p = εµitηκit−1 for t ∈ (Φd

ud)
−1 (u) and µi, κi ∈ {+1,−1}. Let j ∈ Z with

wj a special letter and ind∗j (wZ) = d <∞. Let k, l ∈ Z with ∣j − k∣ = ∣j − l∣ ≤ d,
wk,wl both special letters and ind∗k(wZ) ≥ d, ind∗l (wZ) < d.
Then dir(vj) = dir(vl).

Proof. By the same arguments as in the previous proofs, this proof is ana-
logous to the proof of Lemma 3.59 of the previous subsection.

Now we are able to relate consistent directed versions to weakly consistent
ones of symmetric bands.

Proposition 3.67. Let wZ be a symmetric band of period p with periodic
part ŵp = ε∗uη∗u−1. Let xZ ∈ (Φd

ud)
−1 (wZ) be weakly consistent with periodic

copies x̂
(i)
p = εσisηδis−1, where s ∈ (Φd

ud)
−1 (u) and σi, δi ∈ {+1,−1}. Further-

more, let vZ ∈ (Φd
ud)
−1 (wZ) be consistent with periodic copies v̂

(i)
p = εµitηκit−1

for t ∈ (Φd
ud)
−1 (u) and µi, κi ∈ {+1,−1}.

Then one has for all j ∈ Z with wj a special letter and ind∗j (wZ) < ∞ that
dir(vj) = dir(xj).
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Proof. By Lemma 3.46, we only need to consider a �nite subword for j
in order to check on consistency and weak consistency. Thus, the proof
is analogous to the proof of Theorem 3.61, using Lemmas 3.64, 3.65 and
3.66.

Corollary 3.68. Let wZ be a symmetric band of period p with periodic part
ŵp = ε∗uη∗u−1. Then any consistent vZ ∈ (Φd

ud)
−1 (wZ) preserves the sym-

metry axes of wZ with respect to u.

Proof. The statement follows directly from Proposition 3.67.

Example 3.69. Let Λ be as in Example 2.3.1. and let wZ be a symmetric
band of period 8 with

ŵp = ε∗aε∗aε∗a−1ε∗a−1,
u = aε∗a.

Let vZ be a consistent directed version of wZ. Then

v̂(i)p = εµiaεaεκia−1ε−1a−1,

t = aεa,

for all i ∈ Z, where µi, κi ∈ {+1,−1} and t is a directed version of u.

Proposition 3.70. Let wZ be a symmetric band of period p with periodic
part ŵp = ε∗uη∗u−1. Let vZ ∈ (Φd

ud)
−1 (wZ) be a directed version of wZ with

periodic copies v̂
(i)
p = εµitηκit−1 for t ∈ (Φd

ud)
−1 (u) and µi, κi ∈ {+1,−1}.

Then vZ is consistent if and only if it is of one of the following four types:

1) µi = κi = −1 for all i ∈ Z,

2) µi = κi = 1 for all i ∈ Z,

3) (unique sink) there exists a unique j ∈ Z such that:

µi = κi =
⎧⎪⎪⎨⎪⎪⎩

−1 ∀i ≤ j,
1 ∀i > j

,

4) (unique source) there exists a unique j ∈ Z such that:

µi = κi =
⎧⎪⎪⎨⎪⎪⎩

1 ∀i ≤ j,
−1 ∀i > j

.

Proof. By Corollary 3.68 we know that the symmetry axes of wZ are pre-
served by consistency, i.e. any consistent xZ ∈ (Φd

ud)
−1 (wZ) has periodic cop-

ies of the form x̂
(i)
p = εµisηκis−1, for µi, κi ∈ {+1,−1}, s ∈ (Φd

ud)
−1 (u). Hence,
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we can reduce each subword u and u−1 to a vertex and only consider the sym-

metry axes to show consistency. Thus, any periodic part ŵ
(i)
p = εµiuηκiu−1 is

being reduced to εµiηκi . To do so, we use a new indexing of the letters, only
referring to those giving symmetry axes. We denote by v̌Z the thus reduced
version of vZ. Then, vZ is consistent if and only if v̌Z is consistent. We can
picture v̌Z with respect to 1) - 4) as follows:

1) . . .Ð→Ð→Ð→Ð→ . . . ,

2) . . .←Ð←Ð←Ð←Ð . . . ,

3) . . .Ð→ jÐ→←Ð←Ð . . . ,

4) . . .←Ð j←ÐÐ→Ð→ . . . .

Let us �rst show that v̌Z given by 1) − 4) is consistent:

1) As we can see, we have indcj(v̌Z) = 0 for all j ∈ Z. Hence, dir(v̌j) is
uniquely determined and we have

v̌j−1 = v̌jc− and v̌j+1 = v̌jc+

for any j ∈ Z. Now v̌−1j−1 < v̌j+1 and thus

(v̌Z[< j])−1 < v̌Z[> j].

Thus, any v̌Z of form 1) is consistent.

2) This case is analogous to 1) with reversed inequalities.

3) For all j ∈ Z with indcj(v̌Z) = 0, the result is clear by the same arguments
as given in case 1).
Let us now consider v̌j , v̌j+1 for j ∈ Z with indcj(v̌Z), indcj+1(v̌Z) > 0. By
the form of 3), there exists only one pair of indices with this property,
namely the two neighbouring letters with opposite directions: dir(v̌j) =
−dir(v̌j+1). We have

for all i ≤ j ∶ dir(v̌i) = dir(v̌j),
for all k ≥ j + 1 ∶ dir(v̌k) = dir(v̌j+1).

It follows dir(v̌i) = −dir(v̌k) for all i ≤ j, k ≥ j + 1. Thus,

(v̌Z[< j])−1 = v̌Z[> j], and
(v̌Z[< (j − 1)])−1 = v̌Z[> (j + 1)]

giving indcj(v̌Z) =∞ = indcj+1(v̌Z). Hence, any vZ of type 3) is consistent.

4) The proof of this case is analogous to case 3).
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Conversely, assume that v̌Z is consistent.
If all letters of v̌Z have the same direction, i.e. indcj(v̌Z) = 0 for all j ∈ Z, then
v̌Z is of type 1) or 2).
Assume now that there exists j ∈ Z with indcj(v̌Z) > 0, i.e., one has for its
direct neighbours v̌j−1, v̌j+1 that dir(v̌j−1) = −dir(v̌j+1). Assume without loss
of generality that dir(v̌j) = dir(v̌j−1). Then the vertex between v̌j and v̌j+1
is either a source or a sink. Let x = x1 . . . xk be a �nite subword of v̌Z with
x1 = v̌j+1 and dir(xi) = dir(v̌j+1) for all 1 ≤ i ≤ k. Similarly let z = z1 . . . zl
be a �nite subword of v̌Z with zl = v̌j and dir(zi) = dir(v̌j) for all 1 ≤ i ≤ l.
Assume without loss of generality that ∣x∣ < ∣z∣. Denote by y the N−subword
of v̌Z starting on the right hand side of x and assume dir(y1) = −dir(xk).
Thus, we assume that v̌Z is none of the above types, in particular it is neither
of type 3) nor of type 4). We obtain that

indcj+1(v̌) = ∣x∣ − 1, and
(j + 1)c− = (j + 1) − (∣x∣ − 1) − 1 = j + 1 − ∣x∣,
(j + 1)c+ = (j + 1) + (∣x∣ − 1) + 1 = j + 1 + ∣x∣.

It follows that dir(v̌j+1) = dir(v̌j) giving a contradiction.

Corollary 3.71. Let wZ be a symmetric band of period p with periodic part
ŵp = ε∗uη∗u−1. Let vZ ∈ (Φd

ud)
−1 (wZ) be weakly consistent, given by one of

the types 1)−4) of Proposition 3.70 and with periodic copies v̂
(i)
p = εµitηκit−1

where t ∈ (Φd
ud)
−1 (u) and µi, κi ∈ {+1,−1}. Then vZ is consistent.

Proof. The result follows from Proposition 3.67 and 3.70: by Proposition
3.67 we know that weakly consistent and consistent orientations coincide on
those j ∈ Z with ind∗j (wZ) < ∞. Proposition 3.70 gives that letters vj with
ind∗j (wZ) =∞ are consistent for the types 1) - 4).
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3.4 Formulation of Main Theorem

We have now considered all components which are necessary to state the
main theorem of this thesis. The proof of it will be given later (Chapter 6,
Theorem 6.10).
For an easier formulation, we denote by Wi the following set of words, and
by Ci the following category (i = 1,2,3,4):

i Wi Ci
1 asymmetric strings modk

2 symmetric strings modk[f ∣ f2 = f]
3 asymmetric bands modk[T,T −1]
4 symmetric bands modk⟨e, f ∣ e2 = e, f2 = f⟩

Furthermore, we denote by Vi a complete set of all �nite dimensional, pair-
wise non-isomorphic indecomposable modules of Ci, i = 1,2,3,4.
Let w ∈W1, V be a C1-module. Then we denote byM1(w,V ) the following
module:

V0 V1
w

κ1
1oo V2

w
κ2
2oo ⋯

w
κ3
3oo Vn

wκn
noo ,

where

κi =
⎧⎪⎪⎨⎪⎪⎩

1 if (w[< i])−1 > w[> i],
−1 else,

for all i ∈ I with wi a special letter, and where the Vi's are disjoint copies of
V .
Let w = uε∗u−1 ∈ W2 and let V be a C2−module. Then we denote by
M2(w,V ) the following module:

V0 V1
w

κ1
1oo V2

w
κ2
2oo ⋯

w
κ3
3oo Vm

wκm
moo ε=fjj ,

where

κi =
⎧⎪⎪⎨⎪⎪⎩

1 if (w[< i])−1 > w[> i],
−1 else,

for all 1 ≤ i ≤ m, with wi a special letter, and where the Vi's are disjoint
copies of V .
Let wZ ∈ W3 be of period p, an let V be a C3−module. We denote by
M3(v, V ) the module

V0

w
κp
p

33V1
w

κ1
1oo V2

w
κ2
2oo ⋯

w
κ3
3oo Vp−1

w
κp−1
p−1oo ,
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where

κi =
⎧⎪⎪⎨⎪⎪⎩

1 if (wZ[< i])−1 > wZ[> i],
−1 else,

for i ∈ Z with wi a special letter, and where the Vi's are disjoint copies of V .
Let wZ ∈W4 be of period p with periodic part ŵp = ε∗uη∗u−1, and let V be
a C4−module. We denote byM4(v, V ) the module

V0ε=e 66 V1
w

κ2
2oo V2

w
κ3
3oo ⋯

w
κ4
4oo Vm

w
κm+1
m+1oo η=fjj ,

where

κi =
⎧⎪⎪⎨⎪⎪⎩

1 if (wZ[< i])−1 > wZ[> i],
−1 else,

for all 2 ≤ i ≤ m + 1 with wi a special letter, and where the Vi's are disjoint
copies of V .
The exponents κi with i ∈ I such that wi is an ordinary letter, are given by
the respective exponents in w or wZ, respectively, in the above descriptions
of Mi(w,V ), Mi(wZ, V ), respectively. Our �nal classi�cation result reads
as follows:

Main Theorem: Let Λ be a clannish algebra. The modules of the form
Mi(w,V ), i = 1,2,3,4, with w running through Wi and V running through
Vi, give a complete list of �nite dimensional, pairwise non-isomorphic in-
decomposable modules of Λ.

Remark 3.72. We can see by the de�nition of M1(w,V ) and M3(w,V )
that we actually consider modules arising from weakly consistent directed ver-
sions of w for the asymmetric cases. Recall that they coincide with consistent
directed versions for those two cases.
Similarly, we know by Theorem 3.61 that the set of weakly consistent and
consistent directed versions of symmetric strings coincide. We consider those
versions here, too.
The case of a symmetric band is - as before - the most complicated one and
requires further investigation. On �rst sight it might seem to behave sim-
ilar to the other cases with respect to its directed versions, but we need to be
careful here: the directions chosen on the symmetry axes are hidden in the
action of e and f on the vector space.
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4 Formulation of a matrix problem

In this chapter, we reduce the setting to skewed-gentle algebras (see Sec-
tion 4.3) and give an explicit construction of a bundle of semichains for a
given skewed-gentle algebra. In order to do so, we �rst present in Section 4.1
the results and constructions on representations of bundles of semichains X
from [Bon88, Bon91]. We introduce in particular the sets S̄(L) of so-called
simple, admissible L−chains, and the set of so-called simple L−cycles S̊(L).
Starting from those sets, [Bon91] gives a nice construction of the canonical
X−representations which �nally lead to a classi�cation of those. By trans-
forming our classi�cation problem into the classi�cation problem presented
in those papers, we are able to use their classi�cation results for our purposes.
Before doing so, we give an explicit description of the category Rep(X) of
representations of the bundle of semichains X (cf. Section 4.2).
We proceed in Section 4.4 with the above mentioned construction of a bundle
of semichains XΛ for a given skewed-gentle algebra Λ and thus prove that
such a bundle always exists for a skewed gentle algebra (Theorem 4.70). Fur-
thermore, our method describes a unique way of constructing the bundle. In
Section 4.5 and 4.6, we describe how to obtain L−graphs from words in
Γud(Λ). We �nd in particular that words given by asymmetric and sym-
metric strings result in simple, admissible L−chains (Theorem 4.113). Sim-
ilarly, we can obtain such L−chains from symmetric bands (Theorem 4.113).
We also see that asymmetric and symmetric bands result in simple L−cycles
(Theorem 4.130). To this end, the notion of minimal and coadmissible words
becomes important (cf. Chapter 2). Finally, we are able to show that there
exists a 1-1-correspondence between strings and symmetric bands and the
isomorphism classes of simple, admissible L−chains (Corollary 4.117). Simil-
arly, we see that there exists a 1-1-correspondence between asymmetric and
symmetric bands and the isomorphism classes of simple L−cycles (Corollary
4.142).
Another advantage of our construction is described in Section 4.7: we show
here that the directions on L−graphs coincide with the directions on spe-
cial letters of �nite index due to the way we construct the bundle. Chapter
5 will show in which way this result helps us for the classi�cation of the
indecomposable modules.

4.1 Matrix problem for bundles of semichains

We introduce in this section the notion of a bundle of semichains and their
representations after [Bon91]. Therefore, we stay close to the structure of
[Bon91]. Furthermore, we outline the strategy for the classi�cation of the
indecomposable representations of bundles of semichains given in [Bon91]
and proven in [Bon88]. We also cite useful properties with respect to this
classi�cation from [Bon88].
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We start with some de�nitions and notation.

4.1.1 Bundles of semichains

De�nition 4.1. Let Π be a �nite partially ordered set. Then Π is a semi-
chain if it can be written as a disjoint union

Π =
k

⊔
i=1

Πi,

such that each Πi consists of either one element or two incomparable elements
and such that for all x ∈ Πi and y ∈ Πj with i < j one has x < y.
The sets Πi are called links of Π.
We denote the elements of a two-point link Πi by x

+, x−, respectively, and
write x+><x− to denote their incomparability.

Remark 4.2. If each Πi consists of one point, then Π is called a chain.

Example 4.3. The semichain Π = Π1 ∪Π2 with Π = {1}, Π2 = {2+,2−} can
be depicted in a Hasse diagram in the following way:

2+ 2−

1

Denote by X = {C1, . . . ,CN ,R1, . . . ,RN} a family of pairwise disjoint
semichains, that is,

Ci ∩ Cj = ∅ ∀i ≠ j,
Ri ∩Rj = ∅ ∀i ≠ j,
Ci ∩Rj = ∅ ∀i, j.

Moreover, denote by

C =
N

⋃
i=1

Ci, R =
N

⋃
i=1

Ri

the union of the respective semichains.

De�nition 4.4. We call elements of C column labels and those of R row
labels. Accordingly, any Ci and C itself, any Ri, R itself is called a column
label set and row label set, respectively.

Denote by L(Ci) or L(Ri) the set of links of the semichain Ci or Ri,
respectively. The union of the sets L(C1), . . . ,L(Cn) is denoted by L(C),
and the union of L(R1), . . . ,L(Rn) similarly by L(R). Moreover, we set
L = L(X) = L(C)∪L(R). Denote by X0 = C∪R the set of elements of C and
R. Let σ be an involution (that is, σ2 = id) on X0 such that σ(X) = X for
all elements X belonging to a two-point link.
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De�nition 4.5. A bundle of semichains is a pair X = (X, σ) where X =
{C1, . . . ,CN ,R1, . . . ,RN} is a family of pairwise disjoint semichains and σ
an involution on the set X0 of elements of the semichains.

Example 4.6. Let N = 2, X = {C1,C2,R1,R2}, where C1 = {C+11><C−11},
C2 = {C21}, R1 = {R11 >R12}, R2 = {R12}. Let σ be given by

σ ∶R11 ↦ C21, R12 ↦R21, Cζ
11 ↦ Cζ

11, ζ ∈ {+,−}.

Then X = (X, σ) is a bundle of semichains.

Example 4.7. Let N = 1, C1 = {C+11><C−11}, R1 = {R11 > R12 > R13} and σ
acts as follows:

Cζ
11 ↔ Cζ

11, ζ ∈ {+,−},
R12 ↔R12,

R11 ↔R13.

This gives for X = {C1,R1} the bundle X = {X, σ}.

De�nition 4.8. A representation of the bundle X = (X, σ) over k is given
by a collection of the form U = (UX , U

i)X∈X0,1≤i≤N such that

● UX is a �nite dimensional k−vector space of the form knX where nX =
dim(UX) and such that dim(UX) = dim(Uσ(X)).

● U i ∶⊕C∈Ci
UC Ð→⊕R∈Ri

UR is a k−linear map for each 1 ≤ i ≤ N .
Equivalently, U i can be expressed as a �nite matrix with band structure
given as follows:

⋅ horizontal bands are indexed by the elements R ∈Ri,

⋅ vertical bands are indexed by the elements C ∈ Ci.

We denote by P (X) the band indexed by X ∈ X0. Then

⋅ the band P (X) has dim(UX) rows (columns) if X ∈R (X ∈ C).

Remark 4.9. Note that for some elements X ∈ X0 the corresponding band
P (X) may be empty.

We are going to see examples for X−representations in Subsection 4.1.4.

De�nition 4.10. Let U = (UX , U
i)X,i and V = (VX , V i)X,i be two represent-

ations of X. Then U and V are said to be equivalent if for any i ∈ {1, . . . ,N}
the matrices U i and V i can be obtained one from the other by a sequence of
transformations of the following types:
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1. Perform an arbitrary elementary transformation of the rows (respect-
ively columns) within the band P (X) in U i, X ∈ Ri (X ∈ Ci), for any
1 ≤ i ≤ N , but

1a. if σ(X) = Y with X ∈ Ri, Y ∈ Rj (X ∈ Ci, Y ∈ Cj), for some
1 ≤ j ≤ N , then perform the same transformation on the band
P (Y ) in U j.

1b. if σ(X) = Y with X ∈ Ri, Y ∈ Cj (X ∈ Ci, Y ∈ Rj), for some
1 ≤ j ≤ N , then perform the inverse transformation on the band
P (Y ) in U j.

2. For X < Y in Ri (Ci) for some 1 ≤ i ≤ N , add a multiple of the band
P (X) to the band P (Y ) within the matrix U i.

Transformations of the types 1,1a,1b and 2 are called admissible.

Remark 4.11. We will make use of admissible transformations in particular
in Section 4.2 in order to de�ne the category of representations of a bundle
of semichains.

De�nition 4.12. Let U and W be two representations of the bundle X.
Then the direct sum U ⊕W of the two representations is de�ned as follows:

● The vector space (U ⊕W )X for X ∈ X0 is given by UX ⊕WX .

● The matrix (U ⊕W )i for i ∈ {1, . . . ,N} is given by

U i ⊕W i ∶
⎛
⎝⊕C∈Ci

UC
⎞
⎠
⊕
⎛
⎝⊕C∈Ci

WC
⎞
⎠

(
U i 0
0 W i)

Ð→
⎛
⎝⊕R∈Ri

UR
⎞
⎠
⊕
⎛
⎝⊕R∈Ri

WR
⎞
⎠
.

Remark 4.13. Note that the intuitive de�nition of a direct sum of two
representations would be to de�ne U i ⊕W i as maps

⊕
C∈Ci

(UC ⊕WC)Ð→ ⊕
R∈Ri

(UR ⊕WR).

We use the natural isomorphism between these direct sums and the respective
ones given in De�nition 4.12 in order to de�ne them as we did.

De�nition 4.14. Let U be a representation of the bundle X. Then U is
indecomposable if it is not equivalent to the direct sum of two non-trivial
representations of X.
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4.1.2 L−graphs

The aim of this subsection is to de�ne L− graphs. From those we construct
in the next subsection certain representations of X.

Recall that L = L(X) denotes the set of links arising from the semichains
in X. In the following we identify links consisting of one point with the
corresponding point itself. The number of points of a link X is denoted by
r(X).
We are going to consider the following two symmetric binary relations on L:

De�nition 4.15. a) The relation α ⊆ L×L is given by the tuples (X,Y )
such that

either X ≠ Y, r(X) = r(Y ) = 1, σ(X) = Y,
or X = Y, r(X) = 2.

If (X,Y ) ∈ α, we write XαY .

b) The relation β ⊆ L ×L is given by the tuples (X,Y ) such that

either X ∈ L(Ci), Y ∈ L(Ri),
or X ∈ L(Ri), Y ∈ L(Ci), for some 1 ≤ i ≤ N.

For γ ∈ {α,β}, we say that two links X,Y ∈ L are in γ−relation, if XγY
holds. We write Xγ̄Y if X and Y are not in γ−relation.

Remark 4.16. Let X ∈ L. It follows by de�nition:

XαX if and only if X is a two-point link,

XᾱX if and only if X is a one-point link.

Example 4.17. Consider the bundle of semichains given in Example 4.7.
Let C11 denote the link containing the two points C+11 and C−11. We identify
the other links only consisting of one point with the points themselves. Then
we obtain the following relations:

R1jβC11 for any 1 ≤ j ≤ 3,
C11αC11,

R11αR13,

R12ᾱX for any X ∈ C1 ∪R1.

Next, we de�ne an L−graph. To this end, let Ω be the set of �nite
non-oriented graphs consisting of chains and cycles of the form

c1● ρ1 c2● . . .
cm−1● ρm−1 cm● m ≥ 1
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c1● ρ1 c2● . . .
cm−1● ρm−1 cm●

ρm

m ≥ 2

Denote in the following by

m̃ =
⎧⎪⎪⎨⎪⎪⎩

m − 1 if C is a chain of length m,

m if C is a cycle of length m.

the number of edges in the graph C. For cycles, we consider in the following
indices i >m modulo m.

De�nition 4.18. Let C = (ci, ρj)1≤i≤m−1,1≤j≤m̃ ∈ Ω. An L−graph on C is a
function g ∶ C → L ∪ {α,β} with

g(ci) ∈ L, for all 1 ≤ i ≤m,
g(ρj) ∈ {α,β}, for all 1 ≤ j ≤ m̃,

such that the following holds:

a) If ρi connects the nodes ci and ci+1 in C, then g(ci)g(ρi)g(ci+1).

b) For ρi and ρi+1 neighbouring edges in C, then g(ρi) ≠ g(ρi+1).

c) If C is a cycle, and g(cm), g(c1) are one-point links, then g(ρm) ≠ α.

The length of an L−graph g is denoted by ∣g∣ and given by the number m of
nodes in C.

Remark 4.19. Note that we have added condition c) in De�nition 4.18 in
contrast to the original [Bon91]. This condition has to be given in order to
guarantee a correct notion of equivalence.

De�nition 4.20. We call an L−graph g on a chain C an L−chain and an
L−graph g on a cycle C an L−cycle.

We denote in the following xi = g(ci) and λi,i+1 = g(ρi). Thus, we can
describe an L−graph g uniquely by the sequences g0 = {x0, . . . , xm} and
g1 = {λ12, . . . , λm−1,m} (g0 = {λ12, . . . , λm,1}, respectively). Using for an
α−relation the symbol ∼, and for a β−relation the symbol −, we can depict
an L−cycle as

x1 x2 . . . xm−1 xm or x1 x2 . . . xm−1 xm

depending on g1. Recall that the second kind of depiction only is given if x1
and xm are not one-point links. We depict an L−chain in a similar way.

Example 4.21. Let X be given as in Example 4.7 with relations as in Ex-
ample 4.17. Then

92



1. g ∶ R12 − C11 ∼ C11 −R13 ∼R11 − C11 is an L−chain, and

2. the following is an L−cycle:

g ∶ C11 R13 R11 C11 C11 R11 R13 C11.

Using the description of an L−graph g via the two sequences g0 and g1,
it is easy to de�ne the corresponding reversed graph g∗, or to compare g to
a second graph:

De�nition 4.22. Let g be an L−graph with sequence of links g0 = {x1, . . . , xm}
and sequence of relations g1 = {λ12, . . . , λm−1,m} (g0 = {λ12, . . . , λm,1}, re-
spectively). Its reversed L−graph g∗ is given by

g∗0 = {xm, . . . , x1},

g∗1 =
⎧⎪⎪⎨⎪⎪⎩

{λm−1,m, . . . , λ1,2} if g an L − chain,
{λm−1,m, . . . , λ1,2, λm,1} if g an L − cycle.

De�nition 4.23. Let g and h be two L−graphs given by g0 = {x1, . . . , xm},
g1 = {λ12, . . . , λi,j} and h0 = {y1, . . . , ym′}, h1 = {µ12, . . . , µi′,j′} where (i, j) =
(m − 1,m) if g is an L-chain and (i, j) = (m,1) otherwise, (i′, j′) = (m′ −
1,m′) if h is an L−chain and (i′, j′) = (m′,1) otherwise. Then g = h if

(i) m =m′,

(ii) xi = yi for all 1 ≤ i ≤m,

(iii) λij = µij for all 1 ≤ i ≤ m̃, 2 ≤ j ≤m (1 ≤ j ≤m)

Example 4.24. Consider the L−graphs from Example 4.21. Then we obtain
the following reversed graphs:

1. g∗ = C11 −R11 ∼R13 − C11 ∼ C11 −R12,

2. g∗ = g.

We de�ne next two properties of L−graphs. They are called admissibility
and simplicity. Later, those properties will be useful in order to de�ne so
called canonical representations and in order to describe their constructions.

De�nition 4.25. An L−chain g is called admissible if the following holds: if
there exist X,Y ∈ L, X ≠ Y with XαY , and ci ∈ C with g(ci) =X, then there
exists an edge ρ ∈ C containing ci (i.e., ρ = ρi or ρ = ρi−1) with g(ρ) = α.

Remark 4.26. This condition holds for any L−cycle.
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Example 4.27. Both L−graphs from Example 4.21 are admissible. For the
same bundle X, the following L−chain is not admissible:

g′ ∶R12 − C11 ∼ C11 −R13.

This is due to x4 = R13 being a one-point link which is in α−relation with
the one-point link R11.

Remark 4.28. As we see in the above example, admissible L−chains are
allowed to have two-point links as end points without any restriction (see
Example 4.21.1).
The critical one-point links are those being in α−relation with other one-point
links. Hence, one-point links which are not in any α−relation can also be end
points in an admissible L−chain.

The notion of simplicity is given in terms of isomorphisms.

De�nition 4.29. A homomorphism τ ∶ C → C ′ of graphs is given by a map
on the nodes ci which preserves adjacency. That is, two neighbours ci, ci+1
in C are sent to neighbours c′j = τ(ci), c′j±1 = τ(ci+1) in C ′.
If the homomorphism τ is bijective, it is called isomorphism.

De�nition 4.30. Let τ ∶ C → C ′ be an isomorphism of graphs and let g, g′

be two L−graphs de�ned on C, C ′, respectively. Then τ is an isomorphism
of L−graphs if g = g′τ .
We denote the group of automorphisms on an L−graph g by Aut(g).
A rotation for an L−cycle g is given by an automorphism τ for which there
exists k ∈ Z such that τ(ci) = ci+k for all 1 ≤ i ≤ m. The group of rotations
on g is denoted by Rot(g).

De�nition 4.31. We call an L−chain g symmetric if Aut(g) is not trivial.
An L−cycle g is called symmetric if the quotient group Aut(g)/Rot(g) is
not trivial.

De�nition 4.32. We call an L−cycle g simple if Rot(g) = {id}.

Example 4.33. 1. Consider the L−cycle from Example 4.21.2. Then its
underlying graph Cg is of the form

c1 c2 c3 c4 c5 c6 c7 c8.

The automorphism group of g is given by Aut(g) = {id, τ} where τ is
an isomorphism on Cg, with the action

c4 ↔ c5, c3 ↔ c6, c2 ↔ c7, c1 ↔ c8.

The morphism τ is clearly not a rotation, so Rot(g) = {id}. Thus, g
is symmetric and simple.
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2. Consider for the same bundle as before the cycle

g ∶ C11 R13 R11 C11 C11 R11 R13 C11

It has the same underlying graph as given in 1. For τ±3 ∶ ci ↦ ci±3 we
have Aut(g) = Rot(g) = {τ±3, id}. Thus, g is neither symmetric nor
simple.

3. Consider again the same bundle as before. Let

g = C11 R13 R11 C11 C11 R13 R11 C11

be an L−chain. It is symmetric since

τ ∶ ci ↔ c9−i, 1 ≤ i ≤ 4

gives a non-trivial automorphism on g for the underlying graph

Cg ∶ c1 − c2 − c3 − c4 − c5 − c6 − c7 − c8.

Remark 4.34. It is easy to see ([Bon88, �2]) that for a simple L−cycle g
one has ∣Aut(g)∣ ≤ 2.
If g is additionally symmetric, then ∣Aut(g)∣ = 2.

The notion of simplicity for L−chains is given in di�erent terms. In order
to give this de�nition, we �rst introduce so called double ends for L−chains.

De�nition 4.35. Let g be an L−chain of length m > 1. The left end x1 of
g is called double if λ12 = β and x1αx1. Analogously, the right end xm of g
is called double if λm−1,m = β and xmαxm. We denote the number of double
ends of g by d(g).

Remark 4.36. Note that in the case of m = 1, we de�ne d(g) = 1 if x1αx1.

Let h be an L−chain with d(h) = 2. Then the L−chain h[k] for k > 0 is
given by

h(1) ∼ h(2) ∼ ⋅ ⋅ ⋅ ∼ h(k),

where

h(i) =
⎧⎪⎪⎨⎪⎪⎩

h if i odd,

h∗ if i even.

Note that we can also construct h[2] if only the right end of h is double.

De�nition 4.37. Let g be an L−chain. Then g is called composite if there
exists an L−chain h and some k > 1 such that g = h[k].
Otherwise, g is called simple.
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Example 4.38. The L−chain g from Exmaple 4.33.3. is composite with
k = 2 and

h = C11 R13 R11 C11.

The L−chain h is simple.

Lemma 4.39. An L−chain g is symmetric if and only if it is composite of
the form g = h[k] with h simple and k even.

Proof. Let g = h[k] be composite with h simple and k even. Let h be of
length n and its underlying graph Ch be given by:

Ch ∶ c1 − c2 − ⋅ ⋅ ⋅ − cn.

The L−chain g is thus of length n′ = kn. The map τ ∶ Cg → Cg, ci ↦ cn′+1−i
gives a non-trivial isomorphism of g. Hence, g is symmetric.
Conversely, assume g to be symmetric. Let τ ∈ Aut(g) be non-trivial. By
de�nition, the images of neighbouring nodes under τ are again neighbours.
Thus, τ is either be given by a translation or a re�ection. Since g is not a
cycle, τ cannot be given by a translation. Thus, it is given by a re�ection.
This implies g being composite of form g = h[k], where k is even for h
simple.

Lemma 4.40. An L−chain g is simple (admissible) if and only if its reversed
L−chain g∗ is simple (admissible).

Proof. Follows from the de�nition of the reversed L−chain.

De�nition 4.41. Let C be an Ω−graph and g be an L−graph on C. A
subchain of g is given by restriction of g to a connected subgraph of C.

Example 4.42. If g is composite, say g = h[k] for some h, some k, then
each h(i), 1 ≤ i ≤ k, is a subchain of g.

Finally we are able to denote the sets of L−chains and L−cycles which
are used to construct the canonical representations of the bundle.

De�nition 4.43. We denote by S̄(L) the set of simple admissible L−chains
and by S̊(L) the set of simple L−cycles.

4.1.3 Subchains via orientations

We set in this subsection the prerequisites for the construction of a repres-
entation of the bundle from each L−graph. To this end, we introduce four
types of subchains which determine the maps of the representations. Sub-
chains of these types will be called elementary subchains.
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From now on consider an L−chain g ∈ S̄(L) with g0 = {x1, . . . , xm}. We
embed g into another L−chain denoted by g̃ as follows:

g̃ =

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

g if d(g) = 0,
g∗ ∼ g if d(g) = 1, x1 double end,
g ∼ g∗ if d(g) = 1, xm double end,

g∗ ∼ g ∼ g∗ if d(g) = 2.

Consider in the next step xi = xi+1 for some i ∈ {1, . . . ,m}. Then, clearly,
xiαxi+1, i.e. λi,i+1 = α. Starting from that relation in g̃, we construct a
maximal symmetric subchain g̃(i) = w ∼ w∗, that is, the right end of w is
given by xi and the left end of w∗ by xi+1. Now we consider the neighbours
of that subchain in g̃: if g̃(i) does not contain the left (respectively, right)
end of g̃, we denote by yi (respectively, zi) the element in g̃0 such that yiβw
(respectively, w∗βzi) extends w (respectively, w∗) to another subchain of g̃.
Otherwise, we set yi =∞ (respectively, zi =∞).

Remark 4.44. Note that by construction of g̃(i), we have that yi ≠ zi
(otherwise one obtains a contradiction to the simplicity of g) and either
yi, zi ∈ L(Ck)∪∞, or yi, zi ∈ L(Rk)∪∞ for some k ∈ {1, . . . ,N}. We assume
X <∞ for all X ∈ L, and thus obtain either yi < zi, or zi < yi.

Some types of the elementary subchains depend on an orientation on
the already mentioned subchain xi ∼ xi+1 where xi = xi+1. We de�ne this
orientation.

De�nition 4.45. Let xi = xi+1 ∈ g0 as above.
We write ÐÐÐÐÐ→xi ∼ xi+1 if one of the following conditions holds:

a) yi < zi and xi ∈ L(Y), yi ∈ L(Y) ∪∞, Y ∈ {C,R},

b) yi > zi and xi ∈ L(Y), yi ∈ L(Y) ∪∞, Y ≠Y ∈ {C,R}.

We write ←ÐÐÐÐÐxi ∼ xi+1 if one of the following conditions holds:

a) yi > zi and xi ∈ L(Y), yi ∈ L(Y) ∪∞, Y ∈ {C,R},

b) yi < zi and xi ∈ L(Y), yi ∈ L(Y) ∪∞, Y ≠Y ∈ {C,R}.

Remark 4.46. Note that in case a) we always orient towards the larger link.
In case b) we orient the other way around.

We are now able to �nally de�ne the notion of an elementary subchain
for L−chains.

De�nition 4.47. Let g ∈ S̄(L). An elementary subchain of g is given by
any of its subchains that is of one of the following forms:

97



1) xi−1 − xi,

2) ÐÐÐÐÐ→xi−1 ∼ xi − xi+1,

3) xi−1 −←ÐÐÐÐÐxi ∼ xi+1,

4) ÐÐÐÐÐ→xi−1 ∼ xi −←ÐÐÐÐÐÐxi+1 ∼ xi+2.

Elementary subchains for L−cycles are de�ned similarly. Here, we set
g̃ = g and obtain elementary subchains as de�ned above. But we need to
take care in the case that g is symmetric: if there exists an automorphism
τ ≠ id with τ(ci) = ci+1, then the elements yi and zi belong to w ∼ w∗ and
coincide. Hence, we cannot use the above construction. In this case, we
assume

ÐÐÐÐÐ→xi ∼ xi+1 if xi ∈ L(R) (60)

and

←ÐÐÐÐÐxi ∼ xi+1 if xi ∈ L(C). (61)

We denote by ei,j(g) = ej,i(g) an elementary subchain of g with ends given
by xi and xj . Note that we read the type of elementary subchain from left to
right within the L−graphs, meaning that i < j (in cylces considered modulo
m if necessary).

Remark 4.48 ([Bon88, Lemma 2]). An L−cycle g always contains a max-
imal elementary subchain of length 2. That is a subchain xi−1−xi which does
not belong to any elementary subchain of greater length. We denote by e2(g)
such a subchain with least i ∈ {1, . . . ,m}.

4.1.4 Construction of representations

In this subsection, we describe the canonical representations which we can
construct from L−graphs in S̄(L) ∪ S̊(L). We restrict ourselves to the con-
struction of the matrices of the respective representation, since we can con-
clude any information on the vector spaces from them.
The constructions require a lot of notation and description such that we �rst
give an overview on the representations and a very rough idea on how we
can obtain them, before going into a detail.

Overview on canonical representations.

where

φ = φn
0 , φ0 a monic, irreducible polynomial over k,

δ0(g) = δ(g)/2,
δ(g) =#{i ∈ {1, . . . ,m} ∣ xi ≠ xi+1, xi, xi+1 ∈ L(X),X ∈ {C,R}}
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L−graph g representation U

L−chain
d(g) = 0 U1(g)
d(g) = 1 Us(g), s = 1,2
d(g) = 2 Us(g, p), s = 1,2,3,4, p ∈ N

L−cycle
symmetric, δ0(g) even U(g,φ), φ0 ≠ t, t + 1
symmetric, δ0(g) odd U(g,φ), φ0 ≠ t, t − 1
non-symmetric U(g,φ), φ0 ≠ t

Overview on constructions.

The general idea for constructing a matrix U i, 1 ≤ i ≤ N , of a representation
U for an L−graph g ∈ S̄(L) ∪ S̊(L) is the following:
The rows and columns of U i are divided into bands which are indexed by
the elements of Ri and Ci, respectively. Each xi ∈ g0 being equal to such
an element indexes a row/column (or subband in case of a cycle) in the
respective band. The entry in the intersection of a row (subband) xi and
a column (subband) xj is 1 (identity block) if xi and xj are the ends of an
elementary subchain. Otherwise, the entry is 0.
In detail, the construction is more complicated (e.g. in case of a cycle, there
can also exist non-zero entries not given by an identity block) and requires
a lot of descriptive notation.
First, we set some general notation:
Let g ∈ S̄(L) ∪ S̊(L), g0 = {x1, . . . , xm}. Denote

gα0 = {xi ∈ g0 ∣ xiαxi}

and denote by Ψ(g) the set of maps of the form

ψ ∶ gα0 → {+1,−1}

such that ψ(xi) = ±1 whenever xi = xi±1.

Remark 4.49. [Bon88, �3.2.] Let g ∈ S̄(L)∪ S̊(L) and let ψ ∈ Ψ(g). Then
for the reversed graph g∗ there exists a similar set Ψ(g∗) with maps ψ∗ given
by opposite sign:

ψ∗(xi) = −ψ(xi), xi ∈ g0.

Since ψ ∈ Ψ(g) is not always uniquely de�ned (in particular, on double
ends), we have the following options and conventionally assume the following
for an L−chain g:

Remark 4.50. Note that any xi ∈ gα0 is given by a two-point link X ∈ L.
The elements X+ and X− of X each describe a band in the respective matrix.
From the data given by g, we do not know to which band any xi ∈ gα0 with
xi =X is assigned. This is �xed by the maps in Ψ.

99



d(g) ∣Ψ(g)∣ convention on ψs ∈ Ψ(g), s ∈ {1, . . . , ∣Ψ(g)∣}
0 1 ψ1 uniquely de�ned

1 2
ψ1(x1) = −1 ψ2(x1) = 1 if x1 is the double end
ψ1(xm) = 1 ψ2(xm) = −1 if xm is the double end

2 4
ψ1(x1) = −1 ψ2(x1) = 1 ψ3(x1) = −1 ψ4(x1) = 1
ψ1(xm) = 1 ψ2(xm) = 1 ψ3(xm) = −1 ψ4(xm) = −1

Let X,Y ∈ L with XᾱX, Y αY , Z ∈ X0, xj ∈ g0 and 1 ≤ s ≤ 4. We denote

g0(X) = {xi ∈ g0 ∣ xi =X},
g±0,s(Y ) = {xi ∈ g0 ∣ xi = Y,ψs(xi) = ±1},

n(Z, g, s) =
⎧⎪⎪⎨⎪⎪⎩

∣g0(Z)∣ if Z =X
∣gζ0,s(Y )∣ if Z = Y ζ

,

n(xj) =#{xi ∈ g0 ∣ xi = xj ,0 ≤ i < j}.

Remark 4.51. The sets g±0,s(Y ) are built in case of Y being a two-point
link. For one-point links X, we consider the set g0(X).

To some extent, we can - with respect to the construction - group together
representations of the types U1(g) and Us(g) for s = 1,2. The representations
U(g,φ) and Us(g, p), s = 1,2,3,4, p ∈ N, are each similar to the construc-
tion of the �rst two, but will be treated separately. Thus, we start with
the construction of U(g) and deduce from it the constructions of the other
representations.

Construction of U1(g), Us(g).
Let g ∈ S̄(L) with d(g) = 1. We start with the matrices U1, . . . , UN of U1(g).
Let i ∈ {1, . . . ,N} and let X,Y,Z+, Z− ∈ Ci ∪Ri. Then the structure of U i is
given as follows:

● The bands of U i:

⋅ The row bands are indexed by the elements of Ri.

⋅ The column bands are indexed by the elements of Ci.

● Order of bands:

⋅ The column/row band P (X) is situated left/above of the column/row
band P (Y ) if X < Y .
⋅ Additionally, if Z+ and Z− are two incomparable elements, P (Z+)
is situated left/above of P (Z−).

● Sizes of bands:

⋅ dimP (X) = n(X,g,1),
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⋅ If σ(X) = Y , then n(X,g,1) = n(Y, g,1).

● Within the bands:

⋅ The rows (columns) of P (Z) are indexed by the elements in

g0(Z), if Z is an element of a one-point link,

gζ0,1(Z), if Z = Z
ζ is an element of a two-point link , ζ ∈ {+,−}.

⋅ The j−th row (column) within P (Z) is indexed by the element
xk ∈ g0(Z) (g±0,1(Z)) such that n(xk) = j.
⋅ If xk ∼ xk+1 in g with xk ≠ xk+1, then n(xk) = n(xk+1).

To describe the entries of the matrix U i, we denote by xk ∩ xj the entry in
row xk and column xj of U

i. Then

xk ∩ xj =
⎧⎪⎪⎨⎪⎪⎩

1 if there exists ek,j(g),
0 otherwise.

The matrices Us(g) are constructed for each s ∈ {1,2} as described above,
using the respective map ψs to determine the sets g±0,s, and using these sets
to determine the elements indexing the respective bands. We obtain two
representations from one L−chain.

Example 4.52. on U1(g).

1. Let N = 1 and R1 = {R11 > R12 > R13}, C1 = {C+11><C−11} with σ(R11) =
R13 and otherwise σ acts as identity. Let

g ∶ R12 −
←ÐÐÐÐÐ
C11 ∼ C11 −R13 ∼R11 −

←ÐÐÐÐÐ
C11 ∼ C11 −R12

x1 x2 x3 x4 x5 x6 x7 x8

ψ1 ∶ +1 − 1 + 1 − 1

The elementary subchains of g are:

Type 1) e1,2(g) = x1 − x2, Type 3) e1,3(g) = x1 −←ÐÐÐÐx2 ∼ x3,
e3,4(g) = x3 − x4, e5,7(g) = x5 −←ÐÐÐÐx6 ∼ x7,
e5,6(g) = x5 − x6,
e7,8(g) = x7 − x8.
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Following the above instructions, we thus obtain for the representation
U1(g) = (UR11 , UR12 , UR13 , UC+11 , UC−11 , U

1) that U1 is of the form

U1 =

C+11 C−11
x2 x6 x3 x7

R13 x4 0 0 1 0
R12 x1 1 0 1 0

x8 0 0 0 1
R11 x5 0 1 0 1

The vector spaces have the following dimensions:

dim(UR11) = dim(UR13) = 1,
dim(UC−11) = dim(UC+11) = dim(UR12) = 2.

2. Let N = 5 and let the bundle X = (X, σ) be given by the semichains

C1 = {C+11><C−11}, R1 = {R11 >R12},
C2 = {C21 < C22 < C23}, R2 = {R21 >R22 >R23},
C3 = {C+31><C−31}, R3 = {R31 >R32},
C4 = {C41 < C41}, R4 = {R41 >R42},
C5 = {C+51><C−51}, R5 = {R51 >R52 >R53},

and let σ be acting as follows (and as identity otherwise):

C21 ↔R12, R21 ↔R32,

C23 ↔R51, R41 ↔R53,

C41 ↔R23.

Consider the L−chain

g ∶ R42 − C41 ∼R23 − C21 ∼R12 −
←ÐÐÐÐÐ
C11 ∼ C11 −R11

x1 x2 x3 x4 x5 x6 x7 x8

ψ1 ∶ +1 − 1

The elementary subchains of g are given by

Type 1): xi − xi+1 ∀1 ≤ i ≤ 8 odd,

Type 3): x5 −←ÐÐÐÐx6 ∼ x7.
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The representation U1(g) is given by the matrices

U1 =

C+11 C−11
x6 x7

R12 x5 0 1
R11 x8 1 1

, U2 =
C21

x4
R23 x3 1

,

U4 =
C41

x2
R42 x1 1

and U3 and U5 are empty. The vector spaces of U1(g) have dimensions

dim(U
Cζ
11
) = dim(UR11) = dim(UR12) = 1, ζ ∈ {+,−},

dim(UCi1
) = dim(URi1

) = 1, i ∈ {2,4}
and all other vector spaces have dimension 0.

Example 4.53. on Us(g).
1. Consider the same setting as in Example 4.52.1. and let

g ∶ R12 −
←ÐÐÐÐÐ
C11 ∼ C11 −R13 ∼R11 − C11

x1 x2 x3 x4 x5 x6

ψ1 ∶ +1 − 1 + 1
ψ2 ∶ +1 − 1 − 1

The elementary subchains are

Type 1): e1,2(g) = x1 − x2, Type 3): e1,3(g) = x1 −←ÐÐÐÐx2 ∼ x3.
e3,4(g) = x3 − x4,
e5,6(g) = x5 − x6.

We obtain the following two matrices U1
s for the representations Us(g),

s = 1,2:

U1
1 =

C+11 C−11
x2 x6 x3

R13 x4 0 0 1
R12 x1 1 0 1
R11 x5 0 1 0

, U1
2 =

C+11 C−11
x2 x3 x6

R13 x4 0 1 0
R12 x1 1 1 0
R11 x5 0 0 1

The dimensions of the respective vector spaces are given by:

s = 1 ∶ dim(UR1i
) = dim(UC−11) = 1, 1 ≤ i ≤ 3

dim(UC+11) = 2,
s = 2 ∶ dim(UR1i

) = dim(UC+11) = 1, 1 ≤ i ≤ 3,
dim(UC−11) = 2.
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2. Let X = (X, σ) be as in Example 4.52.2. Consider the following L−chain
with two double ends:

g ∶ R52 −
←ÐÐÐÐÐ
C51 ∼ C51 −R51 ∼ C23 −R21 ∼R32 − C31

x1 x2 x3 x4 x5 x6 x7 x8

ψ1 ∶ +1 − 1 + 1
ψ2 ∶ +1 − 1 − 1

The matrices U1
1 and U4

1 of the representation U1(g) are empty. The
others are given by

U2
1 =

C23

x5
R21 x6 1

, U3
1 =

C+31
x8

R32 x7 1
,

U5
1 =

C+51 C−51
x2 x3

R52 x1 1 1
R51 x4 0 1

The corresponding vector spaces UR21 , UC23 , UR32 , UC+31 , UR52 , UR51 ,
UC+51 and UC−51 have dimension 1. The other vector spaces have dimen-
sion 0.
Let us now consider s = 2. The matrices U1

2 and U4
2 are also empty.

The other matrices of the representation U2(g) are given by

U2
2 = U2

1 ,

U5
2 = U5

1 ,

U3
2 =

C−31
x8

R32 x7 1

The following vector spaces have dimension 1: UR21 , UC23 , UR32 , UC−31 ,
UR52 , UR51 , UC+51 and UC−51 . The rest of them has dimension 0.

Note that we can obtain the entries of U2
1 from those of U1

1 in Example
4.53.1 by switching the columns. That is due to the following statement:

Lemma 4.54 ([Bon88, �6, Statement 3.2.]). Let g ∈ S̄(L) with d(g) = 1.
Switching the positions of the bands indexed by two incomparable elements
X+><X− gives an equivalent set of representations.

Construction of U(g,φ).
The case U(g,φ) for g ∈ S̊(L) is similar to the previous one, but a bit more
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complicated. Recall that φ0 is a monic polynomial in k[t] which is irreducible
over k. Note at �rst that the choice of φ0 depends on the given L−cycle g:
if g is non-symmetric, then φ0 ≠ t. For g symmetric, we distinguish between
δ0(g) being odd or even: in the �rst case, we assume that φ0 ≠ t, t−1, in the
second case that φ0 ≠ t, t+1. Moreover, we consider � as in the case of U1(g)
� the sets g0(Z) and g±0,1(Z) as indices within the bands. But in contrast
to the case of L−chains, the elements of the respective sets do not index
rows and columns, but subbands within the bigger bands. The size of each
such subband is given by ℓ = deg(φ) where φ = φn

0 . Let xk ∩ xj denote the
intersection of the two respective subbands. Then for g not being of length
four and symmetric, the entries of U i are:

xk ∩ xj =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

1ℓ×ℓ if there exists ek,j(g) ≠ e2(g)
Fφ if there exists ek,j(g) = e2(g)
0 otherwise

,

where Fφ denotes the Frobenius block of φ. Recall that for the polynomial
φ = tn + an−1tn−1 ⋅ ⋅ ⋅ + a0 its Frobenius block is given by the (n × n)−matrix

Fφ =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

0 −a0
1

. . . −a1

. . .
. . .

...
. . . 0 −an−2

1 −an−1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

In the special case that g is symmetric and ∣g∣ = 4, there exist two elements
xl, xl+1 such that there are two elementary subchains e1l,l+1(g) of length 2

and e2l,l+1(g) of length 4. Then we combine the above instructions and set:

xl ∩ xl+1 = 1ℓ×ℓ + Fφ

Remark 4.55. In the special case where g is symmetric and ∣g∣ = 4, we have
that e2(g) = e1l,l+1(g):

x1 x2 x3 x4
e2(g) x1 x2 x3 x4

e2(g)

Remark 4.56 ([Bon88, �6]). Admissible transformations of type 1 allow us
to consider subchains of the form ē2(g) = xi−1 − xi with i not being the least
in {1, . . . ,m} instead of e2(g). In this case, the block in xi−1 ∩xi is given by
Fφ or F−1φ .

Example 4.57. on U(φ, g).
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1. Consider the same setting as in Example 4.52, 1. and let

g0 ∶ x1 x2 x3 x4 x5 x6 x7 x8
g ∶ C11 R13 R11 C11 C11 R11 R13 C11

ψ1 ∶
ψ2 ∶
ψ3 ∶
ψ4 ∶

−1 +1 −1 +1
+1 +1 −1 +1
−1 +1 −1 −1
+1 +1 −1 −1

The L−cycle g is symmetric, δ(g) = #{2,6} = 2 and δ0(g) = 1 is odd.
Thus, φ0 ≠ t, t − 1. We choose φ0 = t + 1, deg(φ) = 2:

φ = (t + 1)2 = t2 + 2t + 1.

The corresponding Frobenius matrix is given by

Fφ = (
0 −1
1 −2) .

We obtain the following matrices U1
s of Us(g,φ), s = 1,2,3,4 (recall

that each xi ∈ g0 indexes a subband of size 2):

U1
1 =

C+11 C−11
x4 x8 x1 x5

R13 x2 0 0 0 0 0 −1 0 0
0 0 0 0 1 −2 0 0

x7 0 0 1 0 1 0 0 0
0 0 0 1 0 1 0 0

R11 x3 1 0 0 0 0 0 1 0
0 1 0 0 0 0 0 1

x6 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1

,

with vector spaces of the following dimensions for s = 1:

dim(R11) = dim(R13) = dim(C+11) = dim(C−11) = 4.

In the following, we are going to neglect the subband structure within
the matrices. In this example, it means that each entry denotes from
now on a respective block matrix of size 2 × 2, that is, any 1 is going
to denote a 2× 2−identity matrix. In this version, the matrices U1

s are
given by
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U1
1 =

C+11 C−11
x4 x8 x1 x5

R13 x2 0 0 Fφ 0
x7 0 1 1 0

R11 x3 1 0 0 1
x6 0 0 0 1

,

U1
2 =

C+11 C−11
x1 x4 x8 x5

R13 x2 Fφ 0 0 0
x7 1 0 1 0

R11 x3 0 1 0 1
x6 0 0 0 1

,

U1
3 =

C+11 C−11
x4 x1 x5 x8

R13 x2 0 Fφ 0 0
x7 0 1 0 1

R11 x3 1 0 1 0
x6 0 0 1 0

,

U1
4 =

C+11 C−11
x1 x4 x5 x8

R13 x2 Fφ 0 0 0
x7 1 0 0 1

R11 x3 0 1 1 0
x6 0 0 1 0

The dimensions of the vector spaces are given by

dim(R11) = dim(R13) = 4 for all s = 1,2,3,4,

and

s = 1,4 ∶dim(C+11) = 4, dim(C−11) = 4,
s = 2 ∶dim(C+11) = 6, dim(C−11) = 2,
s = 3 ∶dim(C+11) = 2, dim(C−11) = 6.

2. Consider the bundle of semichains as in Example 4.52.2. Consider the
following L−cycle
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g0 ∶ x1 x2 x3 x4 x5 x6 x7 x8
g ∶ C23 R51 C51 C51 R53 R41 C41 R23

ψ1 ∶ +1 −1

It is non-symmetric, so we can choose φ = (t − 1)3 = t3 − 3t2 + 3t − 1.
Its Frobenious block is thus given by

Fφ =
⎛
⎜
⎝

0 0 3
1 0 −3
0 1 1

⎞
⎟
⎠

Its elementary subchains are:

Type 1): xi − xi+1 ∀1 ≤ i ≤ 8, even,
e2(g) = x8 − x1,

Type 2): ÐÐÐÐ→x3 ∼ x4 − x5.

The representation U(g,φ) consists of the two empty matrices U1, U3

and additionally the following ones:

U2 =
C23

x1
R23 x8 Fφ

, U4 =
C41

x7
R41 x6 1

,

U5 =

C+51 C−51
x3 x4

R53 x5 1 1
R51 x2 1 0

,

The following vector spaces of the representation have dimension given
by deg(φ) = 3: UR23 , UC23 , UR41 , UC41 , UR51 , UR53 , UCζ

51
, where ζ ∈

{+,−}. All the other vector spaces of U(g,φ) have dimension 0.

Construction of Us(g, p).
Recall that g ∈ S̄(L), s = 1,2,3,4 and p ∈ N is �xed. To describe the matrices
in Us(g, p), we need a slightly adjusted notation: Let X,Y ∈ L with XᾱX,
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Y αY and let Z ∈ X0. Denote

g0(p) = {(xi, q) ∣ xi ∈ g0,1 ≤ q ≤ p},
g0(X,p) = {(xi, q) ∈ g0(p) ∣ xi =X},
g±0,s(Y, p) = {(xi, q) ∈ g0(p) ∣ xi = Y,ψs(xi) = ±(−1)q+1},

n(Z, g, s, p) =
⎧⎪⎪⎨⎪⎪⎩

∣g0(X,p)∣ if Z =X
∣gζ0,s(Y, p)∣ if Z = Y ζ , ζ ∈ {+,−}

,

n(xj) = p ⋅#{xk ∈ g0 ∣ xj = xk,1 ≤ k < j},
n((xj , q)) = (n(xj) − 1)p + q.

Now let i ∈ {1, . . . ,N}, X,Y,Z,Z+, Z− ∈ Ci ∪ Ri. Then the matrix U i is
structured as follows:

● The bands of U i:

⋅ The row and column bands are indexed by the elements of Ri, Ci,
respectively.

● Order of bands:

⋅ The bands are ordered as in the previous cases.

● Size of bands:

⋅ dimP (X) = n(X,g, s, p),
⋅ If σ(X) = Y , then n(X,g, s, p) = n(Y, g, s, p).

● Structure in bands:

⋅ The rows/columns of P (Z) are indexed by elements in

g0(Z, p) if Z is an element in a one-point link,

gζ0,s(Z, p) if Z = Z
ζ is an element in a two-point link.

⋅ The row/column (xi, q1) is situated above/left of the row/column
(xj , q2) if

i < j or i = j, q1 < q2.

⋅ The j−th row (column) within P (Z) is indexed by (xk, q) ∈ g0(Z, p)
(g±0,s(Z, p)) such that n(xk, q) = j.
⋅ If xk ∼ xk+1 in g with xk ≠ xk+1, then n(xk) = n(xk+1).
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In order to describe the entries in U i, we denote by (xk, q1) ∩ (xj , q2) the
entry in row (xk, q1) and column (xj , q2). Then

(xk, q1) ∩ (xj , q2) =
⎧⎪⎪⎨⎪⎪⎩

1 if there exists ek,j(g) and (a), (b) or (c) holds,

0 otherwise

(62)

where

(a) q1 = q2,

(b) q1 = q2 − 1, q2 odd and either k or j is equal to 1,

(c) q1 = q2 − 1, q2 even and either k or j is equal to m.

Remark 4.58. The construction of Us(g, p) seems to be � in comparison to
the other representations � chosen arbitrarily. The background is the follow-
ing [Bon88, �3.2]:
When constructing Us(g, p), we actually consider Us(h,1) where h = g[p].
For the latter, we consider

Ψ(h) = {ψ̄s ∣ ψs ∈ Ψ(g)}, ψ̄s ∶ hα0 → {+1,−1},

such that

ψ̄s∣g(j) =
⎧⎪⎪⎨⎪⎪⎩

ψs(g) if g(j) = g,
ψ∗s (g) if g(j) = g∗.

Note that hα0 = ⋃
p
j=1 (g

(j)
0 )α.

Denote in the following by (xk, qj) the copy of xk in the subchain g(qj) of h.
The information on how to put an orientation in h on its "joints" is vital to
understand the connection to the earlier given construction:

←ÐÐÐÐÐÐÐÐÐÐÐÐ
(xi, qk) ∼ (xi, qk+1) if i ∈ {1,m}, xi ∈R, (63)
ÐÐÐÐÐÐÐÐÐÐÐÐ→
(xi, qk) ∼ (xi, qk+1) if i ∈ {1,m}, xi ∈ C. (64)

Interpreting (a) - (c) in this context gives a clear idea on what is happening:

(a) We consider in each copy g(qj) of g the elementary subchains. If ek,j(g)
exists, then (a) ensures that we take the respective elementary subchain
ek,j(g(qj)) in each copy g(qj) into account, that is, we put 1 as entry in
each copy qj of xk ∩ xj.

(b) Here, we consider two neighbouring copies g(q1) ∼ g(q2) of g. Since q2
is odd, q1 is even and we know that they are of the form

g(q1) = g∗, g(q2) = g.
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Thus, g(q1) ends with the respective copy of x1 ∈ g0, and g(q2) starts
with the respective copy of x1 ∈ g0. The middle of g(q1) ∼ g(q2) is given
by

⋅ ⋅ ⋅ − x1 ∼ x1 − . . . (65)

with some direction given on x1 ∼ x1. If k = 1 in (62) and (b) holds,
then (x1, q1) ∈ g(q1) is the end point of an elementary subchain, oth-
erwise (j = 1), an end point is given by (x1, q2) ∈ g(q2). It follows for
(65):

⋅ ⋅ ⋅ −ÐÐÐÐ→x1 ∼ x1 − . . . if k = 1,
⋅ ⋅ ⋅ −←ÐÐÐÐx1 ∼ x1 − . . . if j = 1.

Hence, (b) ensures that we take all elementary subchains including the
"joints" of the form x1 ∼ x1 into account.

(c) It ensures � similar to (b) � that all elementary subchains including the
"joints" of the form xm ∼ xm are taken into account.

We can conclude that we still follow the simple rule to put a 1 in the entry
of a row and column if the elements indexing those are the ends of some
elementary subchain in g[p], and we put 0 otherwise. The notation used in
the construction is required since we consider di�erent copies of g.

In the following we work on h = g[p] to construct Us(g, p) but might still use
the notation from the formal construction given above.

Remark 4.59. [Bon88, �6, Statement 4.3.] Choosing the orientations at all
joints in the opposite way than described in (63) and (64), gives an equivalent
representation for each s = 1,2,3,4.

Example 4.60. on Us(g, p).

1. Consider the same setting as in Example 4.52.1. and let

g ∶ C11 −R13 ∼R11 − C11

x1 x2 x3 x4

ψ1 − 1 + 1
ψ2 + 1 + 1
ψ3 − 1 − 1
ψ4 + 1 − 1
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We choose p = 3. Thus, we consider

h =g[p] = g(1) ∼ g(2) ∼ g(3) = g ∼ g∗ ∼ g

=C11 −R13 ∼R11 −
←ÐÐÐÐÐ
C11 ∼ C11 −R11 ∼R13 −

ÐÐÐÐÐ→
C11 ∼ C11 −R13 ∼R11 − C11

x1 x2 x3 x4
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

1

x4 x3 x2 x1
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

2

x1 x2 x3 x4
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

3

ψ̄1 − 1 + 1 + 1 − 1 − 1 + 1
ψ̄2 + 1 + 1 + 1 + 1 + 1 + 1
ψ̄3 − 1 − 1 − 1 − 1 − 1 − 1
ψ̄4 + 1 − 1 − 1 + 1 + 1 − 1

The elementary subchains of h are:

Type 1) e(x1,k),(x2,k)(h), k = 1,2,3,
Type 2) e(x1,2),(x2,3)(h),
Type 3) e(x3,1),(x4,2)(h).

The matrices U1
s in Us(g,3), s = 1,2,3,4, are given by

U1
1 =

C+11 C−11
(x4,1) (x4,2) (x4,3) (x1,1) (x1,2) (x1,3)

(x2,1) 0 0 0 1 0 0
R13 (x2,2) 0 0 0 0 1 0

(x2,3) 0 0 0 0 1 1
(x3,1) 1 1 0 0 0 0

R11 (x3,2) 0 1 0 0 0 0
(x3,3) 0 0 1 0 0 0

U1
2 =

C+11
(x1,1) (x1,2) (x1,3) (x4,1) (x4,2) (x4,3)

(x2,1) 1 0 0 0 0 0
R13 (x2,2) 0 1 0 0 0 0

(x2,3) 0 1 1 0 0 0
(x3,1) 0 0 0 1 1 0

R11 (x3,2) 0 0 0 0 1 0
(x3,3) 0 0 0 0 0 1
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U1
3 =

C−11
(x1,1) (x1,2) (x1,3) (x4,1) (x4,2) (x4,3)

(x2,1) 1 0 0 0 0 0
R13 (x2,2) 0 1 0 0 0 0

(x2,3) 0 1 1 0 0 0
(x3,1) 0 0 0 1 1 0

R11 (x3,2) 0 0 0 0 1 0
(x3,3) 0 0 0 0 0 1

U1
4 =

C+11 C−11
(x1,1) (x1,2) (x1,3) (x4,1) (x4,2) (x4,3)

(x2,1) 1 0 0 0 0 0
R13 (x2,2) 0 1 0 0 0 0

(x2,3) 0 1 1 0 0 0
(x3,1) 0 0 0 1 1 0

R11 (x3,2) 0 0 0 0 1 0
(x3,3) 0 0 0 0 0 1

The dimensions of the vector spaces are given by the respective band
sizes, and dim(R12) = 0.

2. Consider the bundle of semichains from Example 4.52.2. and the fol-
lowing L−chain with two double ends:

g ∶ C11 R12 C21 R21 R32 C31

x1 x2 x3 x4 x5 x6

ψ1 ∶ −1 1

ψ2 ∶ 1 1

ψ3 ∶ −1 −1

ψ4 ∶ 1 −1

Let p = 2. Then we consider for the construction of the representations
Us(g,2) the L−chain h = g[2]:

h ∶ C11 −R12 ∼ C21 −R21 ∼R32 −
←ÐÐÐÐÐ
C31 ∼ C31 −R32 ∼R21 − C21 ∼R12 − C11

x1 x2 x3 x4 x5 x6
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

1

x6 x5 x4 x3 x2 x1
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

2

ψ̄1 ∶ − 1 1 − 1 1

ψ̄2 ∶ 1 1 − 1 − 1
ψ̄3 ∶ − 1 − 1 1 1

ψ̄4 ∶ 1 − 1 1 − 1
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For any s, the matrices U4
s and U5

s are empty. Thus, the vector spaces
UX4j for X ∈ {C,R}, j ∈ {1,2}, U

Cζ
51

for ζ ∈ {+,−} and UR5j
for

1 ≤ j ≤ 3 have dimension 0. Moreover, the vector spaces UR11 , UC23 ,
UC22 , UR22 , UR23 and UR31 also have dimension 0. The dimensions of
the other vector spaces are for any s ∈ {1,2,3,4} given by

dim(UR12) = dim(UR21) = dim(UR32) = dim(UC21) = 2,
dim(U

Cζ
11
) = dim(U

Cζ
31
) = 1, ζ ∈ {+,−}.

The other matrices are given as follows:
s = 1:

U1
1 =

C+11 C−11
(x1,2) (x1,1)

R12 (x2,1) 0 1
(x2,2) 1 0

, U2
1 =

C21

(x3,1) (x3,2)
R21 (x4,1) 1 0

(x4,2) 0 1

,

U3
1 =

C+31 C−31
(x6,1) (x6,2)

R32 (x5,1) 1 1
(x5,2) 0 1

,

s = 2:

U1
2 =

C+11 C−11
(x1,1) (x1,2)

R12 (x2,1) 1 0
(x2,2) 0 1

, U2
2 = U2

1 , U3
2 = U3

1 ,

s = 3:

U1
3 = U1

1 , U2
3 = U2

2 , U3
3 =

C+31 C−31
(x6,2) (x6,1)

R32 (x5,1) 1 1
(x5,2) 1 0

,

s = 4:

U1
4 = U1

1 , U2
4 = U2

3 , U3
4 = U3

3 .
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4.1.5 Classi�cation Theorem

Theorem 4.61. [Bon91, Main Theorem] Choosing one representative in
each isomorphism class of L−chains and L−cycles of S̄(L)∪ S̊(L) gives the
following classi�cation:
The set of representations of the form Us(g), Us(g, p) and U(g,φ) associated
to the representative L−graphs is a complete set of pairwise nonequivalent
indecomposable representations of the bundle X = (X, σ).
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4.2 The category Rep(X)

Let X = (C1, . . . ,CN ,R1, . . . ,RN) be as in Section 4.1, and let X = (X, σ) be
a bundle of semichains with involution σ.
Let U = (UX , U

i)X∈X0,1≤i≤N be a representation of X. For S ⊆ X0 a subset,
denote by US the k−vector space

US = ⊕
Y ∈S

UY .

Then U i ∶ UCi
→ URi

can be written in terms of an (nUCi
×nURi

)−matrix, where

nUCi
= dim(UCi

), nURi
= dim(URi

).
Similarly, we denote by nUX the dimension of the vector space UX , X ∈ X0.
We write U i

XY ∶ UX → UY to denote the respective restriction (block matrix
in) of U i, X ∈ Ci, Y ∈Ri.
Let W = (WX ,W

i)X∈X0,1≤i≤N be a di�erent representation of X. Its map
W i ∶WCi

→WRi
is given by an (nWCi

× nWRi
)−matrix.

Remark 4.62. Note that the bands in U i and W i are indexed by the same
elements, but are of possibly di�erent sizes.

De�nition 4.63. Let X = (X, σ) be a bundle of semichains as described
above. Then the category Rep(X) of representations of X is given by the
following data:

● The objects of Rep(X) are given by representations of X, that is, tuples
of the form U = (UX , U

i)X∈X0,1≤i≤N .

● A morphism θ ∶ U →W between two representations U = (UX , U
i)X,i

and W = (WX ,W
i)X,i is given by a tuple θ = (P,Q). Each entry

of this tuple consists of N k−linear maps P 1, . . . , PN , Q1, . . . ,QN ,
respectively, such that the conditions (i) - (iv) below are satis�ed. As in
the de�ntion of a X−representation, one can also equivalently consider
the P i's and Qi's as �nite matrices with band structure given by the
semichains of the bundle.

(i) P i ∶ UCi
→WCi

and Qi ∶ URi
→WRi

, ∀1 ≤ i ≤ N ,

(ii) QiU i =W iP i, ∀1 ≤ i ≤ N ,

(iii) for X,Y ∈ X0, X ≠ Y and σ(X) = Y :
(a) if X ∈Ri, Y ∈Rj for some 1 ≤ i, j ≤ N , then

Qi
XX = Q

j
Y Y ,

(b) if X ∈ Ci, Y ∈ Cj for some 1 ≤ i, j ≤ N , then

P i
XX = P

j
Y Y ,
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(c) if X ∈ Ri and Y ∈ Cj, or X ∈ Ci and Y ∈ Rj, for some
1 ≤ i, j ≤ N , then

Qi
XX = P

j
Y Y (P i

XX = Q
j
Y Y , respectively)

(iv) for X,Y ∈ X0 and ⋆ a block of the respective size with arbitrary
(possibly zero) entries from k:

(a) if X,Y ∈ Ci, for some i ∈ {1, . . . ,N}, then

P i
XY =

⎧⎪⎪⎨⎪⎪⎩

0 if X < Y or X><Y
⋆ if X ≥ Y

,

(b) if X,Y ∈Ri for some i ∈ {1, . . . ,N}, then

Qi
XY =

⎧⎪⎪⎨⎪⎪⎩

0 if X > Y or X><Y
⋆ if X ≤ Y

.

● The identity morphism on a representation U is given by 1U =
(P,Q) where P i = 1ci×ci , Q

i = 1ri×ri , where ri = nURi
, ci = nUCi

.

● Let θ = (P,Q) ∶ U → V , φ = (R,S) ∶ V →W be two morphisms. Then
their composition is given componentwise: φ○θ = (RP,SQ) such that

SiQiU i =W iRiP i ∀1 ≤ i ≤ N.

Note that P i and Qi inherit their band structures from U i, W i, respect-
ively:

● P i
XY is of size nWX × nUY with X,Y ∈ Ci.

● Qi
XY is of size nWX × nUY with X,Y ∈Ri.

It is a well-known fact that the Krull-Schmidt Theorem holds for Rep(X)
(see [Bon91, KR77]) and that Rep(X) is additive.
Example 4.64. Let N = 1, X = {C1,R1} with

C1 = {C+11><C−11},
R1 = {R11 >R12 >R13}.

Let σ act as identity on the elements with the following exception:

σ(R11) =R13.

We know from the previous section that its representations of X = (X, σ) have
the following band structure with nR11 = nR13 :

C+11 C+11
R13

R12

R11

(66)
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Let U and W be two representations of X and θ = (P,Q) ∶ U → W be a
morphism between them. Then the components of θ are of the following
forms with respect to their bands:

P 1 =
C+11 C−11

C+11 ⋆ 0
C−11 0 ⋆

, Q1 =

R13 R12 R11

R13 A 0 0
R12 ⋆ ⋆ 0
R11 ⋆ ⋆ A

.

Here, both A and ⋆ denote a block of the respective size with arbitrary entries
from k. The two A−blocks are equal.

Example 4.65. Let N = 1 and X = {C1,R1} with

C1 = {C11 < C12 < C+13><C−13 < C14}, (67)

R1 = {R11 >R+12><R−12 >R13}. (68)

The involution σ acts as follows:

σ ∶ C11 ↦R11, C12 ↦ C14,

and as identity on the other elements. Thus, any representation of X is of
the following form with nC11 = nR11 and nC12 = nC14 :

C11 C12 C+13 C−13 C14

R13

R+12
R−12
R11

(69)

Let U and W be two representations of X and θ = (P,Q) ∶ U →W a morph-
ism. Its components are of the following forms with respect to their bands:

P 1 =

C11 C12 C+13 C−13 C14

C11 B ⋆ ⋆ ⋆ ⋆
C12 0 A ⋆ ⋆ ⋆
C+13 0 0 ⋆ 0 ⋆
C−13 0 0 0 ⋆ ⋆
C14 0 0 0 0 A

, Q1 =

R13 R+12 R−12 R11

R13 ⋆ 0 0 0
R+12 ⋆ ⋆ 0 0
R−12 ⋆ 0 ⋆ 0
R11 ⋆ ⋆ ⋆ B

.

Here, A and B denote blocks of the respective sizes with arbitrary entries
from k.

We now prove the well-de�nedness of compositions in Rep(X).
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Lemma 4.66. Let θ = (P,Q) ∶ U → V and φ = (R,S) ∶ V →W be morphisms
in Rep(X). Then φ ○ θ ∈ Rep(X).

Proof. It is enough to check (iii) and (iv) of De�nition 4.63. In order to do
so, we denote in the following the ordering of the bands in the matrices by
<±. Let X,Y ∈ X0. We write X <± Y if X < Y , or if X = Z+ and Y = Z−. In
particular, it follows that

P i
XY = 0 and Ri

XY = 0 for X <± Y,
Qi

XY = 0 and Si
XY = 0 for X >± Y.

Since we use (iv) to prove (iii), we start with the former.

(iv) Let X and Y be in X0. It is enough to consider the zero blocks in the
composition.

(a) Let X,Y ∈ Ci for some i ∈ {1, . . . ,N}. Let X < Y . We obtain

(RiP i)XY = ∑
Z∈Ci

Ri
XZP

i
ZY

= ∑
Z<±X

Ri
XZP

i
ZY + ∑

X<±Z<±Y
Ri

XZP
i
ZY + ∑

Y <±Z
Ri

XZP
i
ZY

+Ri
XXP

i
XY +Ri

XY P
i
Y Y

= 0. (70)

Finally, let X and Y be incomparable, say X <± Y . Then

(RiP i)XY = ∑
Z<±X

Ri
XZP

i
ZY + ∑

Y <±Z
Ri

XZP
i
ZY +Ri

XXP
i
XY

+Ri
XY P

i
Y Y

= 0, (71)

and

(RiP i)Y X = ∑
Z<±X

Ri
Y ZP

i
ZX + ∑

Y <±Z
Ri

Y ZP
i
ZX +Ri

Y XP
i
XX

+Ri
Y Y P

i
Y X

= 0. (72)

Combining (70) - (72) gives

(RiP i)XY = 0 if X < Y or X><Y

(b) Proceeding analogously to (a) results in

(SiQi)XY = 0 if X > Y or X><Y.
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(iii) Let X ≠ Y ∈ X0 with σ(X) = Y . Note that X and Y are comparable.

(a) Let X ∈Ri and Y ∈Rj for some i, j ∈ {1, . . . ,N}. We have that

Qi
XX = Q

j
Y Y and Si

XX = S
j
Y Y . (73)

We obtain that

(SiQi)XX = ∑
Z<±X

Si
XZQ

i
ZX + ∑

X<±Z
Si
XZQ

i
ZX + Si

XXQ
i
XX

= Si
XXQ

i
XX (74)

and analogously, that

(SjQj)Y Y = Sj
Y YQ

j
Y Y (75)

Combining (73), (74) and (75) gives the desired result:

(SiQi)XX = (SjQj)Y Y .

(b) Consider X ∈ Ci and Y ∈ Cj for some i ∈ {1, . . . ,N}. It follows
analogously to (a) that

(RiP i)XX = (RjP j)Y Y .

(c) Let X ∈ Ci and Y ∈ Rj for some i, j ∈ {1, . . . ,N} (X ∈ Ri and
Y ∈ Cj). It follows analogously to (a) that

(RiP i)XX = (SjQj)Y Y ((RjP j)Y Y = (SiQi)XX) (76)

We know already from (a) and (b) that

(RiP i)XX = Ri
XXP

i
XX ,

(SjQj)Y Y = Sj
Y YQ

j
Y Y .

This results with (76) in

(SjQj)Y Y = Sj
Y YQ

j
Y Y = R

i
XXP

i
XX = (RiP i)XX

The case X ∈Ri, Y ∈ Cj for some i, j ∈ {1, . . . ,N} results analog-
ously to the above in

(SiQi)XX = (RjP j)Y Y .
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Remark 4.67. In terms of matrices, a morphism θ = (P,Q) is an isomorph-
ism provided that any of its components P i and Qi has full rank.
Any admissible transformation has full rank and respects the conditions (i)
- (iv) of a morphism in Rep(X) by de�nition. Thus, any admissible trans-
formation gives an isomorphism in Rep(X).

The converse of the previous remark is not trivial but we obtain the
following:

Lemma 4.68. Any isomorphism in Rep(X) is given by a �nite product of
admissible transformations.

Proof. Let θ = (P,Q) be an isomorphism in Rep(X). Then, in terms of
matrices, P i is an upper and Qi is a lower triangular matrix for any 1 ≤ i ≤ N .
We �rst consider Qi.
We apply Gauss elimination to the block rows of Qi. Note that for incom-
parable elements X+><X− the block Qi

X+X− � which is situated below the
diagonal block Qi

X+X+ � is already 0 and does not need to be eliminated.
Together with Qi having upper triangular form, Gauss elimination thus only
requires admissible transformations of type 2. We denote the obtained mat-
rix by Q̃i:

Q̃i =
⎛
⎝∏k,l,λ

G(k, l, λ)
⎞
⎠
Qi, (77)

where G(k, l, λ) describes the operation on the row blocks k and l with
λ ∈ k× (e.g. adding block row k multiplied by λ to block row l). Now Q̃i is
of diagonal block form: (X,Y ∈ C)

Q̃i
XY =

⎧⎪⎪⎨⎪⎪⎩

0, if X ≠ Y,
⋆, if X = Y.

Thus, we can write it as follows:

Q̃i = ∏
X∈Ci

Di
X (78)

where Di
X denotes the square matrix of same size as Q̃i, with an arbitrary

block (Di
X)XX , identity blocks in all other diagonal blocks (Di

X)Y Y , Y ≠X,
and 0−entries in all o�-diagonal blocks:

(Di
X)ZY =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

Ai
X if Z = Y =X

1 if Z = Y ≠X
0 else

.
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Any suchDi
X is an admissible transformation of type 1a or 1b. Thus, combin-

ing (77) and (78), we can write Qi as a product of admissible transformations
of type 2 and of type 1:

Qi =
⎛
⎝∏k,l,λ

G(k, l, λ)
⎞
⎠
⎛
⎝∏X∈Ci

Di
X

⎞
⎠
.

Now consider P i. Proceeding analogously as for Qi with respect to P i being
of upper triangular form and with respect to its block columns, we obtain

P i =
⎛
⎝∏X∈Ci

D̄i
X

⎞
⎠
⎛
⎝∏k,l,λ

Ḡ−1(k, l, λ)
⎞
⎠
.

with similar notation as above. In particular, we denote by Āi
X its non-

arbitrary block of D̄i
X in position XX. Thus, P i can be written as a product

of admissible transformations of type 1 and of type 2.
Note that the assumptions on certain matrices with respect to admissible
transformations of type 1a and 1b are satis�ed. This is due to Q̃i and P̃ i

being for any 1 ≤ i ≤ N of diagonal block form. Thus, for X ≠ Y ∈ X0 and
σ(X) = Y , we have

⋅ for X ∈Ri, Y ∈Rj (X ∈ Ci, Y ∈ Cj) for some i, j ∈ {1, . . . ,N} that

Ai
X = A

j
Y (Āi

X = Ā
j
Y ),

⋅ for X ∈Ri, Y ∈ Cj (X ∈ Ci, Y ∈Rj) for some i, j ∈ {1, . . . ,N} that

Ai
X = Ā

j
Y (Āi

X = A
j
Y ).

Finiteness of the products follows in both cases from the �niteness of Qi, P i,
respectively.

Remark 4.69. By Lemma 4.68, isomorphic representations in Rep(X) are
given by equivalent ones (cf. De�nition 4.10). In particular, the commutativ-
ity relation QiU i =W iP i implies for the isomorphism θ = (P,Q) ∶ U Ð→W
that

U i = (Qi)−1W iP i.

Thus, condition (iii) on morphisms ensures that any arbitrary elementary
transformation on the band P (X) implies the same or, respectively, inverse
transformation on the band P (Y ), where X and Y are two links with σ(X) =
Y .

122



4.3 Reduction to skewed-gentle algebras

In the following subsections, we take the next step in order to obtain a clas-
si�cation of the indecomposable �nite dimensional modules of a clannish
algebra.
We can deduce from any clannish algebra Λ̄ a skewed-gentle algebra Λ, by
neglecting some of the zero relations of Λ̄ such that all necessary conditions
for Λ are ful�lled (compare De�nition 2.9, conditions (v) and (v)*).
In the following, we will restrict ourselves to skewed-gentle algebras Λ. Re-
call that any skewed-gentle algebra is clannish by Lemma 2.11. Hence, the
previous results on clannish algebras also hold for skewed-gentle algebras.
Starting in the next subsection, we describe how to transform the setup of
a skewed-gentle algebra Λ into the setup of a bundle of semichains XΛ as
described in [Bon91]. The construction of XΛ will be given in such a way
that it is compatible with the directions on special letters of �nite index for
strings and bands (Proposition 4.145). Eventually, our construction will lead
to an equivalence between the categories Rep(XΛ) and mod(Λ) (Theorem
5.6). Moreover, we obtain a classi�cation of the indecomposable �nite di-
mensional modules of a skewed-gentle algebra in terms of strings and bands
(Theorem 5.49). This classi�cation derives from the former mentioned equi-
valence. Finally, we will be able to give a reformulation of this classi�cation
which will lead to the classi�cation for clannish algebras as conjectured in
[CB88] (Theorem 6.10). Starting from the classi�cation on skewed-gentle
algebras, we will deduce a classi�cation on clannish algebras as follows:
Let Λ = kQ/(R∪RSp) be a skewed-gentle algebra and let Λ̄ = kQ/(R̄∪ R̄Sp)
be a clannish algebra. Assume that we obtain Λ̄ from Λ by adding the set of
relations {r1 . . . rki}i∈I to R. Denote by (Vi, Vx)i∈Q0,x∈Q1 a Λ−representation.
Take the list of indecomposable �nite dimensional modules of Λ given by
its classi�cation and dismiss all those modules V which do not ful�ll the
relations r ∈ {r1 . . . rki}i∈I: Vr1⋯Vrki ≠ 0 for all i ∈ I. The remaining ones give

a classi�caiton of the indecomposable �nite dimensional modules of Λ̄.
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4.4 Construction of a bundle of semichains

In this section we want to give a description on how to transform the setup
of a skewed-gentle algebra Λ into the setup of a bundle of semichains XΛ as
described in [Bon91]. The construction of XΛ will be given in such a way
that it is compatible with the directions on special letters of �nite index
for strings and bands (Proposition 4.145). The construction given here co-
incides to some extend to the one of a bush given in [Den00] (see Remark
4.77). Eventually, our construction will lead to an equivalence between the
categories Rep(XΛ) and mod(Λ) (Theorem 5.6).
For the rest of the chapter, let Λ be a skewed-gentle algebra (unless stated
otherwise) given by a quiver Q with set of special loops given by Sp and a
set of relations R. Let V = (Vi, Va)i∈Q0,a∈Q1 be an arbitrary representation of
Λ.
Let r = r1r2 ∈ R be a relation and let a ∈ Q1 be an arrow. Then we write
a ∈ r if r1 = a or r2 = a. Note that in this case we have that a ∈ Qord

1 .
The goal of this section is to prove the following statement:

Theorem 4.70. Let Λ = kQ/(RSp ∪R) be a skewed-gentle algebra with R as
described above. Then there exists for Λ a bundle of semichains XΛ.

We give the explicit construction of XΛ in the Subsections 4.4.1 - 4.4.5
and the proof of the above theorem. Examples for the complete construction
will be given in Subsection 4.4.7.

4.4.1 Filtrations from relations

In this subsection we describe how we obtain �ltrations from the relations
in R∪RSp. We need the �ltrations in the following subsections in order to
create semichains and assign them to the bundles.
We obtain �ve di�erent types of �ltrations. The types (1) - (3) are obtained
from relations in R, while the �ltrations of type (4) are obtained from RSp.
Filtrations of type (5) will be called standard �ltration. They do not arise
from a relation.

First we describe the �ltrations we obtain from R.
Let i ∈ Q0 and a ∈ Qord

1 with s(a) = i. If there does not exist r ∈ R with a ∈ r,
then a �ltration on i is given by

(1) Fi ∶ 0 ⊂ ker(a) ⊂ Vi,

where ker(a) describes the subspace generated by the kernel of a. We call
any �ltration of this form a �ltration of type (1).
If there exists r ∈ R with a ∈ r, then there exists b ∈ Qord

1 with t(b) = i and
r = ab. We consider

(2) Fi ∶ 0 ⊂ im(b) ⊂ ker(a) ⊂ Vi,

124



where im(b) denotes the subspace given by the image of b. This gives a
�ltration of type (2).
Assume now that t(a) = i. We distinguish as before: if there does not exist
r ∈ R with a ∈ r, then

(3) Fi ∶ 0 ⊂ im(a) ⊂ Vi.

gives a �ltration of type (3).
If there exists a relation r with a ∈ r, then we obtain again a �ltration of
type (2).

Let us now consider �ltrations which we obtain from RSp.
Let ε ∈ Sp with s(ε) = i. Then we have the idempotent relation ε2 = ε on ε
and thus we can decompose Vi into Vi = im(ε)⊕ker(ε). We obtain a �ltration

im(ε)� q

""
(4) Fi ∶ 0

. �

==

� p

!!

Vi

ker(ε)
- 

<<

(79)

which we call a �ltration of type (4). Instead of (79) we write:

0 ⊂ im(ε)⊕ ker(ε) = Vi

for this type of �ltration.

At last, we consider a �ltration that is not arising from a relation. We
call this �ltration standard or a �ltration of type (5) and it is of the form

(5) Fi ∶ 0 ⊂ Vi.

This �ltration arises at vertices i ∈ Q0 which have at most one incident arrow.

Thus, if i ∈ Q0 is not an isolated vertex (where isolated means that no

arrows start and no arrows end in i), then we obtain two �ltrations F
(1)
i ,

F
(2)
i for i, of which at least one is of type (1) - (4), and the other is of type

(1) - (5).

If, on the other hand, i ∈ Q0 is an isolated vertex, then both F
(1)
i and F

(2)
i

are �ltrations of type (5).

4.4.2 Semichains from �ltrations

In this subsection we describe how to construct several semichains from �l-
trations of type (1) - (5). Here, we are going to distinguish between the types
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(1) - (3), (5) and type (4). This is due to the fact that (1) - (3),(5) have the
form of a chain, while (4) is of diamond form. The goal is to obtain for each
Fi of the above types a semichain Si with elements corresponding in some
way to the bases of the subspaces.

Let

Fi ∶ 0 = Vi0 ⊂ Vi1 ⊂ ⋅ ⋅ ⋅ ⊂ Vin = Vi
be a �ltration of Vi of type (1) - (3) or (5), i ∈ Q0. Note that n ≤ 3.
In the �rst step, we determine the bases of the respective subspaces and set

Bi0 = 0,
Bi1 is abasis of Vi1,
Bi2 is Bi1 extended to abasis of Vi2,

...

giving iteratively

Bik is Bi,k−1 extended to abasis of Vik. (80)

Additionally, we assume the following with respect to the bases {Bik}k:
Let a ∶ iÐ→ j ∈ Q1 and let

Fj ∶ 0 = Vj0 ⊂ Vj1 ⊂ ⋅ ⋅ ⋅ ⊂ Vjm = Vj

be a �ltration on Vj . Note, that in case of a being a loop, we have i = j and
thus Vi = Vj .
Let k ∈ {0, . . . ,m} such that Vjk gives the subspace generated by the image
of a, and let l ∈ {0, . . . , n} such that Vil is the subspace generated by the
kernel of a, say

Vjk = ⟨w1, . . . ,wk̃⟩,
Vil = ⟨v1, . . . , vl̃⟩ and

Vi/Vil = ⟨x1 + Vil, . . . , xñ + Vil⟩,

where the elements w1, . . . ,wk̃ are linearly independent and same holds for
v1, . . . , vl̃, and x1, . . . , xñ. To simplify notation, in what follows, we will call
(x1, . . . , xñ) a basis of Vi ⊖ Vil and write Vi ⊖ Vil short for ⟨x1, . . . , xñ⟩.
We assume that there exists for any wh ∈ {w1, . . . ,wk̃} a unique xg ∈ {x1, . . . , xñ}
such that a(xg) = wh.

By de�nition of {Bik} in (80), it follows that

Bik ⊃ Bil ∀l < k. (81)
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Hence,

Bik,k−1 ∶= Bi,k/Bi,k−1 ∀k ∈ {1, . . . , n} (82)

is well-de�ned. Using (82), we can now de�ne the elements Sik of the semi-
chain Si corresponding to Fi.
For k ∈ {1, . . . , n}, the element Sik corresponds to Bik,k−1. We write

Sik =̂ Bik,k−1 ∀k ∈ {1, . . . , n}. (83)

Every element Sik belongs to a one-point link of the semichain. This one-
point link will also be denoted by Sik. It will be clear from the context,
whether we refer to Sik as an element or as a link of the semichain Si.
It remains to settle an ordering within the elements {Sik}k of Si. There are
two possible ways to do that and we will use both in the following:

(i) We order the elements of Si with respect to the subspace inclusions in
Fi, meaning

Si,k > Si,k−1 ∀k ∈ {2, . . . , n}. (84)

We denote the resulting semichain by S
(c)
i where the superscript stands

for compatible with respect to the subspace inclusion:

S
(c)
i ∶ {Si,1 < Si,2 < ⋅ ⋅ ⋅ < Si,n−1 < Si,n}. (85)

(ii) We order the elements of Si in reversed order with respect to the sub-
space inclusions in Fi, giving

Si,k < Si,k−1 ∀k ∈ {2, . . . , n}. (86)

We denote the resulting semichain by S
(r)
i , where the superscript stands

for reversed :

S
(r)
i ∶ {Si,n < Si,n−1 < ⋅ ⋅ ⋅ < Si,2 < Si,1.} (87)

Remark 4.71. In case of i being an isolated vertex, we obtain two standard
�ltrations. Each of them gives a semichain consisting of a single one-point
link. We call this kind of semichain standard.
Since there is no ordering given on those semichains, we have

S
(c)
i = S(r)i (88)

for any standard semichain Si. Yet, for notational reasons, we will distin-
guish between those two copies of Si in the following.
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Thus, we have to choose Si from the set {S(c)i , S
(r)
i }. How to do so, we

discuss in Subsection 4.4.4.

Let us now come to the semichains arising from �ltrations of type (4). Hence,
let

Fi ∶ 0 = Vi0 ⊂ (Vi1 ⊕ Vi2) = Vi3 (89)

with Vi3 = Vi. Let ε ∈ Sp with s(ε) = i, and let Vi1 = im(ε), Vi2 = ker(ε).
Let Bik be the basis of Vik for k = 1,2. Then we have the following properties:

(i) Bi1 is the basis of im(ε),

(ii) Bi2 is the basis of ker(ε),

(iii) Bi1 ∩ Bi2 = 0,

(iv) Vi = ⟨Bi1⟩⊕ ⟨Bi2⟩.

Again, we want to denote the elements of Si in terms of the bases of the
respective subspaces of Fi. By (89) and (iv), there are only two bases to
consider, namely Bi1 and Bi2.
Thus, the element Sik of Si corresponds to Bik, k = 1,2. We write

Sik =̂ Bik k = 1,2.

By (iii), neither Bi1 ⊂ Bi2, nor Bi2 ⊂ Bi1. Hence, it is reasonable to consider
Si1 and Si2 to be incomparable elements of Si. We write

Si1><Si2

to express the incomparability.
Together, these two elements form a link, denoted by Si,ε, or simply by Sε
(since s(ε) = i by ε being a loop), giving

Si = {Si1><Si2}. (90)

We might by abuse of notation also denote the semichain Si by Sε if it is
clear from the context, and refer to it as special semichain.

Hence, we obtain for each i ∈ Q0 two semichains that we denote by S
(1)
i

and S
(2)
i . Each of them is of the form S

(r)
i , S

(c)
i or Sε.

Subsection 4.4.4 will give more information about the detailed choice of the
semichains as one of the just mentioned forms.
First we want to extend the de�niton of signs from letters to �ltrations
and semichains in the next section. Thus, the assignment of semichains to
bundles in Subsection 4.4.4 can be given in a unique way.
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4.4.3 Signs for �ltrations and semichains

To describe the assignment of the semichains to the bundles R and C, we
will draw back on the notation of signs (compare Section 2.3).

Recall that we assign to each letter x ∈ Γ⋆, ⋆ ∈ {ud,d}, a sign sgn(x) ∈ {+,−}.
Two letters l, l′ have the same sign if and only if {l, l′} = {x−1, y} for two
arrows x, y, and either xy ∈ R or x = y ∈ Sp.
Assume from now on that we have chosen the same sign for every ε ∈ Sp:

sgn(ε) = κ, for all ε ∈ Sp, some κ ∈ {+,−}.

We want to use the signs of the letters appearing in a �ltration to give their

�ltration a sign. To this end, let F
(j)
i , j ∈ {1,2}, be a �ltration for some

i ∈ Q0. Depending on the type of F
(j)
i , we choose its sign as follows:

type (1): We choose the sign of F
(j)
i with respect to the ordinary arrow determ-

ining it:

sgn(F (j)i ) = sgn(a
−1). (91)

type (2): We have for the two ordinary arrows determining F
(j)
i that sgn(a−1) =

sgn(b), and we choose the sign of the �ltration according to this prop-
erty:

sgn(F (j)i ) = sgn(a
−1) = sgn(b). (92)

type (3): We proceed similar as in the case of type (1) which yields that

sgn(F (j)i ) = sgn(a). (93)

type (4): As in the cases of type (1) and (3), there is only one arrow determining
subspaces within the �ltration, and thus we set

sgn(F (j)i ) = sgn(ε). (94)

type (5): In this case we need to distinguish between i being isolated or not. Let

F
(j̄)
i be the second �ltration on the vector space Vi, hence, j ≠ j̄ ∈ {1,2}.

If i is not isolated, then F
(j̄)
i is not of type (5) and we can choose its

sign according to the above description. Then we set

sgn(F (j)i ) = − sgn(F
(j̄)
i ). (95)

Otherwise i is isolated. Then we set conventionally

sgn(F (1)i ) = +, sgn(F (2)i ) = −. (96)
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Lemma 4.72. By choosing the signs as in (91) - (96), we have

sgn(F (1)i ) ≠ sgn(F
(2)
i ) for all i ∈ Q0.

Proof. Assume without loss of generality that F
(1)
i is a �ltration of type

(5). It follows by construction above that sgn(F (1)i ) ≠ sgn(F
(2)
i ) for F

(2)
i a

�ltration of type (1)-(5).

Assume towards a contradiction that sgn(F (1)i ) = sgn(F
(2)
i ). Let F

(1)
i be a

�ltration of type (2). We consider the di�erent possibilities for F
(2)
i : If it is

of type (1), then we have locally at vertex i the situation

b // ● c //
a

��

with ab = 0. Hence, sgn(a−1) = sgn(b) = sgn(F (1)i ) and sgn(F (2)i ) = sgn(c−1).
Thus, by assumption sgn(c−1) = sgn(b). It follows cb = 0 as well, giving

a contradiction to the assumption on the type of F
(2)
i (since the relation

cb = 0 would imply that F
(2)
i is of type (2)). For F

(2)
i of type (3) we obtain

similarly a contradiction.

For F
(2)
i of type (2), we locally have

d

��b // ● c //
a

��

with ab = 0 and dc = 0. Hence, since we assume the �ltrations have the same
sign. It follows that sgn(a−1) = sgn(b) = sgn(d−1) = sgn(c). This implies
that ad = 0 and cb = 0, a contradiction to Λ being skewed-gentle.

Let F
(2)
i now be of type (4). Then we have at vertex i:

b // ● a //

ε∗

��

with ab = 0, ε ∈ Sp. For the �ltrations to have the same sign, the relation
aε = 0 or the relation εb = 0 must be satis�ed. By de�nition of skewed-
gentle, the relations may not start or end in a special loop. Hence, we obtain
a contradiction.
It remains to consider cases where one of the �ltrations is of type (4) and the

other is not of type (2), not of type (5). Without loss of generality let F
(1)
i
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be of type (1). If F
(2)
i is of type (3), we consider at vertex i the following

situation:

b // ●

ε∗

��

Since sgn(F (1)i ) = sgn(F
(2)
i ), it follows that sgn(ε∗) = sgn(b). This implies

that εb = 0 which gives a contradiction. We obtain a similar contradiction

for F
(2)
i being of type (1).

Thus, we know how to obtain a sign for each of the two �ltrations F
(1)
i , F

(2)
i

on a vertex i ∈ Q0. By the previous lemma, it is clear that there does not
exist i ∈ Q0 such that its two �ltrations have same sign.

We want to use this data in order to choose for each �ltration F
(j)
i , j = 1,2, a

corresponding semichain S
(j)
i in a unique way. In Subsection 4.4.2, we have

already discussed what kind of possibilities we have for this choice.

For a �ltration of type (4) there is no choice given since the correspond-
ing semichain is given by (90).

Hence, let F
(j)
i for j ∈ {1,2} be a �ltration of type (1) - (3) or (5) with

sgn(F (j)i ) = µ and µ ∈ {+,−}.
The corresponding semichain S

(j)
i can either be compatible with the sub-

space inclusions of F
(j)
i as described in (85), or we use a reversed ordering

in the semichain with respect to the subspace inclusions (cf. (86)). In the

�rst case, we denote the semichain of the respective form by S
(j,c)
i , in the

second case by S
(j,r)
i .

Recall that sgn(ε) = κ for all ε ∈ Sp. We choose S
(j)
i according to the sign

of F
(j)
i as follows:

if µ = κ, set S(j)i = S(j,c)i , (97)

otherwise, set S
(j)
i = S(j,r)i , (98)

and in any case set sgn(S(j)i ) = µ.

This choice will help us in the next subsection to assign the semichains in a
unique way to the di�erent bundles. In addition, we obtain an "orientation"
on the L−graphs which matches the directions on letters of �nite index. Ad-
ditionally, we will see that the letter vm+1 which gives the symmetry axis in
a symmetric string, is excluded from this result.

4.4.4 Assignment of semichains to bundles

When assigning the semichains to the bundles R and C, we need to take
the de�nition of admissible transformations into account. Here, the trans-
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formations of type 2 are of importance since the allowed row and column
operations in the matrices of the representations should coincide with those
operations on the vector space which do not change the chosen (sub-)bases
with respect to the �ltrations. We have already done some of the work for
this in the previous subsection.
As mentioned before, we would like to obtain a basis change matrix on each
vector space Vi, i ∈ Q0, in terms of the matrix problem. To this end, it
is clear that the two �ltrations at each vertex i ∈ Q0 are assigned each to
di�erent bundles.
Keeping the goal in mind that the orientation Bondarenko gives on L−chains
and L−cycles coincides with the one we have described on bands and strings
(compare Chapter 3.3), we give the description of a certain assignment. We
claim that the orientations then coincide with the directions on the respect-
ive letters of �nite index, if the letter is not given by the symmetry axis of a
symmetric string. (Proposition 4.145, Subsection 4.7).

Let j ∈ {1,2} and let ȷ̄ be its complement with respect to {1,2}. Then, as
described in the previous section, we obtain for each i ∈ Q0 two semichains
Sj
i , S

ȷ̄
i . Each of them has a sign, say for a �xed i ∈ Q0:

sgn(Sj
i ) = κ, sgn(S ȷ̄

i) = −κ,

where κ is still chosen in such a way that sgn(ε) = κ for all ε ∈ Sp. We set

Ri = S ȷ̄
i ,

Ci = Sj
i .

Proceeding like this for any i ∈ Q0, we obtain two bundles R = ⋃n
i=1Ri and

C = ⋃n
i=1 Ci, where ∣Q0∣ = n and for any semichain Ri ∈ C we have that

sgn(Ri) = −κ, for any Ci ∈ C we have that sgn(Ci) = κ.
Thus, all semichains in C are of special or compatible type, while R consists
of semichains of reversed type.

Remark 4.73. Note that there exists one exception for which the above
construction does not work. For Λ = kQ/(R∪RSp) given by

Q ∶ 1ε 99 ηee

with R = ∅ and Sp = {η, ε}, we cannot use the construction given in this and
the previous subsections. Instead, we consider Λ′ = kQ′/(R′ ∪RSp′) with

Q ∶ 1ε 99
a // 2 ηee ,

R′ = ∅ and Sp′ = {η, ε}. Considering representations V ′ of (Q′,R′ ∪RSp′)
with V ′a bijective is equivalent to considering representations V of (Q,R∪RSp)
with V1 ≅ V ′1 ≅ V ′2 and Vε = V ′ε , Vη = V ′η .
Hence, we replace Λ in the following by Λ′ and use the mentioned identi�c-
ation of their respective representations.
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Remark 4.74. Note that generally any assignment of the semichains to the
row and column label sets gives a bundle of semichains. We can for example
also assign semichains of the types Sj,c

i to the row label set and similarly

those of type Sj,r
i to the column label set. We have chosen this particular

assignment in order to obtain a compatibility with respect to directions (cf.
Proposition 4.145).

4.4.5 The involution σ

While the ordering within the semichains relates to admissible transform-
ations of type 2, the involution σΛ relates to the de�nition of admissible
transformations of type 1 (compare Section 4.1 and [Bon91]). Hence, we
need to take the admissible transformations of type 1 into account in order
to de�ne σΛ.
In Subsection 4.4.2, we have chosen some bases depending on each other; the
basis of the image of an ordinary arrow is chosen with respect to its preim-
age without kernel. We choose σΛ such that the admissible transformations
re�ect this correspondence.

By [Bon91], the involution is clearly de�ned on elements of two-point links.
By construction, the two-point links are of the form Sε for ε ∈ Sp. Recall
that we denote its elements by S+ε =̂ basis of im(ε) and S−ε =̂ basis of ker(ε).
Then σΛ acts as the identity on those two elements:

σΛ ∶ S+ε ↦ S+ε

S−ε ↦ S−ε .

Any other link in our construction is given by a one-point link. We now
describe how σΛ acts on those. To this end, let Sj

i , S
l
k be two elements of

the form

Sj
i =̂ basis of Vi ⊖ ker(a), (99)

Sl
k =̂ basis of im(a) (100)

for some a ∶ i → k ∈ Qord
1 . Recall that we have chosen the basis of im(a)

depending on basis of Vi ⊖ ker(a) in Subsection 4.4.2. Then σΛ acts as
follows:

Sj
i

σΛ←→ Sl
k.

On any other element Sq
p which belongs to a one-point link, and which is not

of the form (99)-(100), σ acts as identity:

σΛ ∶ Sq
p ↦ Sq

p .
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De�nition 4.75. Let Λ be a skewed-gentle algebra. We de�ne its associated
bundle of semichains by XΛ = (XΛ, σΛ), where XΛ and σΛ are de�ned as in
the construction above.

Remark 4.76. By the above de�nition of the involution σΛ, the basis of Vi⊖
ker(a) and basis of im(a) for any a ∈ Qord

1 are connected in XΛ. By de�ni-
tion of admissible transformations of type 2, we need to change one of those
bases whenever we change the other. Hence, XΛ is compatible with this kind
of dependences.

Remark 4.77. We �nd in [Den00, Example 3] a construction of a bush for a
clannish algbra. This construction is similar to our construction for the fol-
lowing reasons. First, a bush is by de�nition a bundle of semichains. Second,
Deng imposes additional conditions on the clannish algebra which coincide
with our restriction to skewed-gentle algebras. Thus, Deng also considers
skewed-gentle algebras. The semichains constructed in [Den00] correspond
in the following way to the �ltrations given in Subsection 4.4.1: the semi-
chain given by {iε><e} corresponds to a �ltration of type (4). The semichains
{a− < iε} and {iε < b+} correspond to �ltrations of type (1) and (3), respect-
ively. A �ltration of type (2) corresponds to the semichain {a− < iε < b+}.
But there are also some di�erences. First of all, Deng's construction does
not determine a bush in a unique way. After having chosen signs on the
letters, our construction is uniquely determined. Second, all semichains are
chosen in a compatible order with respect to the subspace inclusions of the
respective �ltrations. In contrast to that, we include semichains with reversed
order to obtain compatibility between the directions of special letters in words
and relations of the form xiαxi+1 in the L−graphs.

4.4.6 The relations α and β

This subsection describes the α− and β−relations for our setup according
to their de�nitions in Section 4.1. These relations follow naturally from our
construction.

Note at �rst that these relations are de�ned between links of the semichains
(in contrast to σΛ which is de�ned between elements).

Let us �rst describe the β−relations. Recall that we assign for any ver-
tex i ∈ Q0 one of its semichains to R, and the other to C. Recall also that
the vertices of Q index the semichains in the bundles. We obtain

Sj
i βS

ȷ̄
i for any i ∈ Q0, j ∈ {1,2}, j ≠ ȷ̄ ∈ {1,2}.

Thus, β indicates whether there is a switch between the two bases of Vi.

Remark 4.78. Any link is in exactly one β−relation, up to symmetry.
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The α−relations are formed in a more complicated manner since they
depend on σ and the number of elements in the links.
Our setup results in the following α−relations:
Links of type Sε, ε ∈ Sp, are always in α−relation with themselves, since any
special loop gives a two-point link. Hence,

SεαSε ∀ε ∈ Sp .

Now let Sj
i describe a one-point link. Then, whenever σΛ does not act as

identity on such a link, we have

Sj
i α(σΛ(S

j
i )).

Remark 4.79. Any one-point link Sq
p with σ(Sq

p) = Sq
p is not in any α−relation.

Thus, those links do not have to be considered for admissibility. Links of the
form Sε∗ are also not of interest for admissibility since they are two-point
links.

Remark 4.80. Note that only links of the form Sε∗ for some ε ∈ Sp give
candidates for double ends; they are the only links in α−relation with them-
selves.

We see later (compare Sections 4.5 and 4.6) that any α−relation in an
L−graph gw coming from a word w represents a letter wi of w.
After giving the construction, we can formulate the proof of Theorem 4.70:

Proof of Theorem 4.70. The statement follows by the construction above.

4.4.7 Examples

We give examples on how to construct a bundle of semichains for two skewed-
gentle algebras.

Example 4.81. Let Λ be given as in Example 2.3.1. We choose the signs of
the letters of Γud = {ε∗, a, a−1} as follows:

sgn ε∗ = 1, (101)

sgna = sgn(a−1) = −1. (102)

The �ltrations are of type (4) and type (2), respectively:

F
(1)
1 ∶ 0 ⊂ im(ε)⊕ ker(ε) = V1,
F
(2)
1 ∶ 0 ⊂ im(a) ⊂ ker(a) ⊂ V1
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and give the following semichains:

S
(1)
1 = {S+ε∗><S−ε∗},

S
(2,r)
1 = {S11 > S12 > S13},
S
(2,c)
1 = {S11 < S12 < S13}.

The elements correspond in the following way to the bases of the subspaces:

S+ε∗ =̂ basis of im(ε),
S−ε∗ =̂ basis of ker(ε),
S11 =̂ basis of im(a),
S12 =̂ basis of ker(a)⊖ im(a),
S13 =̂ basis of V1 ⊖ ker(a).

The �ltrations and semichais inherit their signs from (101) and (102) in the
following way:

sgn(F (1)1 ) = 1, sgn(S(1)1 ) = 1,
sgn(F (2)1 ) = −1, sgn(S(2,r)1 ) = sgn(S(2,c)1 ) = −1.

Hence, we choose S
(2)
1 = S(2,r)1 and obtain

R1 = S(2)1 and

C1 = S(1)1 .

We set C+ε∗ = S+ε∗ , C−ε = S−ε∗ , R1i = S1i, where i = 1,2,3. The involution
acts as identity on the elements, except for the pair σΛ(R11) = R13. Hence,
XΛ = (XΛ, σΛ) is given with σΛ as de�ned above, and with XΛ = (C1,R1).
We denote the two-point link containing C+ε∗ and C−ε∗ by Cε∗ . The following
relations are given on the links:

α − relations: R11αR13

Cε∗αCε∗

β − relations: R1iβCε∗ , i = 1,2,3.

Remark 4.82. The above algebra has motivated the Examples 4.7 and 4.17,
where C11 is to be identi�ed with Cε∗ .

Example 4.83. Consider Λ from Example 2.14. Recall that its undirected
alphabet is given by

Γud = {a, a−1, b, b−1, c, c−1, d, d−1, e, e−1, ε∗, κ∗, η∗}
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and that the following zero relations hold: ca = 0, db = 0, ec = 0.
We choose the following signs according to those relations:

sgn(ε∗) = sgn(η∗) = sgn(κ∗) = −1, (103)

sgn(c−1) = sgn(a) = −1, (104)

sgn(e−1) = sgn(c) = 1, (105)

sgn(d−1) = sgn(b) = 1, (106)

sgn(a−1) = 1, (107)

sgn(e) = −1, (108)

sgn(b−1) = 1, (109)

sgn(d) = 1. (110)

We consider the following �ltrations:

F
(1)
1 ∶ 0 ⊂ im(ε)⊕ ker(ε) = V1, F

(2)
1 ∶ 0 ⊂ ker(a) ⊂ V1,

F
(1)
2 ∶ 0 ⊂ im(a) ⊂ ker(c) ⊂ V2, F

(2)
2 ∶ 0 ⊂ im(b) ⊂ ker(d) ⊂ V2,

F
(1)
3 ∶ 0 ⊂ im(η)⊕ ker(η) = V3, F

(2)
3 ∶ 0 ⊂ ker(b) ⊂ V3,

F
(1)
4 ∶ 0 ⊂ im(d) ⊂ V4, F

(2)
4 ∶ 0 ⊂ im(e) ⊂ V4,

F
(1)
5 ∶ 0 ⊂ im(κ)⊕ ker(κ) = V5, F

(2)
5 ∶ 0 ⊂ im(c) ⊂ ker(e) ⊂ V5.

From those we derive these semichains:

S
(1)
1 ∶ {S+ε ><S−ε },

S
(2,c)
1 ∶ {S11 < S12}, S

(2,r)
1 ∶ {S11 > S12},

S
(1,c)
2 ∶ {S(1)21 < S

(1)
22 < S

(1)
23 }, S

(1,r)
2 ∶ {S(1)21 > S

(1)
22 > S

(2)
23 },

S
(2,c)
2 ∶ {S(2)21 < S

(2)
22 < S

(2)
23 }, S

(2,r)
2 ∶ {S(2)21 > S

(2)
22 > S

(2)
23 },

S
(1)
3 ∶ {S+η ><S−η }, (111)

S
(2,c)
3 ∶ {S31 < S32}, S

(2,r)
3 ∶ {S31 > S32},

S
(1,c)
4 ∶ {S(1)41 < S

(1)
42 }, S

(1,r)
4 ∶ {S(1)41 > S

(1)
42 },

S
(2,c)
4 ∶ {S(2)41 < S

(2)
42 }, S

(2,r)
4 ∶ {S(2)41 > S

(2)
42 },

S
(1)
5 ∶ {S+κ><S−κ},

S
(2,c)
5 ∶ {S51 < S52 < S53}, S

(2,r)
5 ∶ {S51 > S52 > S53}
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where the elements correspond to the following bases:

S+ε∗ =̂ basis of im(ε), S−ε∗ =̂ basis of ker(ε),
S11 =̂ basis of ker(a), S12 =̂ basis of V1 ⊖ ker(a),
S
(1)
21 =̂ basis of im(a), S

(1)
22 =̂ basis of ker(c)⊖ im(a),

S
(1)
23 =̂ basis of V2 ⊖ ker(c),
S
(2)
21 =̂ basis of im(b), S

(2)
22 =̂ basis of ker(d)⊖ im(b),

S
(2)
23 =̂ basis of V2 ⊖ ker(d),
S+η∗ =̂ basis of im(η), S−η∗ =̂ basis of ker(η),
S31 =̂ basis of ker(b), S32 =̂ basis of V3 ⊖ ker(b),
S
(1)
41 =̂ basis of im(d), S

(1)
42 =̂ basis of V4 ⊖ im(d),

S
(2)
41 =̂ basis of im(e), S

(2)
42 =̂ basis of V4 ⊖ im(e),

S+κ∗ =̂ basis of im(κ), S−κ∗ =̂ basis of ker(κ),
S51 =̂ basis of im(c), S52 =̂ basis of ker(e)⊖ im(c),
S53 =̂ basis of V5 ⊖ ker(e).

The semichains in (111) inherit their signs from (103) - (110):

sgn(S(1)1 ) = −1, sgn(S(2,c)1 ) = sgn(S(2,r)1 ) = 1,
sgn(S(1,c)2 ) = sgn(S(1,r)2 ) = −1, sgn(S(2,c)2 ) = sgn(S(2,r)2 ) = 1,
sgn(S(1)3 ) = −1, sgn(S(2,c)3 ) = sgn(S(2,r)3 ) = 1,

sgn(S(1,c)4 ) = sgn(S(1,r)4 ) = 1, sgn(S(2,c)4 ) = sgn(S(2,r)4 ) = −1,
sgn(S(1)5 ) = −1, sgn(S(2,c)5 ) = sgn(S(2,r)5 ) = 1.

Assigning the semichains to the row and column sets according to their signs
results in:

C1 = S(1)1 R1 = S(2,r)1

C2 = S(1,c)2 R2 = S(2,r)2

C3 = S(1)3 R3 = S(2,r)3

C4 = S(2,c)4 R4 = S(1,r)4

C5 = S(1)5 R5 = S(2,r)5

Renaming the elements in the semichains regarded as elements of row or
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column sets gives XΛ = {C1, . . . ,C5,R1, . . .R5} where

C1 ∶ {C+ε><C−ε } R1 ∶ {R11 >R12},
C2 ∶ {C21 < C22 < C23}, R2 ∶ {R21 >R22 >R23},
C3 ∶ {C+η><C−η}, R3 ∶ {R31 >R32}, (112)

C4 ∶ {C41 < C42}, R4 ∶ {R41 >R42},
C5 ∶ {C+κ><C−κ}, R5 ∶ {R51 >R52 >R53}.

The involution σΛ acts on the elements of the semichains in (112) in the
following way:

σΛ ∶R12 ↔ C21 C23 ↔R51

R21 ↔R32 R23 ↔R41

C41 ↔R53.

On any other element, σΛ acts as identity.
We obtain the following α−relations:

C21αR21 C23αR51

R21αR32 R23αR41

C41αR53 CεαCε

CηαCη CκαCκ

and the following β−relations:

CεβR1i i = 1,2
C2iβR2j i, j = 1,2
CηβR3i i = 1,2
C4iβR4j i, j = 1,2
CκβR5i i = 1,2,3.

Remark 4.84. The above example gives algebra of Example 4.52.2.

We have seen how to construct a bundle of semichains for a given skewed-
gentle algebra. In the next step, we examine how to construct L−chains and
L−cycles in XΛ from words in Γud(Λ).
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4.5 L−chains from �nite words

Recall that we consider a skewed-gentle algebra Λ. We consider �nite Γud(Λ)-
words w. Starting from this data, we construct an L−chain gw in XΛ. The
idea is to obtain for each letter wi of w an α−relation in gw, and for each
node between two letters we get two links in gw which are connected by a
β−relation.
We see at the end of this section that asymmetric and symmetric strings, as
well as the subword u of the periodic part of a symmetric band give simple
admissible L−chains (Theorem 4.113) and that any such L−chain can be
constructed from those words (Theorem 4.116). These results yield the ex-
istence of a 1-1-correspondence between certain equivalence classes of words
and certain isomorphism classes of L−chains (Corollary 4.117).
Before we get to this and related results, we give the construction of an
L−chain gw for an arbitrary �nite Γud(Λ)−word w and discuss its well-
de�nedness and uniqueness.
Within the construction, we are going to refer to the start and target of a
letter wi of w. When depicting w in terms of arrows as described in Section
3.1, the start (target) of wi is always assigned to its right (left) hand side
with respect to the depiction.

Construction of gw. Let w be an undirected �nite word of length n.
We construct the corresponding L−chain gw as follows:

1. Depict w as Dw ∶ v0
w1← v1

w2← . . .
wn← vn.

2. Associate to each vi the values vi(s) and vi(t) � start and target of the
letters wi and wi+1, respectively.

Note that the vertices vi(s) and vi(t) describing the start and target of the
letters in w are to be distinguished from the associated vertices vi(Q) ∶= vi(w)
in the quiver (cf. Section 2.3).
Extending w by trivial words to 1v0(Q),κw1vn(Q),µ, for appropiate κ,µ, gives
again a word. We consider v0(s) (vn(t)) as start (target) of the respective
trivial word.

3. We associate to each vi(s) a node ci in the graph Cw, and to each vi(t)
a node c̄i. Thus, Cgw is a linear graph of form:

Cgw ∶ c0 − c̄0 − c1 − c̄1 −⋯ − cn − c̄n.

4. Consider each letter wi as a map sending the element vi(s) to vi−1(t):

wi ∶ vi(s)↦ vi−1(t).

Assign to each of those a vector space X, X̄, where X, X̄ belong to one

of the �ltrations F
(1)
vi(Q)

, F
(2)
vi−1(Q)

, respectively. For some i ∈ Q0 we have
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that

X in F
(j)
vi(Q)

is assigned to vi(s) if sgn(w−1i ) = sgn(F
(j)
vi(Q)
),

vi(s) ∈X and vi(s) ∉ Vvi(Q) ⊖X,

X̄ in F
(ȷ̄)
vi(Q)

is assigned to vi(t) if sgn(wi+1) = sgn(F (ȷ̄)vi(Q)
),

vi(t) ∈ X̄ and vi(t) ∉ Vvi(Q) ⊖ X̄,

where j, ȷ̄ ∈ {1,2}, j ≠ ȷ̄.
Note that we treat 1v0(Q),κ as w0, and 1vn(Q),µ as wn+1, in order to determine
corresponding subspaces for v0(s) and vn(t), respectively.
In a �ltration of linear form, there exists a maximal subspace as needed in
step 4. In a �ltration of diamond form, this maximal subspace is also de�ned
since there only exist two proper subspaces which are complementary to each
other.

5. Assign to each vi(s), vi(t) a link, using the associated subspaces ac-
cording to Section 4.4.2:

if vi(s) is assigned to X, then the link Li=̂basis of X is assigned to
vi(s),

if vi(t) is assigned to X̄, then the link L̄i=̂basis of X̄ is assigned to
vi(t),

for 0 ≤ i ≤ n, Li ≠ L̄i ∈ L(Cvi(Q) ∪Rvi(Q)).
Since vi(s) and vi(t) belong to uniquely determined subspaces X, X̄ as de-
scribed in step 4, the links Li and L̄i are each uniquely given. Moreover, one
of the two links belongs to the column label set L(Cvi(Q)), and the other to
the row label set L(Rvi(Q)).

6. Order the links according to the ordering of their corresponding vertices
in w:

v0³¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹·¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹µ
v0(s) v0(t)

v1³¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹·¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹µ
v1(s) v1(t) ⋯

vn³¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹·¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹µ
vn(s) vn(t)

L0 L̄0 L1 L̄1 ⋯ Ln L̄n

7. Set gw ∶ Cgw → L ∪ {α,β} with
⎧⎪⎪⎨⎪⎪⎩

ci ↦ xi

c̄i ↦ x̄i
, δ ↦

⎧⎪⎪⎪⎨⎪⎪⎪⎩

λi,̄i if ci
δ− c̄i in Cgw

λī,i+1 if c̄i
δ− ci+1 in Cgw

,

where

xi = Li, x̄i = L̄i, ∀0 ≤ i ≤ n,
λi,̄i = β, ∀0 ≤ i ≤ n,

λī,i+1 = α, ∀0 ≤ i < n.
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This construction gives gw with

gw,0 = {x0, x̄0, . . . , xn, x̄n},
gw,1 = {λ0,0̄, λ0̄,1, . . . , λn,n̄}

which can be depicted as

gw ∶ x0 − x̄0 ∼ x1 − x̄1 ∼ ⋅ ⋅ ⋅ ∼ xn − x̄n.

Recall that we work with undirected words, i.e., for any special letter wi = ε∗
its direction is not de�ned. Thus, we are not able to determine for its start
vi(s) and target vi−1(t) a subspace: they either belong to the kernel or the
image of ε. But recall also that we only use the subspaces in order to de-
termine a link for each start and target. The two-point link Cε∗ is associated
to both subspaces ker(ε) and im(ε). Thus, we can still uniquely assign the
link Cε∗ to vi(s) and vi−1(t) without knowing the direction of wi. We write
in abuse of notation vi(s) ∈ ε∗ and basis of ε∗=̂Cε∗ .
There are two other important properties of the construction worth men-
tioning:

Remark 4.85. By step 7, we have that Li− L̄i and L̄i ∼ Li+1. This con�rms
that a β−relation indicates a change between the two bases of a vector space
given by the respective �ltrations, and that an α−relation is given for each
letter. Moreover, if we consider a subchain consisting of two links connected
by an α−relation, we can read from the arrangement of the links whether the
corresponding letter is inverse or direct.

Remark 4.86. As mentioned above, the subspaces X and X̄ for vi(s) and
vi(t), respectively, belong to two di�erent �ltrations. Thus, we obtain for
vi(s) and vi(t) two links coming from di�erent semichains. It follows that
we obtain for each i ∈ {0, . . . , n} one link from the column, and one link from
the row label set.

Before we start examining the well-de�nedness of the above construction,
we give explicit examples:

Example 4.87. Let Λ be given as in Example 2.3.1. Recall that Q is given
by

1ε 99 aee

with Sp = {ε} and R = {a2}. We choose the signs sgn(ε∗) = κ and sgn(a) =
sgn(a−1) = −κ. Recall from Example 4.81 that the semichains in XΛ are of
the following form:

C1 = {C+ε∗><C−ε∗}
R1 = {R11 >R12 >R13},
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where

R11 =̂ basis of im(a),
R12 =̂ basis of ker(a)⊖ im(a),
R13 =̂ basis of V1 ⊖ ker(a).

Recall that σΛ acts as identity, apart from σΛ(R11) = R13. The signs of the
semichains are given by

sgn(C1) = κ,
sgn(R1) = −κ.

Let w = ε∗aε∗a−1ε∗. Then gw is constructed by the following steps:

1. Dw ∶ v0
ε∗
�v1

a←Ð v2
ε∗
�v3

aÐ→ v4
ε∗
�v5

2.

v0
³ ¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹·¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹µ
v0(s) v0(t)

ε∗
�

v1
³ ¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹·¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹µ
v1(s) v1(t)

a
←Ð

v2
³ ¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹·¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹µ
v2(s) v2(t)

ε∗
�

v3
³ ¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹·¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹µ
v3(s) v3(t)

a
Ð→

v4
³ ¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹·¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹µ
v4(s) v4(t)

ε∗
�

v5
³ ¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹·¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹µ
v5(s) v5(t)

3.

Cw ∶ c0�c̄0�c1�c̄1�c2�c̄2�c3�c̄3�c4�c̄4�c5�c̄5

4.+5.

vi vi(s), vi(t) sgn(w−1i ) / sgn(wi+1) subspace link

v0 v0(s) −κ ker(a) R12 = L0

v0(t) κ ε∗ Cε∗ = L̄0

v1 v1(s) κ ε∗ Cε∗ = L1

v1(t) −κ im(a) R11 = L̄1

v2 v2(s) −κ V1 ⊖ ker(a) R13 = L2

v2(t) κ ε∗ Cε∗ = L̄2

v3 v3(s) κ ε∗ Cε∗ = L3

v3(t) −κ V1 ⊖ ker(a) R13 = L̄3

v4 v4(s) −κ im(a) R11 = L4

v4(t) κ ε∗ Cε∗ = L̄4

v5 v5(s) κ ε∗ Cε∗ = L5

v5(t) −κ ker(a) R12 = L̄5

6.+7.

gw ∶ L0−L̄0∼L1−L̄1∼L2−L̄2∼L3−L̄3∼L4−L̄4∼L5−L̄5 (113)

R12−Cε∗∼Cε∗−R11∼R13−Cε∗∼Cε∗−R13∼R11−Cε∗∼Cε∗−R12 (114)
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Example 4.88. Let Λ be given as in Example 2.14. Recall that Q is given
by

1ε 99
a

��

5 κee

e

��

2

c
@@

d

��
3η 99

b
@@

4

Sp = {η, ε, κ} and R = {ca, db, ec}. We choose the signs of the letters as in
Example 4.83. We recall the semichains from (112):

C1 ∶ {C+ε><C−ε } R1 ∶ {R11 >R12},
C2 ∶ {C21 < C22 < C23}, R2 ∶ {R21 >R22 >R23},
C3 ∶ {C+η><C−η}, R3 ∶ {R31 >R32},
C4 ∶ {C41 < C42}, R4 ∶ {R41 >R42},
C5 ∶ {C+κ><C−κ}, R5 ∶ {R51 >R52 >R53},

where

R11 =̂ basis of ker(a), R12 =̂ basis of V1 ⊖ ker(a),
C21 =̂ basis of im(a), C22 =̂ basis of ker(c)⊖ im(a),
C23 =̂ basis of V2 ⊖ ker(c),
R21 =̂ basis of im(b), R22 =̂ basis of ker(d)⊖ im(b),
R23 =̂ basis of V2 ⊖ ker(d),
R31 =̂ basis of ker(b), R32 =̂ basis of V3 ⊖ ker(b),
C41 =̂ basis of im(e), C42 =̂ basis of V4 ⊖ im(e),
R41 =̂ basis of im(d), R42 =̂ basis of V4 ⊖ im(d),
R51 =̂ basis of im(c), R52 =̂ basis of ker(e)⊖ im(c),
R53 =̂ basis of V5 ⊖ ker(e)..

Let w = η∗b−1c−1κ∗e−1. Its corresponding L−chain gw is constructed as fol-
lows:

1. Dw ∶ v0
η∗
�v1

bÐ→ v2
cÐ→ v3

κ∗
�v4

eÐ→ v5

2.

v0
³ ¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹·¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹µ
v0(s) v0(t)

η∗
�

v1
³ ¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹·¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹µ
v1(s) v1(t)

b
Ð→

v2
³ ¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹·¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹µ
v2(s) v2(t)

c
Ð→

v3
³ ¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹·¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹µ
v3(s) v3(t)

κ∗
�

v4
³ ¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹·¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹µ
v4(s) v4(t)

e
Ð→

v5
³ ¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹·¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹µ
v5(s) v5(t)

3.

Cw ∶ c0�c̄0�c1�c̄1�c2�c̄2�c3�c̄3�c4�c̄4�c5�c̄5
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4.+5.

vi vi(s), vi(t) sgn(w−1i ) / sgn(wi+1) subspace link

v0 v0(s) 1 ker(b) R31 = L0

v0(t) −1 η∗ Cη∗ = L̄0

v1 v1(s) −1 η∗ Cη∗ = L1

v1(t) 1 V3 ⊖ ker(b) R32 = L̄1

v2 v2(s) 1 im(b) R21 = L2

v2(t) −1 V2 ⊖ ker(c) C23 = L̄2

v3 v3(s) 1 im(c) R51 = L3

v3(t) −1 κ∗ Cκ∗ = L̄3

v4 v4(s) −1 κ∗ Cκ∗ = L4

v4(t) 1 V5 ⊖ ker(e) R53 = L̄4

v5 v5(s) −1 im(e) C41 = L5

v5(t) 1 V4 ⊖ im(d) R42 = L̄5

6.+7.

gw ∶ R31−Cη∗∼Cη∗−R32∼R21−C23∼R51−Cκ∗∼Cκ∗−R53∼C41−R42

Next we show the well-de�nedness of gw. This includes several state-
ments. In particular, we show that equivalent words result in isomorphic
L−chains. We consider these results at �rst separately and then sum them
up in the context of well-de�nedness.

Lemma 4.89. The above construction results in an L−chain gw for any
�nite Γud(Λ∗)−word w. This L−chain is unique for any word w.

Proof. Observe at �rst that Cgw is always given by a chain. Also, by step 7,
condition (b) of the de�nition of an L−graph is satis�ed. It remains to show
condition (a) of an L−graph.
First we show that LiβL̄i holds for all i ∈ {0, . . . , n}. We have by step 4 and
step 5 that vi(s) ∈X, vi(t) ∈ X̄ and basis of X=̂Li, basis of X̄=̂ L̄i.
Since sgn(w−1i ) ≠ sgn(wi+1) (cf. Section 2.3), Li and L̄i do not belong to the
same label set by construction. For i �xed, assume without loss of generality
that

Li ∈ L(C),
L̄i ∈ L(R).

It follows by de�nition of the β−relation that LiβL̄i for any i ∈ {0, . . . , n}.
It remains to show that L̄i−1αLi holds as well. Recall that for an ordinary
arrow (x ∶ j → k) ∈ Qord

1 , the links corresponding to the bases of the subspaces
im(x) and Vj ⊖ ker(x) are connected by σΛ and thus satisfy the α−relation.
For any special loop ε ∈ Sp we have Cε∗αCε∗ .
We have for wi ∈ {x,x−1} for some (x ∶ j → k) ∈ Qord

1 the following depiction:

vi−1(t)
x←Ð vi(s) if wi =x,

vi−1(t)
xÐ→ vi(s) if wi =x−1.
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Hence, x−1 ∶ vi(s)↦ vi−1(t) can be interpreted as x ∶ vi−1(t)↦ vi(s). Thus,

vi−1(t) ∈
⎧⎪⎪⎨⎪⎪⎩

im(x) if wi = x,
Vj ⊖ ker(x) if wi = x−1,

vi(s) ∈
⎧⎪⎪⎨⎪⎪⎩

Vj ⊖ ker(x) if wi = x,
im(x) if wi = x−1.

It follows that the corresponding links L̄i−1 and Li of vi−1(t) and vi(s) are
one-point links and that σΛ(L̄i−1) = Li by the above. Hence, L̄i−1αLi holds.
If, on the other hand, wi = ε∗ for some ε ∈ Sp, then we depict the letter as

vi−1(t)
ε∗
�vi(s).

As described above, we obtain as corresponding link both for vi−1(t) and
vi(s) the two-point link Cε∗ = L̄i−1 = Li. It follows directly L̄i−1αLi.
Finally, we show that the resulting L−chain gw is unique for any w. The
subspaces X and X̄ are uniquely given for each vi(s) with wi, and each vi(t)
with wi+1 ordinary, respectively: each arrow x ∈ Qord

1 gives rise to exactly
one �ltration at its starting and one at its terminating vertex in Q, due to
the construction from Section 4.4. We assign vi(s) (vi(t)) to a subspace X
(X̄) according to the sign of the letter w−1i (wi+1). Hence, we consider for
vi(s) (vi(t)) a uniquely given �ltration. It follows from wi ≠ wi+1 that X
and X̄ come from di�erent �ltrations. By the construction of semichains in
Section 4.4.2, it follows that also the links assigned to vi(s) and vi(t) are
uniquely determined for each of them.
In contrast to ordinary letters, special letters do not give rise to uniquely de-
termined subspaces: since they are not oriented, it is not determined whether
for wi = ε∗ special its associated values vi(s) and vi−1(t) belong to ker(ε)
or im(ε). But both subspaces correspond to one link Cε∗ . Thus � though
the subspace assignment is not unique � the assignment to a link is unqiuely
given.

Remark 4.90. Note that the L−chain construction is in particular unique
for trivial words. To this end, consider Λ as in Example 2.14 and let w = 12,+.
We have that

Dw ∶ v0.

We can extend w to w12,+ and regard w0 = w1 = 12,+. Recall that the signs at
vertex 2 are given by sgn(a) = sgn(c−1) = − and sgn(b) = sgn(d−1) = +. We
consider for the construction the signs

sgn(w−10 ) = −,
sgn(w1) = +,
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and thus assign

v0(s) ∈ V2 ⊖ ker(c),
v0(t) ∈ V2 ⊖ ker(d).

Hence, we obtain two uniquely determined links to represent v0(s) and v0(t)
in gw. Since they are by signs in di�erent label sets, they are in β−relation
with each other:

gw ∶ C23 −R23.

Before we come to well-de�nedness of the construction, we examine the
following properties of isomorphisms between the constructed L−chains.

Lemma 4.91. Let v be a �nite undirected word with gv = g∗v . Then gv is
composite.

Proof. Let gv,0 = {x1, . . . , xn}, g∗v,0 = {xn, . . . , x1} and gv,1 = {λ1, . . . , λn−1},
g∗v,1 = {λn−1, . . . , λ1}. Then xn−i = xi+1 for all i ∈ {0, . . . , n− 1}, and λi = λn−i
for all i ∈ {1, . . . , n−1}. Thus, we can write gv of the following form, knowing
it is of even length by construction:

gv ∶ x1λ1x2 . . . xn/2λn/2xn/2 . . . x2λ1x1.

By construction, λn/2 is given by an α−relation, so with h ∶= x1λ1x2 . . . xn/2,
we can write

gv ∶ h ∼ h∗,

which shows that gv is composite.

Example 4.92. 1. Let Λ be given by

Q ∶ ● addε ::

with Sp = {ε} and R = {a2}. Let v = ε∗ and thus

gv ∶ R12 − Cε∗ ∼ Cε∗ −R12 = g∗v = h ∼ h∗

with h =R12 − Cε∗ .

2. Let Λ be given by

Q ∶ 1ε 99
a // 2 ηee

with Sp = {ε, η} and R = ∅. The semichains of XΛ are given by

C1 = {C+ε∗><C−ε∗}, R1 = {R11 >R12},
C2 = {C+η∗><C−η∗}, R2 = {R21 >R22},
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where

R11 =̂ basis of ker(a),
R12 =̂ basis of V1 ⊖ ker(a),
R21 =̂ basis of im(a),
R22 =̂ basis of V2 ⊖ im(a).

The involution σΛ sends R12 ↔R21 and acts as identity otherwise.
Let v = ε∗a−1η∗aε∗ and

h ∶ R11 − Cε∗ ∼ Cε∗ −R12 ∼R21 − Cη∗ .

Then v−1 = v and

(gv ∶ h ∼ h∗) = g∗v = gv−1 .

Lemma 4.93. Let v and w be two �nite Γud(Λ)−words. Let τ ∶ gv → gw be
an isomorphism. Then

a) τ = id if gv and gw are simple,

b) τ ∈ {id, rev} if gv and gw are composite,

where rev(ci) = cn+1−i for any i ∈ {1, . . . , n}, and n is the length of the
underlying graph.

Proof. a) Let the underlying graphs of gv and gw be given by

Cgv ∶ c1 −⋯ − cn and

Cgw ∶ c′1 −⋯ − c′n,

respectively. Recall that the image of two incident nodes under τ is
again given by two incident nodes, i.e. if ci − ci+1, then τ(ci)− τ(ci+1).
Let gv = gw. Then τ = id ∈ Aut(gv). It remains to show, that τ
cannot be of any other form. Assume towards a contradiction that
there exists τ ∈ Aut(gv) with τ ≠ id. Then there exist i ≠ j ∈ {1, . . . , n}
with τ(ci) = c′j . It follows that τ(ci+1) ∈ {c′j+1, c′j−1}, say without loss
of generality τ(ci+1) = c′j−1. Thus,

τ(ci+k) = c′j−k for k ∈ {i + 1, . . . ,min{n − i, j − 1}},
τ(ci−k) = c′j+k for k ∈ {1, . . . ,min{n − j, i − 1}}.

For reasons of well-de�nedness of the indices, it follows i = j − 1 = n
2

for n even, and i = j = n+1
2 for n odd. Hence, τ = rev and gv = g∗w. By

Lemma 4.91, gv is composite.
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Let now gv ≠ gw. We want to show that there does not exist an iso-
morphism between the two L−chains. Assume towards a contradiction
otherwise. Then τ ≠ id and there exist i ≠ j ∈ {1, . . . , n} with τ(ci) = c′j .
Analogously to the above, we obtain that gv is composite which gives
a contradiction.

b) Let gv = h[k] and gw =m[l] composite. If gv = gw, then τ = id ∈ Aut(gv).
If additionally gv = g∗v , then by same line of argument as in a), τ = rev ∈
Aut(gv).
Consider now gv ≠ gw. Then τ ≠ id. By same line of argument as in
a), it follows that gv = g∗w and thus τ = rev.

Remark 4.94. It follows that we have in Lemma 4.93, a) that gv = gw and
in Lemma 4.93, b) that gv = gw or gv = g∗w.

Lemma 4.95. Let v and w be two �nite Γud(Λ)−words with v = w−1. Then
g∗w = gv.

Proof. Let w = w1 . . .wn be an undirected �nite word. Then we have that
v = w−1 = w−1n . . .w−11 . We obtain the following correspondences on the
associated values of the nodes vi of w and v′i of w

−1, 0 ≤ i ≤ n:

v′i(t)↔ vn−i(s), (115)

v′i(s)↔ vn−i(t). (116)

As maps, the letters act similar on the corresponding pairs. Thus, the links of
corresponding associated values coincide for all i ∈ {0, . . . , n} and we obtain
by (115) and (116) that

L̄i = Ln−i,

Li = L̄n−i.

Using those equalities, we obtain as L−chains:

gw ∶L0 − L̄0 ∼ L1 − ⋅ ⋅ ⋅ ∼ Ln−1 − L̄n−1 ∼ Ln − L̄n

gw−1 ∶L̄n −Ln ∼ L̄n−1 − ⋅ ⋅ ⋅ ∼ L̄1 −L1 ∼ L̄0 −L0.

It follows that g∗w = gw−1 .

Lemma 4.96. Let v and w be two �nite Γud(Λ)− words. Then we have

(i) gv = gw if and only if v = w,

(ii) gv ≅ gw if and only if v ∼ w,
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Proof. (i) Let v = w. Denote by vi(−) the associated values of the nodes
of w and by v′i(−) those of v. Then we have for any i ∈ {0, . . . , n}
that vi(s) = v′i(s) and vi(t) = v′i(t) correspond to the same subspace,
respectively. Hence

Lw
i = Lv

i , and

L̄w
i = L̄v

i , for all 0 ≤ i ≤ n.

It follows gv = gw.
Conversely, let gv = gw. Then

xvi = xwi , and x̄vi = x̄wi , for all 0 ≤ i ≤ n,
λvi,̄i = λ

w
i,̄i, for all 0 ≤ i ≤ n,

λvī,i+1 = λ
w
ī,i+1, for all 0 ≤ i ≤ n − 1.

We have vi(s), v′i(s) ∈ Xi and vi(t), v′i(t) ∈ X̄i for all 0 ≤ i ≤ n. It
follows that vi = wi for all 0 ≤ i ≤ n and thus w = v.

(ii) By de�nition, v ∼ w if and only if v = w or v = w−1. The case v = w
follows from (i) with τ ∶ gv → gw given by the identity.
Let now v = w−1 and let

gv,0 = {y0, ȳ0, . . . , yn, ȳn}, gv,1 = {λ00̄, λ0̄1, . . . , λnn̄},
gw,0 = {x0, x̄0, . . . , xn, x̄n}, gw,1 = {ρ00̄, ρ0̄1, . . . , ρnn̄}.

We know by the previous lemma that gv = g∗w. Hence,

gv,0 = {x̄n, xn, . . . , x̄0, x0}, gv,1 = {ρnn̄, . . . , ρ00̄}.

Denote by Cgv , Cgw the respective underlying graphs of gv and gw,
consisting each of 2n nodes cv,i, cw,i, respectively (n = ∣w∣ = ∣v∣). Then
τ ∶ Cgv → Cgw gives an isomorphism between gv and gw by

τ ∶ cv,i ↦ cw,2n−i.

This can be seen by renumbering gv,0 = {y0, . . . , y2n} and the sets
gw,0, gv,1, gw,1 similarly. With these renumbered sets, we obtain that

yi = x2n−i, λij = ρ2n−i,2n−j .

We conclude that gv ≅ gw.
Conversely, let gv ≅ gw with gv ≠ gw. Then the isomorphism τ ∶ gv →
gw is given by the map rev (Lemma 4.93). Thus, gw = g∗v = gv−1 .
Uniqueness of the construction yields that w = v−1 and thus w ∼ v.
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Example 4.97. Let Λ be as in Example 2.3.1. We have determined its
corresponding bundle of semichains in Example 4.81.
Let w = ε∗aε∗ and v = ε∗a−1ε∗. Then v = w−1 and it follows that v ∼ w.
We obtain the following corresponding L−chains:

gv ∶ R12 − Cε∗ ∼ Cε∗ −R13 ∼R11 − Cε∗ ∼ Cε∗ −R12,

gw ∶ R12 − Cε∗ ∼ Cε∗ −R11 ∼R13 − Cε∗ ∼ Cε∗ −R12.

Let the underlying graphs be given by

Cgw ∶ c1 − c2 − c3 − c4 − c5 − c6 − c7 − c8,
Cgv ∶ c′1 − c′2 − c′3 − c′4 − c′5 − c′6 − c′7 − c′8.

Then τ ∶ Cgw Ð→ Cgv gives an isomorphism between gw and gv by

ci ↦ c9−i 1 ≤ i ≤ 8.

Lemma 4.98. Let w be a �nite Γud(Λ)−word with corresponding L−chain
gw. Then gw is composite if and only if w is composite. In particular,

gw = g[k]v if and only if w = v[k].

Proof. Let gw = h[k] be composite for some L−chain h and some k ≥ 2.
Assume without loss of generality that d(h) = 2. Let h start in the link Cε∗

and end in Cη∗ for η, ε ∈ Sp. The key argument is that links of the form Cµ∗

for µ ∈ Sp correspond to both basis of im(µ) and basis of ker(µ). Thus,
h corresponds to some non-coadmissible word v such that ε∗vη∗ is again a
word. Set gv = h. Any L−chain of the form

h ∼ h∗

translates to vη∗v−1 since g∗v = gv−1 . Similarly, any L−chain

h∗ ∼ h

translates to v−1ε∗v. Since gw = g[k]v , it follows by uniqueness of the con-
struction that w = v[k] = vη∗v−1ε∗ . . . .
Conversely, let w = v[k] for some k ≥ 2 and with v such that ε∗vη∗ is again
a word. Thus, gv starts in Cε∗ and ends in Cη∗ . We know that any special
letter µ∗ is translated to

Cµ∗ ∼ Cµ∗

in a corresponding L−chain. Extending v to vη∗ yields the L−chain

gv ∼ Cη∗.
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Extending further to vη∗v−1 yields

gv ∼ g∗v .

Thus, the corresponding L−chain of v[k] = vη∗v−1ε∗ . . . is given by

g[k]v = gv ∼ g∗v ∼ . . . .

It follows by uniqueness of the construction that

gw = g[k]v .

Example 4.99. Let Λ be as in Example 2.14 and XΛ as in Example 4.83.
Let w = a−1bη∗b−1a. Then

gw ∶ Cε∗ −R12 ∼ C21 −R21 ∼R32 − Cη∗ ∼ Cη∗ −R32 ∼R21 − C21 ∼R12 − Cε∗

and gw = h[2] is composite for

h ∶ Cε∗ −R12 ∼ C21 −R21 ∼R32 − Cη∗ .

It follows that h = gv for the subword v = a−1b of w. Morover, we have that
w = v[2].

Statement (ii) Lemma 4.96 is of importance for our theory about strings
and bands. It shows that equivalent words give isomorphic L−chains. We are
especially interested in constructing L−graphs for symmetric and asymmet-
ric strings and bands which are representatives of equivalence classes. Our
hope is to get simple (admissible) L−graphs such that we obtain canonical
representations from those.
To this end, we examine now the properties of gw for w a (non-)coadmissible
word. Write L̃i for a link given by Li or L̄i. We consider � with notation
from the construction � the following sets:

Lw = {Li, L̄i}ni=1, (117)

L̃α
w = {P = (L̃i, L̃j) ∣ L̃iαL̃j , j ∈ {i − 1, i + 1}}. (118)

Let P,P ′ be two pairs from L̃α
w. We write P ≈ P ′ if P = (L̃i, L̃j) and

P ′ = (L̃j , L̃i). We denote the respective set of pairs up to symmetry by

Lα
w = L̃α

w/ ≈, and furthermore, (119)

Lᾱ
w = {L̃i ∈ Lw ∣ ∄P ∈ Lα

w with L̃i ∈ P}, (120)

Lβ
w = {(Li, L̄i)ni=1}. (121)

Properties of these sets will lead to properties of gw with respect to coad-
missibility.
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Lemma 4.100. Let w be a �nite Γud(Λ)− word which is not left coadmissible
or not right coadmissible. Then L0 = Cε∗ or L̄n = Cε∗ , respectively, for ε ∈ Sp
such that ε∗w or wε∗ is again a word.

Proof. Assume w is not left coadmissible. Then there exists ε ∈ Sp such that
ε∗w is again a word. Note that ε is unique by Remark 4.73 and De�nition
2.9. We have v0(s) ∈ ker(ε) and hence L0 = Cε∗ .
The statement follows similarly for w not right coadmissible and L̄n.

Lemma 4.101. Let w be a �nite Γud(Λ)− word. Assume that there exist
i ∈ {0, . . . , n} with L̃i = Cε∗ for some ε ∈ Sp, and with L̃i ∈ Lᾱ

w. Then either
L̃i = L0, or L̃i = L̄n. In this case, L̃i gives a double end.

Proof. Let L̃i = Cε∗ ∈ Lᾱ
w for some i. Then L̃iαL̃i holds. By assumption,

the pre- and successor links are not given by Cε∗ . Hence, L̃i can only be
connected by β−relations to other links in Lw. By de�nition of an L−graph,
α− and β−relations take turns in gw,1, i.e., L̃i must be the �rst or last link
of the L−chain gw (otherwise there would be two β−relations in a row). It
follows L̃i = L0 or L̃i = L̄n.
In any of these cases, L̃iαL̃i holds and L̃i is connected by a β−relation to
the rest of gw, hence it gives a double end.

Example 4.102. Let Λ be as in Example 2.14 with XΛ as in Example 4.83.
Let w = a−1d−1. Its corresponding L−chain is given by

gw ∶ Cε∗ −R12 ∼ C21 −R23 ∼R41 − C42.

Then Lᾱ
w = {Cε∗ ,C42}. We have L0 = Cε∗ and Cε∗αCε∗. Hence, Cε∗ gives a

double end. The link C42 is not of the form Cµ∗ for any µ ∈ Sp. It does not
give a double end since C42ᾱC42.

Lemma 4.103. Let w be a �nite coadmissible Γud(Λ)−word. Then there
does not exist L̃i ∈ Lᾱ

w with L̃i = Cε∗ for any ε ∈ Sp, 0 ≤ i ≤ n.
Proof. Assume towards a contradiction that there exist i as above with L̃i =
Cε∗ ∈ Lᾱ

w for some ε ∈ Sp. It follows by construction that L̃i = L0 or L̃i = L̄n.
Assume without loss of generality the �rst case. Then v0(s) ∈ ker(ε) and
thus basis of ker(ε) =̂Cε∗ = L0. Thus, v0(Q) = s(ε). It follows that ε∗w is
again a word. This contradicts w being coadmissible.

Corollary 4.104. a) Let w be a left coadmissible �nite Γud(Λ)−word.
Then L0 ∈ Lᾱ

w with L0 ≠ Cε∗ for any ε ∈ Sp. Moreover, L0 corresponds
to the basis of one of the following subspaces: ker(a) for some a ∈ Qord

1 ,
Vv0(Q) ⊖ im(b) for some b ∈ Qord

1 , or Vv0(Q).

b) Let w be a right coadmissible �nite Γud(Λ)−word. Then L̄n ∈ Lᾱ
w with

L̄n ≠ Cε∗ for any ε ∈ Sp. Moreover, L̄n corresponds to the basis of one
of the following subspaces: ker(a) for some a ∈ Qord

1 , Vv0(Q)⊖ im(b) for
some b ∈ Qord

1 , or Vv0(Q).
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Proof. a) By the same line of argument as in Lemma 4.103, it follows
that L0 ≠ Cε∗ for any special loop ε, and that L0 ∈ Lᾱ

w. Assume
towards a contradiction that L0 does not correspond to any of the bases
of the subspaces. We already know that it also does not correspond
to basis of ker(ε) nor to basis of im(ε) for any ε ∈ Sp. Thus, by
construction, L0 either corresponds to basis of im(b) for some b ∈ Qord

1 ,
or to basis of Vv0(Q) ⊖ ker(a) for some a ∈ Qord

1 . The �rst case would
require an additional letter w0 = b−1, the second an additional letter
w0 = a. Both cases give a contradiction to w starting in w1, i.e., to the
length of w.

b) The result follows similar to a).

Example 4.105. Let Λ be as in Example 2.14 and let w = ε∗a−1d−1. Then
w is coadmissible and gw is given by

gw ∶ R11 − Cε∗ ∼ Cε∗ −R12 ∼ C21 −R23 ∼R41 − C42.

We have

Lᾱ
w = {R11,C42}.

Both links are not of the form Cµ∗ for any µ ∈ Sp.

Remark 4.106. The word w from Example 4.102 is not left coadmissible
and the link Cε∗ belongs to the set Lᾱ

w. Thus, we could assume that the
converse of Lemma 4.103 holds. But that is not the case:
For instance, let Λ be as in Example 2.3.1. and let w = a. Then w is neither
left coadmissible nor right coadmissible. Its corresponding L−chain is given
by

gw ∶ Cε∗ −R11 ∼R13 − Cε∗ .

We have (R11,R13), (Cε∗ ,Cε∗) ∈ L̃α
w. It follows that L

ᾱ
w = ∅. Hence, Lᾱ

w does
not contain any link of the form Cε∗ , but w is not coadmissible.

The example given in the previous remark can be generalised:

Lemma 4.107. Let Λ be given by

Q ∶ ●ε :: add

with Sp = {ε} and R = {a2}. Let w be a �nite Γud(Λ)−word with w ≠ 1i,κ for
any i ∈ Q0, any κ ∈ {+,−}. Furthermore, let w be neither left coadmissible
nor right coadmissible. Then Lᾱ

w = ∅.
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Proof. Since w is neither left-coadmissible nor right-coadmissible, we know
that w1 = x for x ∈ {a, a−1}. Then w2 = ε∗. Assume without loss of generality
that w1 = a. It follows that

v0(s) ∈ ker(ε), basis of ker(ε) =̂Cε∗ = L0,

v0(t) ∈ im(a),
v1(s) ∈ Vv1(Q) ⊖ ker(a),
v1(t) ∈ ε∗, basis of ε∗ =̂Cε∗ = L̄1,

v2(s) ∈ ε∗ basis of ε∗=̂Cε∗ = L2.

Hence, we have that
L0αL̄1αL2

and thus L0 ∉ Lᾱ
w. Similarly, we obtain that L̄n ∉ Lᾱ

w. By construction, any
other link in gw,0 is in α−relation with one of its neighbouring links and thus
belongs to Lα

w.

If we exclude the algebra from Lemma 4.107, the converse of Lemma
4.103 and its Corollary 4.104 do hold:

Lemma 4.108. Let Λ be di�erent from Lemma 4.107. Let w be a �nite
Γud(Λ)−word which is not coadmissible. Then Lᾱ

w ≠ ∅.

Proof. Since w is not coadmissible, it is not left coadmissible or not right
coadmissible or both. Assume without loss of generality that it is neither
left coadmissible nor right coadmissible. Then there exist ε, µ ∈ Sp such that
ε∗wµ∗ is again a word. Thus, when considering gw, we have that

v0(s) ∈ ker(ε),basis of ε∗=̂Cε∗ = L0,

vn(t) ∈ ker(µ),basis of µ∗=̂Cµ∗ = L̄n.

By form of Λ, we know that L1 and L̄1 are not in α−relation with L0.
Similarly, we have that L̄nᾱLn−1 and L̄nᾱL̄n−1. It follows that

L0, Ln ∈ Lᾱ
w.

Corollary 4.109. Let Λ be di�erent from the algebra in Lemma 4.107.

a) If w is a left coadmissible �nite Γud(Λ)−word, then Lᾱ
w ≠ ∅.

b) If w is a right coadmissible �nite Γud(Λ)−word, then Lᾱ
w ≠ ∅.

Proof. Both statements follow from Lemma 4.108.

We have seen that the property of Lᾱ
w being empty or not does not give

any hint about w being coadmissible or not. But the types of links contained
in Lᾱ

w do.
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Remark 4.110. The above statements give a hint about the connection
between the terms of admissibility and coadmissibility. We have chosen the
term coadmissibility for the respecting property since we do not only require
admissibility on our L−chains. Recall, that admissibility states that

for X,Y ∈ L with X ≠ Y , XαY and g(ci) = X for some i , there exists
an edge ρ containing ci with g(ci) = α.
Thus, admissibility does not include two-point links. Coadmissibility on
words gives admissibility on their corresponding L−graphs extended to two-
point links:

for X,Y ∈ L with X = Y and g(ci) = X for some i , there exists an edge
ρ containing ci with g(ci) = α.

Finally, we see that the chains arising from asymmetric and symmetric
strings or symmetric bands have certain properties:

Proposition 4.111. a) Let w be an asymmetric string. Then d(gw) = 0.

b) Let w = uε∗u−1 be a symmetric string. Then d(gu) = 1.

c) Let wZ be a symmetric band with ŵp = ε∗uη∗u−1. Then d(gu) = 2.

Proof. a) By de�nition, w is coadmissible. Thus we have by Lemma 4.103
that L0 ≠ Cε∗ ≠ L̄n for any ε ∈ Sp. By construction, only links of type
Cε∗ give double ends. Hence, it follows that d(gw) = 0.

b) The word u is left coadmissible, but not right coadmissible. Applying
Lemma 4.108 yields that L̄n = Cε∗ ∈ Lᾱ

w. Lemma 4.101 gives that L̄n

is a double end. Since u is left coadmissible, we have that L0 ≠ Cµ∗

for any µ ∈ Sp. Thus, L0 does not give a double end. It follows that
d(gu) = 1.

c) Since ε∗uη∗ gives a word, u is neiter left coadmissible nor right coad-
missible. As in b), it follows that L0 = Cε∗ and L̄n = Cη∗ . Hence, we
obtain that d(gu) = 2.

Example 4.112. Let Λ be as in Example 2.3.1. with XΛ as in Example
4.81.

a) Let w = ε∗aε∗ be an asymmetric string in Γud(Λ). Then

gw ∶ R12 − Cε∗ ∼ Cε∗ −R11 ∼R13 − Cε∗ ∼ Cε∗ −R12

has no double end.

b) Let w = ε∗ be a symmetric string in Γud(Λ) with u = 11,µ, where µ =
sgn(ε∗). Then

gu ∶ R12 − Cε∗

and d(gu) = 1, since its right end is double.
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c) Let wZ be a symmetric band in Γud(Λ) with ŵp = ε∗aε∗a−1. It is of
period 4 with u = a. We obtain

gu ∶ Cε∗ −R11 ∼R13 − Cε∗

with d(gu) = 2.

The �nal and most important result of this section ensures that we obtain
for asymmetric and symmetric strings or symmetric bands L−chains which
are simple and admissible. Thus, we make sure that a representative of an
equivalence class of certain words gives a representative of a certain equi-
valence class of L−chains. Hence, the constructed L−chains give canonical
XΛ−representations.

Theorem 4.113. a) Let w be an asymmetric string. Then gw ∈ S̄(L).

b) Let w = uε∗u−1 be a symmetric string. Then gu ∈ S̄(L).

c) Let wZ be a symmetric band with ŵp = ε∗uη∗u−1. Then gu ∈ S̄(L).

Proof. We know by Lemma 4.89 that the construction gives an L−chain for
the respective words in a) - c). It remains to prove simplicity and admissib-
ility.

a) For w an asymmetric string, we have that d(gw) = 0, i.e., neither L0

nor L̄n are of the form Cε∗ for any ε ∈ Sp. By Lemma 4.104 we know
that L0 and L̄n correspond each to a one-point link that is not in an
α−relation. Thus, admissibility at the beginning and end of gw is given
(cf. Remark 4.79). By construction, we also have admissibility for the
rest of the chain.
By Lemma 2.54 we know that w is not composite. Lemma 4.98 yields
that gw is also not composite.

b) The same line of argument as in a) gives admissibility for any link but
the double end. Here, admissibility follows since the link is of the form
Cε∗ which is in α−relation with itself and thus does not need to be
considered for admissibility (cf. Remark 4.79).
Simplicity of gu follows as in a) by minimality of u.

c) Both admissibility and simplicity follow analogously to b) for both
ends.

Example 4.114. Consider again Example 4.112. Recall that by construc-
tion, we only have to check on admissibility at the start and end of the re-
spective L−chain. We show that all three examples give L−chains in S̄(L):
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a) Both ends are given by R12. Now σΛ acts as identity on R12. By
Remark 4.79, this link is in no α−relation and thus admissibilty at
both ends is given. Furthermore, simplicity follows since R11 ≠R13.

b) The link R12 does not prevent admissibility by same line of argument
as in a). The link Cε∗ is a two-point link and does not need to be
considered for admissibility. Hence, gu is admissible. It is simple since
it does not contain any α−relation.

c) Both ends are given by two-point links. Thus, gu is admissible. Since
R11 ≠R13, it is also simple.

Example 4.115. Let Λ be as in Example 2.14.

a) Let w = daε∗ be an asymmetric string. Then

gw ∶ C42 −R41 ∼R23 − C21 ∼R12 − Cε∗ ∼ Cε∗ −R11.

The only links serving as double ends of a subchain are given by Cε∗ .
It follows that d(gw) = 0. The form of gw yields that it is simple.
Furthermore, both C42 and R11 are in no α−relation. Thus, gw is also
admissible. Hence, gw ∈ S̄(L).

b) Let w = daε∗a−1d−1 be a symmetric string. Its corresponding L−chain
is given with u = da by

gu ∶ C42 −R41 ∼R23 − C21 ∼R12 − Cε∗ .

The link Cε∗ gives a double end. Analogoulsy to a), C42 does not give
a double end. Thus, d(gu) = 1. Apart from the double end, we do not
have another link in gu,0 which is of the form Cµ∗ for some µ ∈ Sp.
Thus, gu is simple. Furthermore, gu is admissible since C42 is not in
any α−relation. It follows that gu ∈ S̄(L).

c) Let wZ be a symmetric band with ŵp = ε∗a−1bη∗b−1a. Then u = a−1b
and

gu ∶ Cε∗ −R12 ∼ C21 −R21 ∼R32 − Cη∗ .

Both Cε∗ and Cη∗ give double ends: d(gu) = 2. It follows also that gu
is admissible. Moreover, there are no other links of the form Cµ∗ for
some µ ∈ Sp contained in gu,0. Hence, gu is simple and gu ∈ S̄(L).

Theorem 4.116. Let g ∈ S̄(L) with

a) d(g) = 0. Then there exists a word w of asymmetric string type with
gw = g.

b) d(g) = 1. Then there exists a word w of symmetric string type with
w = uε∗u−1 and gu = g.
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a) d(g) = 2. Then there exists a word wZ of symmetric band type with
periodic part ŵp = ε∗uη∗u−1 for some ε, η ∈ Sp, and gu = g.

Proof. Let g0 = {x0, . . . , xm}.

a) Applying the construction backwards on g results in an undirected
word w with gw = g. It remains to show that w is of asymmetric string
type. We know that g is simple which yields by Lemma 4.98 that w
is not composite. It follows that w ≠ w−1. Now assume towards a
contradiction that w is not left coadmissible. Then there exists ε ∈ Sp
such that ε∗w is again a word. It follows that x0 = Cε∗ which gives a
double link.

b) By construction, we obtain a word u with gu = g and with u not left but
right coadmissible if x0 is a double end, and with u not right but left
coadmissible if xm is a double end. Assume without loss of generality
that xm = Cε∗ , for some ε ∈ Sp, is a double end. Then uε∗ is again a
word and we can set w = uε∗u−1. It follows by de�nition of u that w
is coadmissible. Analogously to a) we have that u is simple. Hence, w
is of symmetric string type.

c) Similarly to b), we obtain by applying the construction backwards a
word u which is neither left nor right coadmissible with gu = g. Since
g has two double ends, we know that x0 = Cε∗ for some ε ∈ Sp and
that xm = Cη∗ for some η ∈ Sp. Thus, ε∗uη∗ is again a word. We set
ŵp = ε∗uη∗u−1 and consider wZ with this periodic part. We know that
wZ = w−1Z [−1] and that wZ = wZ[p] by the form of ŵp. It remains to
show that its period p is given by 2∣u∣ + 2. We know by Lemma 4.98
that u is simple. Thus, there does not exist any p′ < p with wZ = wZ[p′].

Thus, we clearly obtain by Theorem 4.113 and 4.116 a 1-1-correspondence
between words of asymmetric string type and L−chains with no double ends,
and a similar correspondence between words of symmetric string type and
L−chains with one double end. We also obtain a 1-1-correspondence between
words of symmetric band type and L−chains with two double ends. But we
also get the following 1-1-correspondence:

Corollary 4.117. There exists a 1-1-correspondence between the equival-
ence classes of asymmetric and symmetric strings, symmetric bands, and
the isomorphism classes of L−chains in S̄(L).

Proof. Theorem 4.113 and Theorem 4.116 give a 1-1-correspondence between
the set of words of asymmtric string, symmetric string and symmetric band
type and the set of simple, admissible L−chains. By Lemma 4.96 we obtain
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a 1-1-correspondence between the equivalence classes on the words of asym-
metric and symmetric string type and the isomorphism classes of the chains.
We observe for words of symmetric band type that a corresponding L−chain
constructed from its inverse, shift or inverse shift is also based on either
u or u−1. Thus, we also obtain a 1-1-correspondence between the equival-
ence classes of words of symmetric band type and the isomorphism classes
of L−chains with two double ends.
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4.6 L−cycles from periodic words

Throughout this section, let Λ be as Section 4.4. We consider Z−words wZ

in Γud(Λ) of period p. For any such wZ we want to obtain a corresponding
L−cycle gwZ . To this end, we give a construction. The idea is similar to the
one of the previous section and we �nd similarities between the construction
of L−cycles and the one of L−chains.
At the end of this section we see in Theorem 4.130 that asymmetric and
symmetric bands result in simple L−cycles. Theorem 4.141 shows that there
exists a correspondence between the set of words of band type and the set of
simple L−cycles. In addition, we show that there exists a 1-1-correspondence
between the equivalence classes of bands and the isomorphism classes of
L−chains in S̊L (Corollary 4.142).

We use the same notation for the construction as in Section 4.5 for the
construction of L−chains.

Construction of gwZ. Let wZ be an undirected Z−word of period p and
with ŵp = w1 . . .wp. We construct its corresponding L−cycle gwZ as follows:

1. Depict ŵp as DwZ ∶ v0
w1← v1

w2← v2 . . .
wp← vp.

2. Set vp = v0.

3. Associate to each vi the values vi(s) and vi(t), for all 0 ≤ i ≤ p − 1,
which give the start and target of the letters wi and wi+1, respectively.

4. Associate to each vi(s) a node ci in the graph CgwZ
, and to each vi(t),

0 ≤ i ≤ p − 1 a node c̄i in CgwZ
, 0 ≤ i ≤ p − 1. The graph CgwZ

is cyclic
and of the form

CgwZ
∶ c̄0 c1 c̄1 ⋯ cp−1 c̄p−1 c0

5. Consider each letter wi as a map sending vi(s) to vi−1(t), where i ∈
{1, . . . , p}. Assign to each of those a unique subspaceX, X̄ in one of the

�ltrations F
(j)
vi(Q)

, F
(k)
vi−1(Q)

, respectively, j, k ∈ {1,2}. For some i ∈ Q0

we have that

X in F
(j)
vi(Q)

is assigned to vi(s) if sgn(w−1i ) = sgn(F
(j)
vi(Q)
),

vi(s) ∈X and vi(s) ∉ Vvi(Q) ⊖X,

X̄ in F
(ȷ̄)
vi(Q)

is assigned to vi(t) if sgn(wi+1) = sgn(F (ȷ̄)vi(Q)
),

vi(t) ∈ X̄ and vi(t) ∉ Vvi(Q) ⊖ X̄,

for all i ∈ {0, . . . , p − 1}, ȷ̄ ≠ j, j, ȷ̄ ∈ {1,2}. Note that we identify wp

with w0 according to periodicity.
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6. Using these subspaces, assign to each vi(s) and vi(t) the link corres-
ponding to the basis of its subspace:

if vi(s) is assigned to X, then the link Li=̂basis of X is assigned to
vi(s),

if vi(t) is assigned to X̄, then the link L̄i=̂basis of X̄ is assigned to
vi(t),

for 0 ≤ i ≤ p − 1, Li ≠ L̄i ∈ L(C ∪R).

7. Order the links according to their corresponding values vi(s) and vi(t):

v0
v0(t)

v1³¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹·¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹µ
v1(s) v1(t) ⋯

vp−1
³¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹·¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹µ
vp−1(s) vp−1(t)

v0
v0(s)

L̄0 L1 L̄1 ⋯ Lp−1 L̄p−1 L0

8. Set gwZ ∶ CgwZ
∶→ L ∪ {α,β},

⎧⎪⎪⎨⎪⎪⎩

ci ↦ xi

c̄i ↦ x̄i
, δ ↦

⎧⎪⎪⎪⎨⎪⎪⎪⎩

λi,̄i if ci
δ− c̄i

λī,i+1 if c̄i+1
δ− ci

,

where

xi = Li, x̄i = L̄i,

λi,̄i = β,
λī,i+1 = α,

for all 0 ≤ i ≤ p − 1, with the indices considered modulo p.

We obtain the L−cycle gwZ with

gwZ,0 = {x̄0, x1, x̄1, . . . , xp−1, x̄p−1, x0},
gwZ,1 = {α,β,α, . . . , α, β}.

Remark 4.118. Note that one can also construct an L−cycle using ŵkp

given by k copies of ŵp. These L−cycles are not simple. We denote in the
following by gwZ the L−cycles constructed from ŵp.

Example 4.119. Let Λ be as in Example 2.3.1. with XΛ as in Example
4.81. Let wZ be a periodic Z−word with ŵp = ε∗a. Its L−cycle is constructed
as follows:

1. DwZ ∶ v0
ε∗
�v1

a←Ð v2.

2.+3. v0(t) ε∗
v1(s) v1(t) v0(s)aoo
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4.

CgwZ
∶ c̄0 c1 c̄1 c0

5.+6.
vi vi(s), vi(t) sgn(w−1i ), sgn(wi+1) subspace link

v0 v0(s) −1 V1 ⊖ ker(a) R13 = L0

v0(t) 1 ε∗ Cε∗ = L̄0

v1 v1(s) 1 ε∗ Cε∗ = L1

v1(t) −1 im(a) R11 = L̄1

7.+8.

gwZ ∶ Cε∗ Cε∗ R11 R13

Example 4.120. Let Λ be as in Example 2.14 and let XΛ be as in Example
4.83. Let wZ be a periodic Z−word with ŵp = η∗b−1aε∗a−1b. Its corresponding
L−cycle gwZ is constructed by the following steps:

1. DwZ ∶ v0
η∗
�v1

bÐ→ v2
a←Ð v3

ε∗
�v4

aÐ→ v5
b←Ð v6

2.+3. v0(t)
η∗

v1(s) v1(t)
b // v2(s) v2(t) v3(s)

aoo v3(t)
ε∗

v4(s) v4(t)
a // v5(s) v5(t) v0(s)

boo

4.

CgwZ
∶ c̄0 c1 c̄1 c2 c̄2 c3 c̄3 c4 c̄4 c5 c̄5 c0

5.+6.
vi vi(s), vi(t) sgn(w−1i ), sgn(wi+1) subspace link

v0 v0(s) 1 V3 ⊖ ker(b) R32 = L0

v0(t) −1 η∗ Cη∗ = L̄0

v1 v1(s) −1 η∗ Cη∗ = L1

v1(t) 1 V3 ⊖ ker(b) R32 = L̄1

v2 v2(s) 1 im(b) R21 = L2

v2(t) −1 im(a) C21 = L̄2

v3 v3(s) 1 V1 ⊖ ker(a) R12 = L3

v3(t) −1 ε∗ Cε∗ = L̄3

v4 v4(s) −1 ε∗ Cε∗ = L4

v4(t) 1 V1 ⊖ ker(a) R12 = L̄4

v5 v5(s) −1 im(a) C21 = L5

v5(t) 1 im(b) R21 = L̄5
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7.+8.

gwZ ∶

Cη∗ Cη∗ R32 R21 C21 R12 Cε∗ Cε∗ R12 C21 R21 R32

We denote the sets LwZ and Lα
wZ analogously to (117) and (119). Let

L̃i ∈ {Li, L̄i}.
Remark 4.121. For any wZ of period p, we consider an L−cycle gwZ of even
length such that

#{α ∈ gwZ,1} =#{β ∈ gwZ,1}.
This means that each link L̃i ∈ LwZ is in at least one α−relation.
Note that in particular Lᾱ

wZ = ∅, i.e., none of the links L̃i ∈ LwZ corresponds
to bases of subspaces of the types ker(a) (resp. ker(a) ⊖ im(b) if ab = 0),
V ⊖ im(a) or V , for any a ∈ Qord

1 .

Theorem 4.122. The above construction gives for any undirected periodic
word wZ a unique L−cycle gwZ:

wZ = uZ if and only if gwZ = guZ .

Proof. We �rst show that the construction results in an L−cycle: By the
same line of argument as in Lemma 4.89, the construction gives an L−graph.
Since the underlying graph is given by a cycle, the L−graph is an L−cycle.
Let wZ = uZ, i.e., wi = ui for all i ∈ Z. In particular, it follows ŵp = ûp. By
construction, we have vwi (x) = vui (x), for all i ∈ {0, . . . , p − 1} and x ∈ {s, t}.
Here, we denote by vwi the respective vertex in DwZ , and by vui the respective
vertex in DuZ . We proceed similarly with the corresponding links and mark
their correspondence by an appropiate superscript. The previous equalities
yield that Lw

i = Lu
i and L̄w

i = L̄u
i for all i ∈ {0, . . . , p − 1}. The order of the

relations α and β in gwZ,1 and guZ,1 is �xed by construction. It follows that
gwZ = guZ .
Conversely, let gwZ = guZ . Then gw,0 = gu,0 and gw,1 = gu,1. We have, in
particular, that Lw

i = Lu
i and L̄w

i = L̄u
i for any i ∈ {0, . . . , p − 1}. This implies

that vwi (x) = vui (x) for any i ∈ {0, . . . , p−1} and any x ∈ {s, t}. It follows that
wi = ui for all i ∈ {1, . . . , p}, i.e., ŵp = ûp. Periodicity yields that wZ = uZ.

Proposition 4.123. Let wZ and uZ be two undirected Z−words, both of
period p and with uZ = w−1Z . Then guZ = g∗wZ.

Proof. Let ŵp = w1 . . .wp. Then we have that ûp = w−1p−1 . . .w−11 w−1p . We
obtain that

DwZ ∶ vw0
wp

44vw1
w1oo . . .

w2oo vwp−1
wp−1oo
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DuZ ∶ vu0
w−1p

44vu1
w−1p−1oo . . .

w−1p−2oo vup−1
w−11oo

We can rewrite DuZ in the following way:

DuZ ∶ vu0
wp−1 // vu1

wp−2 // . . .
w1 // vup−1

wp

jj

Comparing DwZ with the rewritten DuZ yields that

vui (s) = vwp−1−i(t),
vui (t) = vwp−1−i(s)

for all i ∈ {0, . . . , p − 1}.

This results in the following correspondence between the links:

Lu
i = L̄w

p−1−i,

L̄u
i = Lw

p−1−i
for all i ∈ {0, . . . , p − 1}.

By construction, the order of the relations in any L−cycle gxZ is the same
for any Z−word xZ. Thus � by equality on the links � it follows that g∗wZ =
guZ .

We can enhance the statement of Theorem 4.122:

Theorem 4.124. Let wZ and uZ be two undirected Z−words of period p.
Then

wZ ∼ uZ if and only if gwZ ≅ guZ .

Proof. By de�nition, wZ ∼ uZ if and only if wZ = uZ[m] or wZ = u−1Z [m] for
some m ∈ Z.
Let wZ = uZ[m] for some m ∈ Z. It follows that

ŵp = um . . . upu1 . . . um−1. (122)

Denote the underlying graphs by CwZ = {c′i, δ′j}1≤i≤2p,
1≤j≤2p

, CuZ{ci, δj}1≤i≤2p,
1≤j≤2p

. We

have that

guZ,0 = {x0, x̄0, . . . , xp−1, x̄p−1},
gwZ,0 = {xm, x̄m, . . . , xp−1, x̄p−1, . . . , xm−1, x̄m−1}.

It follows that τ ∶ CuZ → CwZ which acts as the shift by −m (ci ↦ c′i−m) gives
an isomorphism between the two L−graphs guZ and gwZ .
Let wZ = u−1Z [m]. We assume without loss of generality that m ∈ Z /pZ and
m > 0. Let ûp = u1 . . . up. It follows that

ŵp = u−1p−(m+1) . . . u
−1
1 u

−1
p . . . u−1p−m. (123)
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Denote the underlying graphs of gwZ and guZ by

CuZ = {ci, δj}1≤i≤2p,
1≤j≤2p

, and

CwZ = {c′i, δ′j}1≤i≤2p,
1≤j≤2p

.

Futhermore, let

guZ,0 = {x̄0, . . . , xp−1, x̄p−1, x0},
gwZ,0 = {ȳ0, . . . , yp−1, ȳp−1, y0}.

By (123), we can express gwZ,0 in terms of the links in LuZ :

gwZ,0 = {xp−(m+1), . . . , x̄1, x1, x̄0, . . . , x̄p−m, xp−m, x̄p−(m+1)}.

Consider the isomorphism π ∶ CguZ
Ð→ CgwZ

given by τ2m−1 ○ rev. We want
to show that π gives an isomorphism between guZ and gwZ . To this end, we
show that guZ = gwZ ○ π. We renumber at �rst the sets guZ,0 and gwZ,0 as
follows:

guZ,0 = {x0, x1, . . . , x2p−3, x2p−2},
gwZ,0 = {y0, y1, . . . , y2p−3, ȳ2p−2}

= {x2(p−(m+1))+1, x2(p−(m+1)), . . . , x2(p−m)+1, x2(p−m)}
= {x2p−2m−1, x2p−2m−2, . . . , x2p−2m+1, x2p−2m}. (124)

Note that we consider all indices modulo p. The map π acts as follows on
CguZ

:

{c0, . . . , c2p−2}
revz→{c2p−2, c0}

τ2m−1z→ {c2p−2−2m+1, c2p−2−2m, . . . , c2p−2−2m+3, c2p−2−2m+2}
={c2p−2m−1, c2p−2−2m, . . . , c2p−2m+1, c2p−2m} (125)

Comparing (124) and (125) yields that

gwZπ = guZ .

It follows that gwZ ≅ guZ .
Conversely, let gwZ ≅ guZ with wZ ≠ uZ. We know by Lemma 4.126 that
π ∶ CgwZ

Ð→ CguZ
is given by a translation, a re�ection or a composition of

those. Any translation on CgwZ
by some m ∈ Z results in a shift by 2m on

wZ. Similarly, any re�ection on CgwZ
results in a shift composed with taking

the inverse on wZ. Thus, π implies that

wZ = uµZ [m] for some m ∈ Z and µ ∈ {+1,−1}.

We obtain that wZ = uZ[m] or wZ = u−1Z [m]. In both cases, we obtain that
wZ ∼ uZ.
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Example 4.125. 1. Let Λ be given as in Example 2.14. We consider XΛ

as in Example 4.83.
Let wZ and uZ be two undirected periodic Z−words with ŵp = ε∗a−1bη∗b−1a
and ûp = η∗b−1aε∗a−1b. Then wZ = u−1Z [1]. We obtain as corresponding
L−cycles:

gwZ ∶

Cε∗ Cε∗ R12 C21 R21 R32 Cη∗ Cη∗ R32 R21 C21 R12

and

guZ ∶

Cη∗ Cη∗ R32 R21 C21 R12 Cε∗ Cε∗ R12 C21 R21 R32

Denote the nodes of CgwZ
by {ci}1≤i≤12 and those of CguZ

by {c′i}1≤i≤12.
Then π ∶ CguZ

Ð→ CgwZ
given by π(c′i) = ci+6 yields that

gwZ ≅ guZ .

2. Let Λ be as in Example 2.3.1. with XΛ as in Example 4.81. Let wZ

and uZ be periodic with ŵp = aε∗aε∗ and ûp = a−1ε∗aε∗. Then

gwZ ∶ R13 R11 Cε∗ Cε∗ R11 R13 Cε∗ Cε∗

and

gwZ ∶ R11 R13 Cε∗ Cε∗ R11 R13 Cε∗ Cε∗

We see that gwZ /≅ guZ and that uZ and wZ are not equivalent as well.

Theorem 4.124 shows that equivalence classes of words match by con-
struction equivalence classes of L−cycles. We will enhance this theorem and
show that symmetric and asymmetric bands match simple L−cycles (The-
orem 4.130).
In order to do so, we examine the automorphism and rotation groups of
L−cycles gwZ constructed from asymmetric or symmetric bands wZ (Propos-
ition 4.127).

167



We denote similarly as in DwZ (see step 1 of the construction) by {vi}i∈Z the
vertices of wZ:

. . .
wi←Ð vi

wi+1←Ð . . .

meaning that vi = t(wi+1) = s(wi). Note that we use t(−) and s(−) as start
and target of the letters within wZ � regardless of their use in Section 2.3.
Note that each vertex vi gives two nodes in CgwZ

= {ci, δi}0≤i≤2p−1:

vi =̂{c2i−1, c2i} (126)

meaning that c2i−1 =̂ vi(s) = s(wi) and c2i =̂ vi(t) = t(wi+1). It follows that
wi =̂ c2i−2 ∼ c2i−1.

Lemma 4.126. Let C be a cyclic graph of even length and let π be an
automorphism on C. Then π is given by a re�ection of by a translation.

Proof. This follows since the image of two neighbouring nodes under π gives
again two neighbours.

Proposition 4.127. We have that

Aut(gwZ) =
⎧⎪⎪⎨⎪⎪⎩

{id} if wZ is an asymmetric band,

{id, r 1
2
} if wZ is a symmetric band.

Proof. Let wZ be an asymmetric band. Then id ∈ Aut(gwZ). We know
by Lemma 4.126 that any π ∈ Aut(gwZ) is given by a translation or by a
re�ection. Assume there exists some π ≠ id in Aut(gwZ). If π is given by
a translation, then it is of the form π2k for some k ∈ {1, . . . , p − 1

2}. This is
due to taking the α− and β−relations into account. Since they take turns,
we need to shift every node by a multiple of 2. By De�nition, we have that
gwZ = gwZπ2k. This equality yields that

xi = xi−2k ∀i ∈ {0, . . . ,2p − 1} (127)

where gwZ,0 = {x0, x1, . . . , x2p−2, x2p−1}. We know that any α−relation matches
one letter in ŵp as follows:

c2i−2 ∼ c2i−1 ↔ vi−1(t)
wi←Ð vi(s) (128)

Thus, π2k matches the translation τk on wZ. We know by Lemma 3.41 that

τl(wZ) = wZ[−l].

This yields together with (127) that

wZ = wZ[−l]
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for l < p. This contradicts minimality of p.
Assume now that π is given by a re�ection. The construction gives that
x2i ≠ x2i−1 for all i ∈ {0, . . . ,2p − 1} since those links are connected by a
β−relation. Hence, any re�ection is given by a symmetry on an α−relation.
It follows that π is of the form π2k− 3

2
for some k ∈ {0, . . . ,2p − 1}. Thus, its

symmetry axis is given on the following α−relation:

c2k−2 ∼ c2k−1.

It follows that

x2k−2 = x2k−1 = Cε∗ for some ε ∈ Sp .

Furthermore, we have by (128) that

wk = ε∗

in ŵp. Using (128) on the image of π2k− 3
2
results in

wk−1 = w−1k+1 ∀i ∈ Z .

It follows that π2k− 3
2
matches the re�ection rk on wZ. We obtain that

wZ = w−1Z [k]

which contradicts wZ being asymmetric.

Let now wZ be symmetric. Then id ∈ Aut(gwZ). We know that ŵp = ε∗uη∗u−1
for some η, ε ∈ Sp. It follows by construction that

gwZ(c0) = Cε∗ ,

gwZ(c1) = Cε∗ ,

gwZ(c2m+2) = Cη∗ ,

gwZ(c2m+3) = Cη∗ ,

gu,0 = {gwZ(c1), . . . , gwZ(c2m+2)},
gu−1,0 = {gwZ(c2m+3), . . . , gwZ(c4m+4)}.

In order to have r 1
2
∈ Aut(gwZ), we need to show that it acts as follows:

c0 ↔ c1

c2m+2 ↔ c2m+3

c2+i ↔ c4m+3−i ∀i ∈ {0, . . . ,2m − 1}.
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We obtain the following:

r 1
2
(c0) = c1−0 = c1

r 1
2
(c1) = c1−1 = c0

r 1
2
(c2m+3) = c1−2m−3 = c−2m−2 = c2m+2

r 1
2
(c2m+2) = c1−2m−2 = c−2m−1 = c2m+3
r 1

2
(c2+i) = c1−2−i = c−1−i = c4m+3−i,

r 1
2
(c4m+3−i) = c1−4m−3+i = c−4m−2+i = c2+i.

Note that we have used that −i ≡ 4m + 4 − i mod (4m + 4) for any i ∈
{0, . . . ,4m + 3}. Hence, r 1

2
∈ Aut(gwZ). Note that the re�ection r2m+2+ 1

2

coincides with r 1
2
(see also Remark 4.128).

Assume now that π ∈ Aut(gwZ) with π ∉ {id, r 1
2
}. Assume π is given by a

translation. Then π = π2k− 3
2
as described in the case of an asymmetric band

(with k ≠ 1,m + 2). We obtain analogously to that case a contradiction.
Assume that π is given by a re�ection. As explained above, π is then of the
form r2k− 1

2
for k ∈ {0, . . . ,2p − 1} with k ≠ 1,2m + 2. Recall that it matches

the re�ection rk on wZ. It follows that wk = ε∗ gives a symmetry point in
wZ. This gives a contradiction to Corollary 3.45.

Remark 4.128. Note that the maps r 1
2
and r2m+2+ 1

2
coincide on CgwZ

for

any symmetric band wZ:

r 1
2
((ci)i∈I) = (c1−i)i∈I ,

r2m+2+ 1
2
((ci)i∈I) = (c4m+4+1−i)i∈I = (c1−i)i∈I .

This follows from 2p = 4m + 4 and

4m + 6 + 1 − i ≡ 2 + 1 − i ≡ 3 − i mod 2p.

Corollary 4.129. a) Let wZ be an asymmetric band. Then

∣Aut(gwZ)∣ = ∣Rot(gwZ)∣ = 1.

b) Let wZ be a symmetric band. Then

∣Aut(gwZ)∣ = 2
∣Rot(gwZ)∣ = 1.

Proof. The statements follow from Proposition 4.127.

The following theorem shows that asymmetric and symmetric bands in-
duce canonical representations of XΛ.
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Theorem 4.130. a) Let wZ be an asymmetric band. Then gwZ ∈ S̊(L)
and gwZ is non-symmetric.

b) Let wZ be a symmetric band. Then gwZ ∈ S̊(L) and gwZ is symmetric.

Proof. a) Let wZ be an asymmetric band. By Corollary 4.129, we know
that ∣Rot(gwZ)∣ = 1. Hence, Rot(gwZ) is trivial and gwZ is simple. By
Theorem 4.122, gwZ is an L−cycle. It follows that gwZ ∈ S̊(L).
By Corollary 4.129, it follows that Aut(gwZ) is trivial. Thus, gwZ is
non-symmetric.

b) Let wZ be a symmetric band. By Corollary 4.129, we know that
Rot(gwZ) is trivial and thus gwZ is simple. It follows by Theorem
4.122 that gwZ ∈ S̊(L).
Corollary 4.129 yields that ∣Aut(gwZ)∣ = 2. Thus, Aut(gwZ) is not
trivial and gwZ is symmetric.

Example 4.131. 1. Let Λ be given as in Example 2.3.1. with XΛ as
constructed in Example 4.81.
Let wZ be a symmetric band with ŵp = ε∗aε∗a−1. Then u = a and ∣u∣ = 1.
The corresponding L−cycle is given by

x0 x1 x2 x3 x4 x5 x6 x7
gwZ ∶ Cε∗ Cε∗ R11 R13 Cε∗ Cε∗ R13 R11

We have

Aut(gwZ) = {id, r 1
2
= r 9

2
}.

Note that especially re�ections can be deduced from the form of the
L−graph. It follows that gwZ is simple and symmetric.

2. Let Λ be as in Example 2.14 with XΛ as in Example 4.83. Let wZ be
an asymmetric band with ŵp = κ∗cd−1e. Then

x0 x1 x2 x3 x4 x5 x6 x7
gwZ ∶ Cκ∗ Cκ∗ R51 C22 R23 R41 C41 R53

It follows that Aut(gwZ) = {id}. The only possible re�ection would send
x1 ↔ x0. It would follow x2 = x7 which does not hold. It follows that
gwZ is simple and non-symmetric.

Remark 4.132. Note that simplicity of gwZ and minimality of the period p
are linked. The following example illustrates this.
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Example 4.133. Let Λ be as in Example 2.3.1. with XΛ as in Example
4.81. Let wZ be an asymmetric band of period p with ŵp = ε∗a. Construct an
L−cycle not from ŵp, but from u = ε∗aε∗a by applying the above construction
to it. We obtain

x0 x1 x2 x3 x4 x5 x6 x7
gu ∶ Cε∗ Cε∗ R11 R13 Cε∗ Cε∗ R11 R13

Then Aut(gu) = {id, τ−4} = Rot(gu). It follows that gu is not simple.

We want to formalise the correspondence between translations and re-
�ections on a word wZ and those on the underlying graph of gwZ as used in
the proof of Proposition 4.127.
This enables us to examine the relation between the stabilizer group StabD∞(wZ)
of wZ and the automorphism group Aut(gwZ) of its corresponding L−cycle
gwZ . We will see that there exists a 1-1-correspondence (Theorem 4.140).
Let φ ∈ D∞. Recall that φ acts as follows on an undirected Z−word wZ:

φ(wZ) =
⎧⎪⎪⎨⎪⎪⎩

(w−1φ(i))i∈Z, if φ = rk for some k ∈ Z,
(wφ(i))i∈Z, if φ = τk for some k ∈ Z,

where the translation τk acts as i ↦ i − k and the re�ection rk as i ↦ 2k − i.
Any φ ∈ D∞ induces a map φv on the vertices vi of wZ. To this end, we
consider the vertices as tuple (vi)i∈Z. We de�ne φv as follows:

φv((vi)i∈Z) =
⎧⎪⎪⎨⎪⎪⎩

(vφ(i))i∈Z, if φ = τk for some k ∈ Z,
(vφ(i)−1)i∈Z, if φ = rk for some k ∈ Z .

Lemma 4.134. The induced map φv is well-de�ned.

Proof. We need to show that

vφ(i) = s(w
µφ

φ(i)
) = t(wµφ

φ(i+1)
) (129)

with

µφ =
⎧⎪⎪⎨⎪⎪⎩

−1 if φ is a re�ection,

1 if φ is a translation.

We show at �rst that (129) holds for any φ = τk ∈ D∞ for some k ∈ Z. We
have that

φv((vi)i∈Z) = (vi−k)i∈Z,
φ(wZ) = (wi−k)i∈Z.
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For an arbitrary i ∈ Z, we have that vi−k is in position i − k in φv((vi)i∈Z).
In φ(wZ) we have wi−k in position i − k and wi+1−k in position i + 1 − k. We
obtain that

vi−k = s(wi−k) = s(wφ(i))
= t(wi+1−k) = t(wφ(i+1)).

Let now φ = rk for some k ∈ Z. Note that the order of indices reverses in a
re�ected word: if we have vi = s(wi) = t(wi+1) in wZ, then we obtain after
re�ecting in i that vi = s(w−1i+1) = t(w−1i ). Any start (target) of an inverse
letter x−1 is given by the target (start) of x. We obtain that

φv((vi)i∈Z) = (v2k−i−1)i∈Z,
φ(wZ) = (w−12k−i)i∈Z.

We know that

v2k−i−1 = s(w2k−i−1) = t(w2k−i)

in wZ. We obtain that

w−1φ(i+1) = w2k−i−1,

w−1φ(i) = w2k−i.

It follows that

v2k−i−1 = t(w−1φ(i+1)) = s(w
−1
φ(i)).

Any φ ∈ D∞ induces also a map φc on the nodes of the underlying graph
CgwZ

of the corresponding L−cycle gwZ . To this end, we denote also the
nodes of the underlying graph as tuple (ci)i∈I with I = {0, . . . ,2p − 1}:

φc((ci)i∈I) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩

(c
2φ(i)−i

)
i∈I

if φ = τk for some k ∈ Z,
(c

2φ(i)+i−3
)
i∈I

if φ = rk for some k ∈ Z,

where x̄ ≡ x mod (2p).

Lemma 4.135. The induced map φc is well-de�ned.

Proof. First, we need to show that the images of neighbouring nodes are
again neighbours. To this end, let i ∈ {0, . . . ,2p−1}. Consider the neighbours
ci−1, ci and ci+1 in CgwZ

. Let φc = τk for some k ∈ Z. In φc(CgwZ
) we obtain

in position i − 1 ∶ c2(i−1−k)−(i−1) = ci−1−2k,
in position i ∶ c2(i−k)−i = ci−2k,
in position i + 1 ∶ c2(+1i−k)−(i+1) = ci+1−2k.
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We see from the indices that those are indeed neighbouring nodes.
Consider now φc = rk for some k ∈ Z. We obtain

in position i − 1 ∶ c2(2k−(i−1))+(i−1)−3 = c4k−i−2,
in position i ∶ c2(2k−i)+i−3) = c4k−i−3
in position i + 1 ∶ c2(2k−(i+1))+(i+1)−3 = c4k−i−4.

and see that those are also neighbours.
Secondly, we show that the correspondence between the nodes and the as-
sociated values of each vi is preserved under φv and φc. To this end, we
neglect to consider the indices modulo 2p. We have that

vi =̂{c2i−1, c2i} (130)

by construction (recall that vi(s) =̂ c2i−1 and vi(t) =̂ c2i). Let φc = τk. We
show that

vφ(i) =̂{c2φ(2i−1)−(2i−1), c2φ(2i)−2i}. (131)

We have that vφ(i) = vi−k. This vertex corresponds to the nodes {c2i−2k−1, c2i−2k}.
We have that

c2φ(2i)−2i = c2(2i−k)−2i = c2i−2k,
c2φ(2i−1)−(2i−1) = c2(2i−1−k)−(2i−1) = c2i−1−2k

and (131) follows.
Let φ = rk for some k ∈ Z. We want to show that

vφ(i)−1 =̂{c2φ(2i−1)+(2i−1)−3, c2φ(2i)+2i−3}. (132)

We have vφ(i)−1 = v2k−i−1. This corresponds by (130) to {c4k−2i−3, c4k−2i−2}.
We have

c2φ(2i−1)+(2i−1)−3 = c2(2k−(2i−1))+(2i−1)−3 = c4k−2i−2, (133)

c2φ(2i)+2i−3 = c2(2k−2i)+2i−3 = c4k−2i−3. (134)

We see that the set in (132) coincides with the values in (133) and (134).

Conversely, any π acting on CgwZ
induces a map πw ∈ D∞. To de�ne the

induced map, we use again the correspondence

vi =̂{c2i−1, c2i}
byvi(s) =̂ c2i−1 and vi(t) =̂ c2i for all i ∈ {0, . . . ,2p − 1}. We de�ne πw as
follows:

πw(wZ) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

(wπ(2i)
2

)
i∈Z

if π = τ2k for some k ∈ Z /pZ,

(w−1π(i)−i+3
2

)
i∈Z

if π = r2k− 3
2
for some k ∈ {0, . . . ,2p − 1}.

Recall that any translation is given by an even shift, and that any re�ection
is given by a symmetry on an α−relation.
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Lemma 4.136. The induced map πw is well-de�ned.

Proof. Each vertex vi of ŵp corresponds to two nodes {c2i−1, c2i} with vi(s) =
c2i−1 and vi(t) = c2i. Each letter wi starts in vi(s) and ends in vi−1(t). Thus,
each wi corresponds to the nodes {c2i−2, c2i−1}. We need to show that

(πw(wZ))i =̂{cπ(2i−2), cπ(2i−1)}. (135)

Let π = τ2k for some k ∈ Z. We have that

πw(wZ) = (wπ(2i)
2

)
i∈Z
= (wi−k)i∈Z,

cπ(2i−2) = c2i−2−2k, (136)

cπ(2i−1) = c2i−1−2k. (137)

We know that (πw(wZ))i = wi−k starts in vi−k(s) and ends in vi−k−1(t). Thus,
wi−k corresponds to the nodes

{c2(i−k)−2, c2(i−k)−1} = {c2i−2k−2, c2i−2k−1}.

The correspondence in (135) follows together with (136) and (137).
Let π = r2k− 3

2
for some k ∈ Z. Then we have

cπ(2i−2) = c4k−3−2i+2 = c4k−2i−1, (138)

cπ(2i−1) = c4k−3−2i+1 = c4k−2i−2 (139)

and

πw(wZ) = (wπ(i)−i+3
2

)
i∈Z
= (w−12k−i)i∈Z.

The letter (πw(wZ))i = w−12k−i starts in v2k−i(s) and ends in v2k−i−1(t) (note
that the order is reversed due to the re�ection). It follows with (138) and
(139) that

w−12k−i=̂{c4k−2i−2, c4k−2i−1} = {cπ(2i−1), cπ(2i−2)}.

Lemma 4.137. Let wZ be an undirected Z−word of period p. Let π be a
morphism on CgwZ

. Then
(πw)c = π.

Proof. Let π = τ2k be a morphism on CgwZ
which is given by a translation.

Then

πw(wZ) = (wπ(2i)
2

)
i∈Z
= (wi−k)i∈Z = τk(wZ),

(πw)c((ci)i∈I) = (c2τk(i)−i)i∈I = (ci−2k)i∈I = π((ci)i∈I).
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Consider now π = r2k− 3
2
. Then

πw(wZ) = (w−1π(i)−i+3
2

)
i∈Z
= (w−12k−i)i∈Z = rk(wZ),

(πw)c((ci)i∈I) = (c2rk(i)+i−3)i∈I = (c4k−i−3)i∈I = π((ci)i∈I).

Remark 4.138. Note that (φc)w = φ does not hold generally for φ ∈ D∞.
Let wZ be a symmetric band of period p. Consider r1, rm+2 ∈ D∞. It follows
that

(r1)c((ci)i∈I) = (c2(2−i)+i−3)i∈I = (c1−i)i∈I = r 1
2
((ci)i∈I)

((r1)c)w(wZ) =
⎛
⎝
w−1r 1

2
(i)−i+3
2

⎞
⎠
= (w−14−2i

2

) = (w−12−i)i∈Z = r1(wZ).

Hence, it holds that ((r1)c)w = r1. But we obtain for rm+2 the following:

(rm+2)c((ci)i∈I) = (c2(2m+4−i)+i−3)i∈I = (c4m+8−2i+i−3)i∈I = (c1−i)i∈I (140)

= r 1
2
((ci)i∈I) = (r1)c((ci)i∈I). (141)

It follows that ((r1)c)w = ((rm+2)c)w and thus, ((rm+2)c)w = r1.

Let wZ be in the following an asymmetric or symmetric band of period
p. We de�ne

StabpD∞(wZ) ∶= StabD∞(wZ)/ ≈

where φk ≈ ψl if and only if both are either of translation or re�ection type,
and k − l ≡ 0 (mod p).

Lemma 4.139. We have that

StabpD∞(wZ) =
⎧⎪⎪⎨⎪⎪⎩

{[id]} if wZ is an asymmetric band,

{[id], [r], [rm+2]]} if wZ is a symmetric band,

with r = r0.

Proof. Recall that τ0 = id. The statement follows from Proposition 3.51 for
wZ an asymmetric band: for any k, l ∈ Z we have that

τkp ≈ τlp

since (k − l)p ≡ 0 mod p.
For wZ a symmetric band, recall that

StabD∞(wZ) = {τkp, rτ2+kp}k∈Z
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by Proposition 3.44 and Lemma 3.43. It follows similar to the case of an
asymmetric band that τkp ≈ τlp for all l, k ∈ Z. Let now k, l ∈ Z. We examine
when rτ2+kp and rτ2+lp are equivalent. We know that rτ2+ip = r1+ ip

2
for

any i ∈ Z. Thus, we know that both rτ2+kp and rτ2+lp are re�ections. We
calculate

1 + kp
2
− (1 + lp

2
) = (k − l

2
)p. (142)

We want (142) to be divisible by p. This is the case for k−l
2 ∈ N. Hence,

either both k and l are even, or they are both odd.
Assume they are both even. Then we can write k = 2k′ and l = 2l′ for some
k′, l′ ∈ Z. Thus, (142) turns into

(2k
′ − 2l′
2

)p = (k′ − l′)p ≡ 0 mod p.

It follows that rτ2+kp ≈ rτ2+lp for any k, l ∈ Z which are even. We claim that
rτ2+kp ≈ r1 for any k ∈ Z even: we can write

rτ2+kp = rτ2+2k′p = r1+k′p.

We obtain that

1 − (1 + k′p) = −k′p ≡ 0 mod p

which proves the claim.
Let now k and l in Z be odd. Then we can write k = 2k′ + 1 and l = 2l′ + 1
for some k′, l′ ∈ Z. It follows with p = 2m + 2 that

rτ2+kp = rτ2+(2k′+1)p = r1+(k′+ 1
2
)p = r1+(m+1)+k′p = rm+2+k′p.

Similarly, we obtain that rτ2+lp = rm+2+l′p. Hence, we have that rτ2+kp ≈
rτ2+lp if rm+2+k′p ≈ rm+2+l′p. The latter equivalence is given since

m + 2 + k′p − (m + 2 + l′p) = (k′ − l′)p ≡ 0 mod p.

Moreover, we claim that rm+2 ≈ rτ2+kp for any k ∈ Z odd. This follows from

m + 2 − (m + 2 + k′p) = k′p ≡ 0 mod p.

Theorem 4.140. The map

θ ∶ StabpD∞(wZ)Ð→ Aut(gwZ)
φz→ φc

is surjective. For wZ an asymmetric band, it is also injective. For wZ a
symmetric band, it is not injective.
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Proof. Let wZ be a symmetric band.
Let us �rst show that θ is well-de�ned. This means that any two equivalent
maps in StabD∞(wZ) are sent to the same element in Aut(gwZ).
To this end, let k ≠ l ∈ Z. Consider τkp, τlp ∈ [id]. We have that

(τkp)c((ci)i∈I) = (c2τkp(i)−i)i∈I = (ci−2kp)i∈I = (ci)i∈I ,

and similarly (τlp)c((ci)i∈I) = (ci)i∈I .
We consider next r1+kp, r1+lp ∈ [r]. We obtain that

(r1+kp)c((ci)i∈I) = (c2r1+kp(i)+i−3)i∈I = (c1−i+4kp)i∈I = (c1−i)i∈I ,

and similarly that (r1+lp)c((ci)i∈I) = (c1−i)i∈I .
Let rm+2+kp and rm+2+lp be in [rm+2]. We obtain that

(rm+2+kp)c((ci)i∈I) = (c2rm+2+kp(i)+i−3)i∈I = (c1−i+(4k+1)p)i∈I = (c1−i)i∈I ,

and similarly that (rm+2+lp)c((ci)i∈I) = (c1−i)i∈I .
We show that θ is surjective.
Let π = id ∈ Aut(gwZ). Then θ−1(π) = πw by Lemma 4.137. It is given by

πw(wZ) = (w id(2i)
2

)
i∈Z
= (wi)i∈Z = id(wZ).

Consider now π = r 1
2
∈ Aut(gwZ). Then θ−1(π) = πw which is given by

πw(wZ) =
⎛
⎝
w−1r 1

2
(i)−i+1
2

⎞
⎠
i∈Z

= (w−14−2i
2

)
i∈Z
= (w−12−i)i∈Z = r(wZ).

The map θ is not injective by Remark 4.128.
Let wZ be an asymmetric band. Apart from injectivity, the statement fol-
lows analogously to the case of a symmetric band. Injectivity follows from
θ∶ [id]↦ id.

Theorem 4.140 shows that the symmetries in wZ and gwZ match each
other. We can use this knowledge to show the following:

Theorem 4.141. Let g ∈ S̊(L).

a) If g is non-symmetric, then there exists a word wZ of asymmetric band
type with gwZ = g.

a) If g is symmetric, then there exists a word wZ of symmetric band type
with gwZ = g.
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Proof. a) Applying the construction backwards yields the existence of a
Z−word wZ with wZ = wZ[p] for p = ∣g∣/2 and with gwZ = g. It remains
to show that wZ ≠ w−1Z [m] for all m ∈ Z. We know that Aut(g) = {id}
since g is non-symmetric. Theorem 4.140 and Theorem 4.139 yield
that StabpD∞(wZ) = {[id]}. It follows that wZ ≠ w−1Z [m] for all m ∈ Z
and that wZ is of asymmetric band type.

b) Applying the construction backwards yields the existence of a Z−word
wZ with wZ = wZ[p] for p = ∣g∣/2 and with gwZ = g. It remains to show
that wZ = w−1Z [m] for some m ∈ Z. We know by Proposition 4.127 that
Aut(g) = {id, r 1

2
}. We know by Theorem 4.139 that StabpD∞(wZ) =

{[id], [r], [rm+2]}. Thus, it follows by Theorem 4.140 that θ(r) = r 1
2

with θ the map from Theorem 4.140. We have that r(wZ) = wZ which
corresponds to saying that wZ = (wZ[1])−1. We can rewrite this equality
by Lemma 2.34 to wZ = w−1Z [−1]. This shows that wZ is of symmetric
band type.

Theorem 4.130 and Theorem 4.141 show that there is a 1-1-correspondence
between words of band type and simple L−cycles. Similar as for L−chains
(Corollary 4.117), we �nd another correspondence:

Corollary 4.142. There exists a 1-1-correspondence between the equivalence
classes of symmetric and asymmetric bands, and the isomorphism classes of
L−cycles in S̊(L).

Proof. The proof follows from Theorem 4.130, Theorem 4.141 and Theorem
4.124.
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4.7 Directions in the L−graphs

Recall that we assigned the constructed semichains to the bundles in a certain
way in Section 4.4: any semichain in a row label set has a reversed ordering
with respect to the subspace inclusions of the �ltration it is built from.
The orderings of the semichains in the column label set, on the other hand,
preserve the subspace inclusions of the respective �ltrations.
We have claimed in Section 4.4 that the way we cosntruct XΛ ensures that
the L−graphs gwI

are compatible with (weakly) consistent versions vI of wI.
This means that the directions assigned to links in gwI

of the forms

←ÐÐÐÐÐxi ∼ xi+1 and ÐÐÐÐÐ→xi ∼ xi+1 (143)

match the directions on the corresponding special letters in any (weakly)
consistent version vI. We show this correspondence in Proposition 4.145 for
asymmetric and symmetric strings and bands. Note that in particular the
reversed ordering of the links in the row label sets contributes to this result.
Futhermore, this correspondence does not depend on the signs of the letters
chosen beforehand (as long as the conditions of the construction of XΛ are
respected). Finally, we should mention that the correspondence is only given
for those letters of �nite index, or � in case of a symmetric string � for letters

with index unequal to
∣w∣+1
2 .

Let Λ be as in Section 4.4 with corresponding bundle of semichains XΛ.
Let wI be a Γud(Λ) − I− word with I = {0, . . . , n} (n > 0) or I = Z. For
I = Z, assume additionally that wI is of period p. Denote its corresponding
L−graph by gwI

. Let gwI,0 = {x0, . . . , xn′} where n′ is given by 2n + 1 if gwI

is an L−chain, and by 2p − 1 if gwI
is an L−cycle.

De�nition 4.143. Let wI be a Γud(Λ)− I−word as above with L−graph gwI
.

For any xi ∈ gwI,0 with xi = xi+1 and λi,i+1 = α, we de�ne the direction of
λi,i+1 by

diri,i+1(gwI
) =
⎧⎪⎪⎨⎪⎪⎩

1 if ←ÐÐÐÐÐxi ∼ xi+1
−1 if ÐÐÐÐÐ→xi ∼ xi+1

.

Remark 4.144. Note that diri,i+1(gwI
) gives the negative of the orientation

function ε0 de�ned in [Bon88]:

ε0(xi, xi+1) = 1 if ÐÐÐÐÐ→xi ∼ xi+1,
ε0(xi, xi+1) = −1 if ←ÐÐÐÐÐxi ∼ xi+1.

The following proposition shows the compatibility between the directions
of special letters wi of �nite index in strings and bands (or index unequal to
∣w∣+1
2 if w is a symmetric string) and the direction on the respective subchain

xk ∼ xk+1 of the corresponding L−graph.
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Proposition 4.145. (i) Let w be an asymmetric string of length n. Let
v ∈ (Φd

ud)
−1 (w) be (weakly) consistent. Then

dir2j−1,2j(gw) = dirj(v)

for all j ∈ {1, . . . , n} with wj special.

(ii) Let w = uε∗u−1 be a symmetric string with ∣u∣ =m. Let v ∈ (Φd
ud)
−1 (w)

be (weakly) consistent (v = tεκt−1 with t ∈ (Φd
ud)
−1 (u) and κ = {+1,−1}).

Then

dir2j−1,2j(gu) = dirj(v) (144)

for all j ∈ {1, . . . ,m} with wj special.

(iii) Let wZ be an asymmetric band of period p. Let vZ ∈ (Φd
ud)
−1 (wZ) be

(weakly) consistent. Then

dir2j−2,2j−1(gwZ) = dirj+kp(vZ)

for all j ∈ {1, . . . , p} with wj special, and for all k ∈ Z.

(iv) Let wZ be a symmetric band of period p with ŵp = ε∗uη∗u−1, ∣u∣ = m.

Let vZ ∈ (Φd
ud)
−1 (wZ) be (weakly) consistent with periodic parts of the

form v̂
(i)
p = εµitηκit−1, where t ∈ (Φd

ud)
−1 (u) and µi, κi ∈ {+1,−1}. Then

(iv.1) dir2j−2,2j−1(gwZ) = dirj+kp(vZ) for all j ∈ {1, . . . , p} with wj special,
ind∗j (wZ) <∞, and for all k ∈ Z.

(iv.2) dir2j−1,2j(gu) = dirj+1+kp(vZ) = −dirj+m+2+kp(vZ), for all j ∈ {1, . . . ,m}
with wj special, and for all k ∈ Z.

Proof. Note that we consider letters wj of special type with ind∗j (w) ≠
∣w∣+1
2

for w a symmetric string, or with ind∗j (wZ) <∞ for wZ a band. We distinguish
for the proof between the cases a) and b) of De�nition 4.45. Recall that we
put in case a) the direction towards the bigger link of yi and zi. In case b),
we direct towards the smaller link. We have by construction that xi ∈ L(C).
Thus, we have yi, zi ∈ L(C)∪ {∞} in case a), and yi, zi ∈ L(R)∪ {∞} in case
b).
Recall that a letter wi matches in the L−chain gw the subchain x2i−1 ∼ x2i.
In an L−cycle, the letter wk ∈ ŵp matches the subchain x2i−2 ∼ x2i−1. We �rst
consider the cases (i), (ii) and (iv.2.) of the proposition since they concern
L−chains. Afterwards we deal with (iii) and (iv.1) which refer to L−cycles.

(i) We obtain for w an asymmetric string the L−chain gw which is simple,
admissible and has no double ends. We consider g̃w = gw in order
to determine the directions. Let i ∈ {1, . . . , n}, where n = ∣w∣. Set
k = 2i− 1. Then xk ∼ xk+1 matches wi. Let glk,0 = {yk+1, . . . , xk−1} and
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grk,0 = {xk+1 . . . , zk−1} be the subchains between yk and xk, xk+1 and
zk, respectively. We have that glk = g∗rk .
We show at �rst that yk ≠∞ and zk ≠∞. We know by d(gw) = 0 that
x0 =̂ basis of ker(a)(basis of ker(a) ⊖ im(b)) for some a ∈ Qord

1 (b ∈
Qord

1 , ab = 0), and that x2n+1=̂ basis of ker(c)(basis of ker(c)⊖ im(c))
for some c ∈ Qord

1 (d ∈ Qord
1 , cd = 0). Assume that yk = ∞, zk ≠ ∞. It

follows that yk+1 = x0 =̂ basis of ker(a). We obtain by the symmetry
in xk ∼ xk+1 that zk−1 =̂ basis of ker(a). Since zk, zk−1 ∈ gw,0, it follows
that gw terminates in zk−1 which contradicts the length of gw. The
case yk ≠ ∞, zk = ∞ gives analogously a contradiction. It remains to
consider yk = ∞, zk = ∞. Then yk+1 = x0 and zk−1 = x2n+1. It follows
that glk = x0 − ⋅ ⋅ ⋅ ∼ xk−1, grk = xk+1 ∼ ⋅ ⋅ ⋅ − x2n+1. Thus, we obtain that
gw = glk − xk ∼ xk+1 − g∗lk is composite which gives a contradiction.
Let us now examine the directions given in De�nition 4.45.

a) Assume without loss of generality that yk, zk ∈ L(Cj) for some
j ∈ {1, . . . , ∣Q0∣}, where

Cj = {Cj1 < Cj2 < Cj3}

with

Cj1 =̂ basis of im(a),
Cj2 =̂basis of ker(b)⊖ im(a),
Cj3 =̂basis of Vj ⊖ ker(b)

for a, b ∈ Qord
1 , ba = 0. Note that we do not have zk = Cε∗ and

yk = Cη∗ for η, ε ∈ Sp by De�nition 2.2. It follows by the previous
discussion that Cj is not given by two incomparable elements.
Let yk = Cj2 and zk = Cj1. We have dirk,k+1(gw) = 1. Moreover, it
follows that yk = x0 and that

w2 = a ∶ t(a)←Ð s(a) =̂ zk ∼ zk+1.

For glk ∶ x1 ∼ ⋅ ⋅ ⋅ ∼ xk−1 we obtain that x0 − glk − xk corresponds
to the subword lk of w. Similarly for grk ∶ xk+1 ∼ ⋅ ⋅ ⋅ ∼ zk−1,
the subword rk of w corresponds to xk+1 − grk − x with x = Cj2.
It follows that lk = w1 . . .wi−1, rk = wi+1 . . .wz−1 and rk = l−1k .
Denote z = wz+1 . . .wn. We obtain that

(w[< i])−1 = l−1k ,

w[> i] = rkwzz = l−1k az.

This yields (w[< i])−1 > w[> i] and it follows that diri(w) = 1.
Let now zk = Cj3 and yk as above. Then dirk,k+1(gw) = −1. Pro-
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ceeding as above, we obtain wz = b−1 and

(w[< i])−1 = l−1k ,

w[> i] = rkwzz = l−1k b−1z.

Thus, (w[< i])−1 < w[> i] and it follows that diri(w) = −1.
Let now yk = Cj1 and zk = Cj2. Then dirk,k+1(gw) = −1 and
zk = x2n+1. We obtain that

wy = a−1 ∶ s(a)Ð→ t(a) =̂ yk−1 ∼ yk.

Let lk and rk be given as above. Let y = w1, . . . ,wy−1. We obtain

w[> i] = rk = l−1k ,

(w[> i])−1 = (ywylk)−1 = l−1k ay−1.

It follows that w[> i] > (w[< i])−1. Thus, we have diri(w) = −1.
Let now yk = Cj3 and keep zk = Cj2. We have that dirk,k+1(gw) = 1.
We obtain for wy as above that wy = b. It follows with lk, rk and
y as above that

w[> i] = rk = l−1k ,

(w[> i])−1 = (ywylk)−1 = l−1k b−1y−1.

It follows that w[> i] < (w[< i])−1. Thus, we have diri(w) = 1.
Consider now yk = Cj1 and zk = Cj3. We know that yk ≠ x0 and
zk ≠ x2n+1. It follows that dirk,k+1(gw) = −1. We obtain that

wz = b−1 ∶ s(b)Ð→ t(b) =̂ zk ∼ zk+1,
wy = a−1 ∶ s(a)Ð→ t(a) =̂ yk−1 ∼ yk.

Let the subwords y, z, lk and rk of w be given as follows:

y = w1 . . .wy−1,

z = wz+1 . . .wn,

lk = wy+1 . . .wi−1,

rk = wi+1 . . .wz−1.

Recall that lk and rk correspond up to the �rst and last link to
glk and grk . Moreover, we have that rk = l−1k . We obtain that

(w[< i])−1 = (ywylk)−1 = l−1k ay−1,

w[> i] = rkwzz = l−1k b−1z.

It follows that (w[< i])−1 < w[> i]. Thus, we have diri(w) = −1.
Let now yk = Cj3 and zk = Cj1. This means that we have switched
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the roles of yk and zk in the previous part. Thus, we obtain that
wz = a and wy = b. Furthermore, we get

(w[< i])−1 = (ywylk)−1 = l−1k b−1y−1,

w[> i] = rkwzz = l−1k az,

where y, z, lk and rk as given as above. Hence, we have that
w[> i] < (w[< i])−1 and it follows that diri(w) = 1.

b) Assume without loss of generality that yk, zk ∈ L(Rj) for some
1 ≤ j ≤ ∣Q0∣, where

Rj = {Rj1 >Rj2 >Rj3}.

We have that Rj1 =̂ basis of im(a), Rj2 =̂ basis of ker(b)⊖ im(a),
Rj3 =̂ basis of Vj ⊖ ker(a) for some a, b ∈ Qord

1 with ba = 0.
Let yk = Rj1 and zk = Rj2. Then dirk,k+1(gw) = −1. We obtain
that

wn =̂ zk−2 ∼ zk−1,
wy = a−1 ∶ s(a)Ð→ t(a) =̂ yk−1 ∼ yk.

Note that x−glk−xk with x =R12 matches a subword lk of w which
is given between wy and wi. Similarly, denote by rk the subword
wi+1 . . .wn. Note that rk = l−1k since glk = g∗rk . Let y = w1 . . .wy−1.
It follows that

(w[< i])−1 = (ya−1lk)−1 = l−1k ay−1 = rkay−1,
w[> i] = rk.

We obtain that w[> i] > (w[< i])−1. It follows that diri(w) = −1.
For yk =Rj2 and zk =Rj1 we have that dirk,k+1(gw) = 1. We have

w1 =̂ yk+1 ∼ yk+2,
wz = a ∶ t(a)←Ð s(a) =̂ zk ∼ zk+1.

It follows with lk = w1 . . .wi−1, l
−1
k = rk = wi+1 . . .wz−1 and z =

wz+1 . . .wn that

(w[< i])−1 = l−1k ,

w[> i] = l−1k az.

Note that lk corresponds as before to the chain yj −glk −xk where
xk =̂ ker(ε). We obtain that diri(w) = 1.
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Consider yk = Rj3 and zk = Rj2. Then dirk,k+1(gw) = 1. We
obtain

wn =̂ zk−2 ∼ zk−1,
wy = b ∶ t(b)←Ð s(b) =̂ yk−1 ∼ yk.

Proceeding similar as above, we obtain that diri(w) = 1.
Let yk = Rj2 and zk = Rj3. Then we have that dirk,k+1(gw) = −1.
We obtain the correspondences

wz = b−1 ∶ s(b)Ð→ t(b) =̂ zk ∼ zk+1,
w1 =̂ yk+1 ∼ yk+1.

It follows as before that diri(w) = −1.
Consider yk = Rj1 and zk = Rj3 resulting in dirk,k+1(gw) = −1.
We have

wz = b−1 ∶ s(b)Ð→ t(b) =̂ zk ∼ zk+1,
wy = a−1 ∶ s(a)Ð→ t(a) =̂ yk−1 ∼ yk.

We obtain as before two subwords lk and rk with rk = l−1k :

lk = wy+1 . . .wi,

rk = wi+1 . . .wz−1.

Denote by y = w1 . . .wy−1, z = wz+1 . . .wn. We obtain that

(w[< i])−1 = (ywylk)−1 = l−1k ay−1,

w[> i] = rkwzz = l−1k b−1z.

It follows that diri(w) = −1.
Finally, let yk =Rj3 and zk =Rj1 which give that dirk,k+1(gw) = 1.
We obtain with the notation from the previous case that wy = b
and wz = a. Thus, we obtain that (w[< i])−1 > w[> i]. It follows
that diri(w) = 1.

(ii) We construct for w = uε∗u−1 the simple admissible L−chain gu which
has one double end given by x2m+1. In order to determine the direc-
tions, we consider g̃u = gu ∼ g∗u. Let i ∈ {1, . . . ,m} and set k = 2i−1. We
have that xk ∼ xk+1 matches wi. Let as before glk,0 = {yk+1, . . . , xk−1}
and grk,0 = {xk+2, . . . , zk−1}. We show that yk ≠ ∞ and zk ≠ ∞. We
know that x0 =̂ basis of ker(b)⊖ im(a) and that x2m+1 = Cε∗ . Assume
that yk ≠∞ and zk =∞. It follows by the form of g̃u that ∣grk ∣ > ∣g∗u∣.
Since glk = g∗rk , we obtain that

∣grk ∣ + ∣glk ∣ > 2∣g
∗
u∣ = ∣g̃u∣.
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This gives a contradiction since glk and grk are two non-intersecting
subchains of g̃u.
Let yk =∞ and zk ≠∞. Then we have that yk+1 = x0 =̂ basis of ker(b)⊖
im(a). Symmetry in xk ∼ xk+1 yields that zk−1 =̂ basis of ker(b) ⊖
im(a). Thus, zk−1 = xr with r ≠ 0,2m + 1 denotes the last link in gu,0.
It follows that ∣gu∣ < 2m + 1 which gives a contradiction.
Finally, assume that yk =∞ and zk =∞. Then xk = x2m+1. But there
does not exist a link xk+1 in gu,0. Hence, xk = x2m+1 is not considered
for directions.
We continue with the examination of the directions.

a) Assume without loss of generality that yk, zk ∈ L(Cj) for some
j ∈ {1, . . . , ∣Q0∣}. Note that Cj is by the previous discussion not
given by two incomparable elements. Assume that

Cj = {Cj1 < Cj2 < Cj3},

where we have Cj1 =̂ basis of im(a),Cj2 =̂ basis of ker(b) ⊖ im(a)
and Cj3 =̂ basis of Vj ⊖ ker(a) for a, b ∈ Qord

1 with ba = 0.
Note that x0 =̂ basis of ker(x)(basis of ker(x)⊖ im(y)) for some
x ∈ Qord

1 (y ∈ Qord
1 with xy = 0), and x2m+1 = Cε∗ . Thus, we have

that zk ≠ Cj2. If yk = Cj2, then yk = x0. We consider the cases
yk = Cj2 and zk = Cj1, yk = Cj2 and zk = Cj3, yk = Cj1 and zk = Cj3,
yk = Cj3 and zk = Cj1. They follow analogously to the respective
cases in (i), a).

b) Assume without loss of generality that yk, zk ∈ L(Rj) for some
1 ≤ j ≤ ∣Q0∣, where

Rj = {Rj1 >Rj2 >Rj3}.

We have that Rj1 =̂ basis of im(a), Rj2 =̂ basis of ker(b)⊖ im(a),
Rj3 =̂ basis of Vj ⊖ ker(a) for some a, b ∈ Qord

1 with ba = 0.
The proof follows analogously to (i), b) with the following restric-
tion: zk ≠ Rj2. Thus, we only consider the cases yk = Rj2 and
zk = Rj1, yk = Rj2 and zk = Rj3, yk = Rj3 and zk = Rj1, yk = Rj1

and zk =Rj3. Note that it follows for yk =Rj2 that yk = x0.

(iv.2) We obtain the simple admissible L−chain gu with d(gu) = 0, x0 = Cε∗

and x2m+1 = Cη∗ . We consider g̃u = g∗u ∼ gu ∼ g∗u. Let i ∈ {1, . . .m} and
set k = 2i − 1. Then wi =̂xk ∼ xk+1. Let glk and grk as in the previous
parts. We show that yk ≠∞ and zk ≠∞. To this end, assume that zk =
∞ and yk = ∞. Then we have that glk = {x2m+1, . . . , x0, x0, . . . , xk−1}
and grk = {xk+2, . . . , x2m+1, x2m+1, . . . , x0}. In particular, it follows that
x0 − ⋅ ⋅ ⋅ − xk = xk+1 − ⋅ ⋅ ⋅ − x2m+1. Thus, we can write gu = h ∼ h∗ for
h = x0 − ⋅ ⋅ ⋅ − xk. Hence, gu is composite which gives a contradiction.
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Assume now that yk = ∞ and zk ≠ ∞. This means that zk = Cη∗ .
Note that g∗ ∼ g ∼ g∗ matches the subword u−1ε∗uη∗u−1 =∶ s of wZ.
Recall that we have for glk−xk with glk,0 = {x2m+1, . . . , x0, x0, . . . , xk−1}
a matching subword lk of s. Similarly, we have for xk+1 − grk with
grk,0 = {xk+2, . . . , x2m+1, x2m+1, . . . , x0} the matching subword rk with
rk = l−1k . Note that

∣lk∣ =
1

2
(∣glk ∣ + 1) >

1

2
∣g∗u∣ =m + 1.

It follows that ind∗i (wZ) >m+1. This gives a contradiction to Corollary
3.47 since i ∈ {1, . . . ,m}.
Assume now yk ≠ ∞ and zk = ∞. We obtain analogously as in the
previous case a contradiction.

a) Let yk and zk be without loss of generality in Cj for some j ∈
{1, . . . , ∣Q0∣}. Note that Cj ≠ {C+µ∗><C−µ∗} for any µ ∈ Sp by De�n-
ition 2.2 and since both yk and zk are unequal to ∞. Thus, let
Cj = {Cj1 < Cj2 < Cj3} as in (i),a). Note that yk ≠ Cj2 and zk ≠ Cj2

since u is a subword of a periodic word. Thus, we consider the
cases yk = Cj1 and zk = Cj3, yk = Cj3 and zk = Cj1. They follow
analogously to the respective cases in (i),a).

b) Let yk and zk be without loss of generality in Rj for some j ∈
{1, . . . , ∣Q0∣} where Rj = {Rj1 > Rj2 > Rj3} as in (i),b). Note
that yk ≠ Rj2 and zk ≠ Rj2 similar as in a). Thus, we consider
the cases yk = Rj1 and zk = Rj3, yk = Rj3 and zk = Rj1. They
follow analogously to the respective cases in (i),b).

We have dealt with the L−chains and consider next the L−cycles in the
proposition.

(iii) We obtain the non-symmetric simple L−cycle gwZ of length 2p. Let
i ∈ {1, . . . , p} and set k = 2i − 2. Then xk ∼ xk+1 matches wi, and, in
particular, wi+kp for all k ∈ Z. Denote again by glk,0 = {yk+1, . . . , xk−1}
the subchain between yk and xk, and by grk,0 = {xk+2, . . . , zk−1} the
subchain between xk+1 and zk. Recall that we can have yk = zk in a
symmetric L−cycle (see Subsection 4.1.3). Since gwZ is non-symmetric,
this case does not occur.

a) Let yk and zk be without loss of generality in Cj for some j ∈
{1, . . . , ∣Q0∣}. We have Cj ≠ {C+µ∗><C−µ∗} for all µ ∈ Sp by yk ≠ zk
and De�nition 2.2. Thus, Let Cj = {Cj1 < Cj2 < Cj3} be as in
(i),a). Since wZ is periodic, we have that yk ≠ Cj2 and zk ≠ Cj2. It
remains to consider the cases yk = Cj1 and zk = Cj3, yk = Cj3 and
zk = Cj1. They follow analogously as in (i),a).
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b) Let yk, zk ∈ Rj without loss of generality, j ∈ {1, . . . , ∣Q0∣}, where
Rj = {Rj1 > Rj2 > Rj3} as in (i),b). We have similar to a)
that yk ≠ Rj2 and zk ≠ Rj2. The cases yk = Rj1, zk = Rj3 and
yk =Rj3, zk =Rj1 follow as in (i),b).

(iv.1) We obtain a symmetric, simple L−cycle gwZ of length 2p = 4m+ 4. Let
i ∈ {1, . . . ,2m + 2} with ind∗i (wZ) <∞. Recall that i ≠ 1,m + 2 in this
case. Set k = 2i − 2. Then wi matches xk ∼ xk+1. Note that it follows
by choice of i that k ≠ 0,2m + 2. Since gwZ is symmetric, we might
have zk = yk. We show that this is not the case. To this end, assume
otherwise: zk = yk. Then there exists and automorphism π ∈ Aut(gwZ)
with π ≠ id and π(ck) = ck+1. Since gwZ is simple, π is not given by a

translation, but by the re�ection rk+ 1
2
. Recall that (rk+ 1

2
)
w
describes

the induced map on wZ. We obtain with k = 2i − 2 that

(rk+ 1
2
)w(wZ) = (w 2k+1−j−j+3

2
)
j∈Z
= (wk−j+2)j∈Z = (w2i−j)j∈Z = ri(wZ).

We know by Lemma 4.136 that (ri)c = rk+ 1
2
. It follows by Theorem

4.140 that ri ∈ StabpD∞(wZ). Lemma 4.139 yields that ri = r1 or ri =
rm+2. This contradicts the choice of i ≠ 1,m + 2.

a) Follows analogously to (iii), a).

b) Follows analogously to (iii), b).

Remark 4.146. Let wj be a special letter as considered in Proposition 4.145
(i)-(iv). Recall that wj =̂xk ∼ xk+1, where k = 2j − 1 if we consider an
L−chain, and k = 2j − 2 if we consider an L−cycle. The proof of the propos-
tion implies the following correspondences with the notation from the proof:

zk ∼ zk+1 =̂wj∗+ = wjc+ ,

yk−1 ∼ yk =̂wj∗− = wjc− .

Remark 4.147. We obtain by the symmetries in the respective words the
following:

(i) In the same setting as in Proposition 4.145 (ii), we obtain that

dir2j−1,2j(gu) = −dir∣v∣−j+1(v) (145)

for all j ∈ {1, . . . ,m} with wj special.

(ii) In the same setting as in Proposition 4.145 (iv.2), we obtain that

dir2j−1,2j(gu) = −dir−j+1+(k+1)p(vZ)

for all j ∈ {1, . . . ,m} with wj special.
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Example 4.148. Let Λ be as in Example 2.3.1, meaning it is given by the
quiver

Q ∶ ●ε
$$

add

and relations R = {a2}, RSp = {ε2 − ε}, with XΛ as in Example 4.83. Recall
that its semichains are given by

C1 = {C+ε∗><C−ε∗},
R1 = {R11 >R12 >R13}

with σΛ(R11) =R13 and otherwise σΛ acts as identity.

1. Let w = ε∗aε∗aε∗ be an asymmetric string. Let v ∈ (Φd
ud)
−1 (w) be

(weakly) consistent. It is uniquely given by v = εaεaε, i.e., dir(v1) =
dir(v3) = dir(v5) = 1 (recall that dirj(v) = dir(vj)).
The L−chain gw is given by:

R12 −
←ÐÐÐÐÐ
Cε∗ ∼ Cε∗ −R13 ∼R11 −

←ÐÐÐÐÐ
Cε∗ ∼ Cε∗ −R13 ∼R11 −

←ÐÐÐÐÐ
Cε∗ ∼ Cε∗ −R12

x0 x1 x2 x3 x4 x5 x6 x7 x8 x9 x10 x11

It follows that dir1,2(gw) = dir5,6(gw) = dir9,10(gw) = 1.

b) Let w = ε∗aε∗aε∗a−1ε∗a−1ε∗ be a symmetric band of length 9. Then u =
ε∗aε∗a, u−1 = a−1ε∗a−1ε∗. Let v ∈ (Φd

ud)
−1 (w) be (weakly) consistent.

Then

dir(v1) = dir(v3) = 1,

dir(v7) = dir(v9) = −1,

i.e., v = εaεaεκa−1ε−1a−1ε−1 for κ ∈ {+1,−1}. The L−chain gu is given
by

gu ∶ R12 −
←ÐÐÐÐÐ
Cε∗ ∼ Cε∗ −R13 ∼R11 −

←ÐÐÐÐÐ
Cε∗ ∼ Cε∗ −R13 ∼R11 − Cε∗

x0 x1 x2 x3 x4 x5 x6 x7 x8 x9.

Thus, we have that

dir1,2(gu) = dir5,6(gu) = 1.

c) Let wZ be an asymmetric band with periodic part ŵp = ε∗a. Let vZ ∈
(Φd

ud)
−1 (wZ) be (weakly) consistent. Then

dir(v1+kp) = 1 ∀k ∈ Z .

The corresponding L−cycle gwZ is given by
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gwZ ∶ Cε∗ Cε∗ R11 R13

x0 x1 x2 x3

It follows that dir0,1 = 1.

d) Let wZ be a symmetric band with ŵp = ε∗aε∗aε∗a−1ε∗a−1, u = aε∗a.
Let vZ ∈ (Φd

ud)
−1 (wZ) be (weakly) consistent (v̂

(i)
p = εκitη∗t−1 with t ∈

(Φd
ud)
−1 (u) and κi, µi ∈ {+1,−1}). We have

dir(v3+kp) = 1,

dir(v6+kp) = −1

for all k ∈ Z. We consider for wZ

(i) the L−chain gu:

gu ∶ Cε∗ −R13 ∼R11 −
←ÐÐÐÐÐ
Cε∗ ∼ Cε∗ −R13 ∼R11 − Cε∗

x0 x1 x2 x3 x4 x5 x6 x7

Then we have that dir3,4(gu) = 1.
(ii) the L−cycle gwZ :

x0

x1

x2

x3 x4 x5 x6 x7 x8 x9 x10 x11 x12

x13

x14

x15Cε∗

Cε∗

R11

R13 Cε∗ Cε∗ R11 R13 Cε∗ Cε∗ R13 R11 Cε∗

Cε∗

R13

R11

It follows that

dir4,5(gwZ) = 1,

dir12,13(gwZ) = −1.
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5 The categories mod(Λ) and Rep(XΛ)

We present the most important results in order to prove the main theorem
in this chapter.
We start by describing the functor F ∶ Rep(XΛ) Ð→ mod(Λ) where Λ is a
skewed-gentle algebra. We show by the Propositions 5.3, 5.4 and 5.5 that
the functor F gives an equivalence of categories. Due to its length, the proof
of Proposition 5.5 is moved to Section 5.2.
The nature of the functor allows us to analyse its image explicitely in terms
of strings and bands. We �nd that we need to slightly adjust the directed
alphabet of Λ chosen in Chapter 2.3. For instance, we need to replace the
letter ε−1 by the letter ε̄−1 in order to describe the modules in the image of F
properly. This description is found in Section 5.4. However, we would like to
be able to give a description of the indecomposable modules in terms of the
original alphabet Γd(Λ). We examine this issue in Section 5.5 and summarise
the results in Theorem 5.36. Finally, we are able to give a classi�cation of
the �nite dimensional indecomposable modules of a skewed-gentle algebra
in terms of strings and bands (Theorem 5.49). From this result, we can,
according to Section 4.3, deduce a respective classi�cation result for clannish
algebras (Theorem 5.50). We use those results to state the classi�cation in
such terms that it proves the conjecture made by Crawley-Boevey in [CB88]
(see Chapter 6).

5.1 Equivalence of categories

Let Λ be as in Section 4.4 with bundle of semichains XΛ. We show in this
section that there exists an equivalence between the category of representa-
tions of the bundle of semichains XΛ and the category of �nite dimensional
Λ−modules. To this end, we �rst describe the action of the functor and prove
then that it is faithful, full and dense (see [ASS06, Theorem 2.5., Appendix]).

Let us �rst recall the two categories Rep(XΛ) and mod(Λ). The objects
of Rep(XΛ) are given by representations of the form U = (UX , U

i)X∈X0,1≤i≤n,
where UX is a k−vector space of dimension dimP (X), U i ∶ UCi

Ð→ URi

is a k−linear map and n = ∣Q0∣. Recall that any matrix U i is invert-
ible by construction. A morphism θ ∶ U Ð→ W between two representa-
tions is given by a tuple (P,Q) where each entry consists of n maps giving
θ = (P 1, . . . , Pn,Q1, . . . ,Qn). Each of the maps P i and Qi is given by a
square matrix. For any i ∈ {1, . . . , n} we have that W iP i = QiU i.
Recall that Λ = kQ/(R∪RSp) and that the objects of mod(Λ) can be re-
garded as representations of the form V = (Vi, Va)i∈Q0,a∈Q1 . Here, Vi denotes
a k−vector space and Va ∶ Vi Ð→ Vj is a k−linear map for the arrow a ∶ iÐ→ j.
A morphism f ∶ V Ð→ X between two representations is given by a tuple
f = (fi)i∈Q0 such that fi ∶ Vi Ð→ Xi is a k−linear map for any i ∈ Q0 and
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such that Wafi = fjVa for any a ∶ iÐ→ j ∈ Q1.
Recall also that we have chosen sgn(ε) = κ for all ε ∈ Sp.

Let

F ∶ Rep(XΛ)Ð→mod(Λ) (146)

be given by the following:

(I) Let U = (UX , U
i)X,i ∈ Ob(Rep(XΛ)). Then F (U) = V with V =

(Vi, Va)i,a, Vi =⊕X∈Ri
UX =∶ URi

and Va ∶ Vi Ð→ Vj is given as follows:

(i) Let a = ε ∈ Sp. We obtain for Vε:

Vε = U iṼε (U i)−1 ,

where

Ṽε = (
1 0

0 0
) , (147)

i = s(ε), and the block (Ṽε)k,l has size

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

dim(im(ε)) × dim(im(ε)) if k = l = 1
dim(im(ε)) × dim(ker(ε)) if k = 1, l = 2
dim(ker(ε)) × dim(im(ε)) if k = 2, l = 1
dim(ker(ε)) × dim(ker(ε)) if k = l = 2

.

(ii) Let a ∈ Qord
1 , sgn(a−1) = −κ, sgn(a) = −κ. The basis of Vi⊖ker(a)

and the basis of im(a) correspond to links in the row label sets
Ri and Rj , respectively. Denote by ∣Ri∣ the number of links in the
semichain Ri. We obtain for Va ∶ URi

Ð→ URj
a block matrix with

rows corresponding to the links of Rj and columns corresponding
to the links of Ri:

(Va)k,l =
⎧⎪⎪⎨⎪⎪⎩

1, if k = ∣Rj ∣, l = 1,
0, otherwise,

where 1 ≤ k ≤ ∣Rj ∣,1 ≤ l ≤ ∣Ri∣, and the block (Va)k,l is of size
dimP (Rj,∣Rj ∣+1−k) × dimP (Ri,∣Ri∣+1−l).

(iii) Let a ∈ Qord
1 , sgn(a−1) = κ, sgn(a) = −κ. The basis of Vi ⊖ ker(a)

corresponds to a link in Ci, and the basis of im(a) corresponds
to a link in Rj . We obtain

Va = Ṽa (U i)−1
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where

(Ṽa)k,l =
⎧⎪⎪⎨⎪⎪⎩

1, if k = ∣Rj ∣, l = 3,
0, otherwise,

1 ≤ k ≤ ∣Rj ∣, 1 ≤ l ≤ ∣Ci∣, and (Ṽa)k,l is of size dimP (Rj,∣Rj ∣+1−k) ×
dimP (Ci,∣Ci∣+1−l).

(iv) Let a ∈ Qord
1 with sgn(a−1) = −κ and sgn(a) = κ. The basis of Vi⊖

ker(a) corresponds to a link in Ri, and the basis of im(a) to a
link in Cj . The map Va is given by

Va = U j Ṽa

where

(Ṽa)k,l =
⎧⎪⎪⎨⎪⎪⎩

1 if k = 1, l = 1
0 otherwise

1 ≤ k ≤ ∣Cj ∣, 1 ≤ l ≤ ∣Ri∣, and (Ṽa)k,l is of size dimP (Cj,∣Cj ∣+1−k) ×
dimP (Ri,∣Ri∣+1−l).

(v) Let a ∈ Qord
1 with sgn(a−1) = κ and sgn(a) = κ. We obtain that the

basis of Vi⊖ker(a) corresponds to a link in Ci. The basis of im(a)
corresponds to a link in Cj . It follows that Va is given by

Va = U j Ṽa (U i)−1

where

(Ṽa)k,l =
⎧⎪⎪⎨⎪⎪⎩

1 if k = 1, l = ∣Ci∣
0 otherwise

,

1 ≤ k ≤ ∣Cj ∣, 1 ≤ l ≤ ∣Ci∣, and (Ṽa)k,l is of size dimP (Cj,∣Cj ∣+1−k) ×
dimP (Ci,∣Ci∣+1−l).

(II) Let θ = (P,Q) be a morphism in Rep(XΛ) with components P 1, . . . , Pn

and Q1, . . . ,Qn. Then

F (θ) = (Qi)1≤i≤n.

Recall that the arrow a ∶ i Ð→ j ∈ Qord
1 gives rise to one �ltration in Vi and

to one in Vj . The matrix Ṽa describes the action of a with respect to those
two �ltrations. The �ltration of Vi can be of the form

0 ⊂ ker(a) ⊂ Vi (148)

or 0 ⊂ im(c) ⊂ ker(a) ⊂ Vi (149)
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if there exists c ∈ Qord
1 with ac = 0. Similarly, the �ltration of Vj can be given

by

0 ⊂ im(a) ⊂ Vj (150)

or 0 ⊂ im(a) ⊂ ker(x) ⊂ Vj (151)

if there exists x ∈ Qord
1 with xa = 0.

The corresponding semichains consist of two or three links, respectively.
Thus, Ṽa has one of the following sizes with respect to its bands:

(3 × 3), (3 × 2), (2 × 3), (2 × 2).

The way we have constructed the semichains in Section 4.4.2 allows us to
describe Ṽa more detailed with respect to its block form. The Tables 1 and
2 give an overview on the details of (I) (ii) - (iv).

Example 5.1. 1. Let Λ be given as in Example 2.3.1. Consider the
XΛ−representation U = (U1, UC+11 , UC−11 , UR11 , UC12 , UC13) with

U1 =
⎛
⎜⎜⎜⎜
⎝

0 1 0 1

1 0 1 0
0 0 0 1

0 0 1 0

⎞
⎟⎟⎟⎟
⎠
.

The respective vector spaces have the following dimensions:

dim(UC+11) = 2, dim(UC−11) = 2,
dim(UR11) = 1, dim(UR12) = 2,
dim(UR13) = 1.

We have by construction that

Ṽa =
⎛
⎜⎜⎜⎜
⎝

0 0 0 0

0 0 0 0
0 0 0 0

1 0 0 0

⎞
⎟⎟⎟⎟
⎠
, Ṽε =

⎛
⎜⎜⎜
⎝

1 0 0 0
0 1 0 0

0 0 0 0
0 0 0 0

⎞
⎟⎟⎟
⎠
.

Since Ṽa ∶ UR1 Ð→ UR1, we obtain that Va = Ṽa. Moreover, we get that

Vε = U1Ṽε (U1)−1 =
⎛
⎜⎜⎜⎜
⎝

1 0 −1 0

0 1 0 −1
0 0 0 0

0 0 0 0

⎞
⎟⎟⎟⎟
⎠
.

Thus, F (U) is given by V = (UR1 , Va, Vε).
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(I) Ṽa semichains Vi⊖ker(a) im(a) Ṽa as block matrix

(ii) URi
→ URj

Ri={Ri1>Ri2>Ri3}

Rj={Rj1>Rj2>Rj3}
Ri3 Rj1

Ri3 Ri2 Ri1

⎛
⎝

⎞
⎠

Rj3 0 0 0
Rj2 0 0 0
Rj1 1 0 0

Ri={Ri1>Ri2>Ri3}

Rj={Rj1>Rj2}
Ri3 Rj1

Ri3 Ri2 Ri1

( )Rj2 0 0 0
Rj1 1 0 0

Ri={Ri1>Ri2}

Rj={Rj1>Rj2>Rj3}
Ri2 Rj1

Ri2 Ri1

⎛
⎝

⎞
⎠

Rj3 0 0
Rj2 0 0
Rj1 1 0

Ri={Ri1>Ri2}

Rj={Rj1>Rj2}
Ri2 Rj1

Ri2 Ri1

( )Rj2 0 0
Rj1 1 0

(iii) UCi
→ URj

Ci={Ci1<Ci2<Ci3}

Rj={Rj1>Rj2>Rj3}
Ci3 Rj1

Ci1 Ci2 Ci3

⎛
⎝

⎞
⎠

Rj3 0 0 0
Rj2 0 0 0
Rj1 0 0 1

Ci={Ci1<Ci2<Ci3}

Rj={Rj1>Rj2}
Ci3 Rj1

Ci1 Ci2 Ci3

( )Rj2 0 0 0
Rj1 0 0 1

Ci={Ci1<Ci2}

Rj={Rj1>Rj2>Rj3}
Ci2 Rj1

Ci1 Ci2

⎛
⎝

⎞
⎠

Rj3 0 0
Rj2 0 0
Rj1 0 1

Ci={Ci1<Ci2}

Rj={Rj1>Rj2}
Ci2 Rj1

Ci1 Ci2

( )Rj2 0 0
Rj1 0 1

Table 1: Details on Ṽa I
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(iv) URi
→ UCj

Ri={Ri1>Ri2>Ri3}

Cj={Cj1<Cj2<Cj3}
Ri3 Cj1

Ri3 Ri2 Ri1

⎛
⎝

⎞
⎠

Cj1 1 0 0
Cj2 0 0 0
Cj3 0 0 0

Ri={Ri1>Ri2>Ri3}

Cj={Cj1<Cj2}
Ri3 Cj1

Ri3 Ri2 Ri1

( )Cj1 1 0 0
Cj2 0 0 0

Ri={Ri1>Ri2}

Cj={Cj1<Cj2<Cj3}
Ri2 Cj1

Ri2 Ri1

⎛
⎝

⎞
⎠

Cj1 1 0
Cj2 0 0
Cj3 0 0

Ri={Ri1>Ri2}

Cj={Cj1<Cj2}
Ri2 Cj1

Ri2 Ri1

( )Cj1 1 0
Cj2 0 0

(v) UCi
→ UCj

Ci={Ci1<Ci2<Ci3}

Cj={Cj1<Cj2<Cj3}
Ci3 Cj1

Ci1 Ci2 Ci3

⎛
⎝

⎞
⎠

Cj1 0 0 1
Cj2 0 0 0
Cj3 0 0 0

Ci={Ci1<Ci2<Ci3}

Cj={Cj1<Cj2}
Ci3 Cj1

Ci1 Ci2 Ci3

( )Cj1 0 0 1
Cj2 0 0 0

Ci={Ci1<Ci2}

Cj={Cj1<Cj2<Cj3}
Ci2 Cj1

Ci1 Ci2

⎛
⎝

⎞
⎠

Cj1 0 1
Cj2 0 0
Cj3 0 0

Ci={Ci1<Ci2}

Cj={Cj1<Cj2}
Ci2 Cj1

Ci1 Ci2

( )Cj1 0 1
Cj2 0 0

Table 2: Details on Ṽa II

196



2. Let Λ be as in Example 2.14. Let U be a XΛ−representation given by

U1 = ( 1 1

1 0
) , U2 = ( 1 ) , U3 = 0

U4 = ( 1 ) , U5 = 0

and the non-trivial vector spaces of dimension

dim(UC+11) = 1, dim(UC−11) = 1,
dim(UR11) = 1, dim(UR12) = 1,
dim(UR23) = 1, dim(UC21) = 1,
dim(UR41) = 1, dim(UC42) = 1.

We consider the following maps:

Ṽa ∶ UR1 Ð→ UC2 , Ṽb ∶ UR3 Ð→ UR2 ,

Ṽc ∶ UC2 Ð→ UR5 , Ṽd ∶ UR2 Ð→ UR4 ,

Ṽe ∶ UR5 Ð→ UC4 , Ṽε ∶ UC1 Ð→ UC1 ,

Ṽη ∶ UC3 Ð→ UC3 , Ṽκ ∶ UC5 Ð→ UC5 .

Note that Ṽb, Ṽc, Ṽe, Ṽη and Ṽκ are zero maps. Thus, Vb, Vc, Ve, Vη
and Vκ are also zero maps according to (I),(i)-(v). We obtain that

Va = U2Ṽa = ( 1 0 ) ,
Vd = Ṽd = ( 1 ) ,

Vε = U1Ṽε (U1)−1 = ( 0 1

0 1
) .

Setting Vi = URi
yields F (U) = V .

Proposition 5.2. The map F as de�ned above is a functor.

Proof. Let ψ, θ ∈ Morph(Rep(XΛ)) with ψ = (R,S) ∶ V Ð→ W and θ =
(P,Q) ∶ U Ð→ V . We show �rst that

F (ψθ) = F (ψ)F (θ). (152)

Recall that the composition ψθ is given by (RP,SQ). We have by de�nition
of F that

F (ψ) = (Si)1≤i≤n,
F (θ) = (Qi)1≤i≤n, and

F (ψθ) = (SiQi)1≤i≤n.
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Thus, (152) holds.
Let U ∈ Ob(Rep(XΛ)) be an arbitrary representation. Then 1U is given by
the tuple (P,Q) with P i = 1ci×ci and Qi = 1ri×ri for all 1 ≤ i ≤ n, where
ci = dim(UCi

) and ri = dim(URi
). We obtain that

F (1U) = (1ri×ri)1≤i≤n = (1URi
)1≤i≤n.

Moreover, we have that F (U) = V = (Vi, Va)i∈Q0,a∈Q1 ∈ Ob(mod(Λ)) where
Vi = URi

. By de�nition, 1V = (1Vi)1≤i≤n = (1URi
)1≤i≤n. It follows that

F (1U) = 1F (U).

Finally, we show that F is well-de�ned. Let T and U be two arbitrary
XΛ−representations. Let V = F (U) and W = F (T ). By de�nition, V
and W are (Q,R∪RSp)−representations. Let θ = (P,Q) ∶ U Ð→ T ∈
Morph(Rep(XΛ)). It remains to show that

QjVa =WaQ
i (153)

for all a ∶ iÐ→ j ∈ Q1. To this end, recall that the commutativity relation

QiU i =W iP i (154)

is given for all 1 ≤ i ≤ n. Furthermore, we know that Qi is of lower triangular
block form, and that P i is of upper triangular block form. Let us examine
(153) for a ∶ iÐ→ j ∈ Qord

1 . Then Va and Wa are given by one of (I) (ii) - (v).
Depending on the relations, Ṽa and W̃a can be of block size (3 × 3), (2 × 3),
(3 × 2) or (2 × 2). Note that Ṽa and W̃a are of the same block form, though
the sizes of the blocks can di�er.

(ii) Let Va = Ṽa, Wa = W̃a. Then (153) is equivalent to Qj Ṽa = W̃aQ
i.

Consider the (3 × 3)−block form

⎛
⎜
⎝

0 0 0
0 0 0
1 0 0

⎞
⎟
⎠
.

for Ṽa and W̃a. Both Q
i and Qj are also of (3×3)−block form. Denote

their entries by qikl, q
j
kl, respectively, 1 ≤ k, l ≤ 3. It follows that (153)

is given if the following conditions hold:

qi12 = qi13 = 0, (155)

qj13 = q
j
23 = 0, (156)

qj33 = q
i
11. (157)
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The conditions (155) and (156) follow from the triangular block forms
of Qi and Qj . We have by construction that

Rj1 =̂ basis of im(a), (158)

Ri3 =̂ basis of Vi ⊖ ker(a). (159)

It follows that

Qi
Ri3,Ri3

= Qj
Rj1,Rj1

. (160)

Recall the order of the links in Ri and Rj : Ri1 > Ri2 > Ri3 and Rj1 >
Rj2 > Rj3. We obtain that qj33 = Q

j
Rj1,Rj1

and that qi11 = Qi
Ri3,Ri3

. It

follows that (157) is equivalent to (160).
Consider the (2 × 3)−block form

(0 0 0
1 0 0

) .

The block matrix Qj is of size (2 × 2); Qi is given by a (3 × 3)−block
matrix. We denote their entries again by qikl and q

j
kl. We obtain that

(153) holds if

qi12 = qi13 = 0, (161)

qj12 = 0, (162)

qj22 = q
i
11. (163)

By the triangular block forms of Qi and Qj we know that (161) and
(162) hold. The semichains Ri and Rj have length 3 and 2, respect-
ively. Condition (163) follows as above from Ri3 =̂ basis of Vi ⊖ ker(a)
and Rj1 =̂ basis of im(a).
Consider the (3 × 2)−block form

⎛
⎜
⎝

0 0
0 0
1 0

⎞
⎟
⎠
.

Then Qi is given by a (2×2)−block matrix, and Qj by a (3×3)−block
matrix. If the following conditions are satis�ed, then (153) holds:

qj13 = q
j
23 = 0, (164)

qi12 = 0, (165)

qi11 = q
j
33. (166)

We have Ri = {Ri1 > Ri2} and Rj = {Rj1 > Rj2 > Rj3}, where
Ri2 =̂ basis of Vi ⊖ ker(a) and Rj1 =̂ basis of im(a). Thus, (166) fol-

lows from Qi
Ri2,Ri2

= qi11 and Q
j
Rj1,Rj1

= qj33. The lower triangular block
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form of Qi and Qj implies (164) and (165).
Consider the (2 × 2)−block matrix

(0 0
1 0
)

for Ṽa and W̃a. Both Q
i and Qj are of block form (2 × 2). We obtain

that (153) is given under the following conditions:

qj12 = 0, (167)

qi12 = 0, (168)

qi11 = q
j
22. (169)

Similarly to the previous cases, (167) and (168) follow from the tri-
angular block forms of Qi and Qj . Both Ri and Rj consist each
of two links. In particular, we have that Ri2 =̂ basis of Vi ⊖ ker(a)
and Rj1 =̂ basis of im(a). This implies that Qi

Ri2,Ri2
= Qj

Rj1,Rj1
. By

Qi
Ri2,Ri2

= qi11 and Q
j
Rj1,Rj1

= qj22, (169) follows.

(iii) Let Va = Ṽa (U i)−1 and Wa = W̃a (T i)−1. Applying (154) to (153), the
latter is equivalent to

Qj Ṽa = W̃aP
i.

This equality implies similar conditions to the ones in (ii). These con-
ditions are satis�ed due to the block forms of Qj and P i and the block
correspondences given by σΛ(Rj1) = Ci3 (σΛ(Rj1) = Ci2, respectively).

(iv) Let Va = U j Ṽa and Wa = T jW̃a. Due to (154), (153) is equivalent to

P j Ṽa = W̃aQ
i.

It follows analgously to the previous cases that (153) holds under sim-
ilar conditions as in (iii). They are implied by the block form of Qi

and P j and the block correspondence given by the connection of Cj1

and Ri3 (Ri2, respectively) under σΛ.

(v) Let Va = U j ṼaU
i andWa = T jW̃aT

i. We obtain that (153) is equivalent
to

P j Ṽa = W̃aP
i

by (154). We obtain that (153) holds if similar conditions as in (ii) with
respect to P i and P j are satis�ed. Due to the triangular block forms
of P i and P j , we know that certain entries are zero. Furthermore, we
know that two blocks coincide since Cj1 and Ci3 (Ci2 respectively) are
connected by σΛ. This data con�rms that the conditions in doubt are
ful�lled.
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Proposition 5.3. The functor F is dense.

Proof. Let V = (Vi, Va)i∈Q0,a∈Q1 ∈ Ob(mod(Λ)). By construction of XΛ,
we have a correspondence between �ltrations on Vi arising from the arrows
a ∈ Q1 and semichains in XΛ. Thus, we can deduce from V a naturally
partitioned matrix

U i ∶ V c
i Ð→ V r

i

for each i ∈ Q0, where V
c
i ≅ V r

i ≅ Vi. In particular, V c
i is given in the basis

determined by the �ltration F
(j)
i that corresponds to S

(c)
i . Similarly, V r

i

is given in the basis determined by the �ltration F
(ȷ̄)
i which corresponds to

S
(r)
i , where j ≠ ȷ̄.

It follows that U i is a basis change matrix for all i ∈ Q0, partitioned according

to the �ltrations F
(j)
i and F

(ȷ̄)
i with bands indexed by the elements of the

corresponding semichains.
Set URi

= V r
i and UCi

= V c
i for all i ∈ Q0. Furthermore, take UX to be for any

X ∈ X0 the subspace given by the basis corresponding to X by the �ltration
associated to Ri (Ci).
By construction, we obtain for U = (U i, UX)i,X that F (U) ≅ V .

Proposition 5.4. The functor F is faithful.

Proof. Let θ = (P,Q) ∶ U Ð→ T ∈Morph(Rep(XΛ)) with F (θ) = 0. We have
by de�nition of F that F (θ) = (Qi)1≤i≤n. It follows that the Q−component
of θ is zero. Recall that QiU i = W iP i for all 1 ≤ i ≤ n, and that every U i

and every W i is invertible by construction. It follows that

P i = (W i)−1QiU i = 0

for all 1 ≤ i ≤ n. Thus, the P−component of θ is zero. We obtain that
θ = 0.

Proposition 5.5. The functor F is full.

Proof. Due to its technicality, we refer to Subsection 5.2 for the proof.

Theorem 5.6. The functor F ∶ Rep(XΛ)Ð→mod(Λ) gives and equivalence
of categories.

Proof. The proof follows from the Propositions 5.4, 5.3 and 5.5.
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5.2 Proof of Proposition 5.5

Let V and W be two (Q,R∪RSp)−representations and let f ∶ V Ð→ W be
a morphism. We want to show that there exists θ ∈ Morph(Rep(XΛ)) such
that F (θ) = f .
By Proposition 5.3, we know that there exist two XΛ−representations U and
X with F (U) = V and F (W ) =X. Set

Qi = fi, (170)

P i = (Xi)−1QiU i, (171)

for all 1 ≤ i ≤ n. Recall that the matrices in U and X are invertible by
construction. We claim that F (θ) = f for θ = (P,Q) with components as
described in (170) and (171).
Let i ∈ {1, . . . , n}. Assume without loss of generality that i ∈ Q0 is not
isolated. It follows by (171) that XiP i = QiU i. We show that the respective
other conditions of De�nition 4.63 are satis�ed for Qi and P i. We have the
following possibilities in Q on the vertex i:

(1) iε ::

(2) i
a // j

(3) k
b // i

(4) iε ::
a // j

(5) k
b // i εdd

(6) k
b // i

a // j with ab ≠ 0

(7) k
b // i

a // j with ab = 0

(8) k
b // i

a //

ε

��
j with ab = 0

(9) l
c

##
k

b // i
a // j with ab ≠ 0, ca = 0

(10) k
b // i

a //
d

""

j

p with ab ≠ 0, db = 0
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(11) l
c

##
k

b // i
a //
d

##

j with ab ≠ 0, dc ≠ 0, db = 0, ac = 0.

p

Thus, we regard commutativity relations with respect to the ordinary arrows
a, b, c and d, and with respect to the special arrow ε. We �rst compute
those commutativity relations. In order to do so, we distinguish the di�erent
possible semichain assignments according to (I), (ii) - (v) in the de�nition of
the functor F .

(Σ) Commutativity relations on vertex i with respect to ε ∶ i Ð→ i ∈ Sp.
By de�nition of f , the commutativity relation QiVε = WεQ

i holds.

Furthermore, we have that Vε = U iṼε (U i)−1 with

Ṽε = (
1 0
0 0
) . (172)

The maps Wε and W̃ε are of similar (block) form. Recall that the
equality XiP i = QiU i holds for all i. Thus, we can rewrite the com-
mutativity relation QiVε =WεQ

i to

P iṼε = W̃εP
i. (173)

Denote the entries of P i by pikl for 1 ≤ k, l ≤ 2. Inserting (172) and the
respective block form of W̃ε into (173) gives

(p
i
11 0
pi21 0

) = (p
i
11 pi12
0 0

) .

We obtain that P i is given by the following block form:

P i = (p
i
11 0
0 pi22

) . (174)

(A) Commutativity relations on vertex i with respect to a ∶ i Ð→ j. By
de�nition of f we have that

QjVa =WaQ
i. (175)

Recall that Va (Wa) is given in terms of Ṽa (W̃a). We distinguish the
following possibilities according to Table 1 and Table 2:

(ii) We consider Va = Ṽa ∶ URi
Ð→ URj

, Wa = W̃a ∶ XRi
Ð→ XRj

.
Hence, we can rewrite (175) to

Qj Ṽa = W̃aQ
i. (176)
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Let Ṽa and W̃a be given by (3 × 3)−matrices. They are both of
the block form

⎛
⎜
⎝

0 0 0
0 0 0
1 0 0

⎞
⎟
⎠

and give maps between �ltrations of the form (149) and (151).
Denote the entries of Qj by qjkl and those of Qi by qikl, 1,≤ k, l ≤ 3.
Equation (176) results in

⎛
⎜⎜
⎝

qj13 0 0

qj23 0 0

qj33 0 0

⎞
⎟⎟
⎠
=
⎛
⎜
⎝

0 0 0
0 0 0
qi11 qi12 qi13

⎞
⎟
⎠
.

Thus, the matrix Qi is of form

Qi =
⎛
⎜
⎝

qi11 0 0
qi21 qi22 qi23
qi31 qi32 qi33

⎞
⎟
⎠
. (177)

Furthermore, we have that qi11 = q
j
33.

Let Ṽa and W̃a be given by (2×3)−matrices. They describe maps
between �ltrations of the forms (149) and (150) and are of the
following block form:

(0 0 0
1 0 0

) .

The commutativity relation in (176) results in

(q
j
12 0 0

qj22 0 0
) = ( 0 0 0

qi11 qi12 qi13
) .

We obtain that Qi is of form (177) and that qj22 = qi11.
Let Ṽa and W̃a be given by (3 × 2)−matrices. Thus, they give
maps between �ltrations of the forms (148) and (151) and are of
the block form

⎛
⎜
⎝

0 0
0 0
1 0

⎞
⎟
⎠
.

We obtain by (176) that

⎛
⎜⎜
⎝

qj13 0

qj23 0

qj33 0

⎞
⎟⎟
⎠
=
⎛
⎜
⎝

0 0
0 0
qi11 qi12

⎞
⎟
⎠
.
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The blocks qj33 and qi11 are equal to each other. It also follows
that Qi is of the following block form:

Qi = (q
i
11 0
qi21 qi22

) . (178)

Finally, let Ṽa and W̃a be given by (2×2)−matrices which describe
maps between �ltrations of the forms (148) and (150). Their block
form is given by

(0 0
1 0
) .

The commutativity relation (176) gives

(q
j
12 0

qj22 0
) = ( 0 0

qi11 qi12
) .

It follows that qj22 = qi11. We obtain that Qi is of same block form
as in (178).

(iii) We consider Va = Ṽa (U i)−1, Wa = W̃a (Xi)−1. Thus, Ṽa is a map

between the vector spaces UCi
and URj

and similarly W̃a ∶XCi
Ð→

XRj
. We can rewrite (175) as follows:

Qj Ṽa (U i)−1 = W̃a (Xi)−1Qi.

Applying the commutativity relation QiU i = P iXi gives

Qj Ṽa (U i)−1 = W̃aP
i (U i)−1 .

Hence, it is enough to consider the commutativity relation

Qj Ṽa = W̃aP
i. (179)

Denote the entries of P i by pikl with k, l in the respective range.
We proceed similarly to case (ii). Let Ṽa and W̃a be (3×3)−matrices.
Their blockform is given by

⎛
⎜
⎝

0 0 0
0 0 0
0 0 1

⎞
⎟
⎠
.

We obtain from (179) that

⎛
⎜⎜
⎝

0 0 qj13
0 0 qj23
0 0 qj33

⎞
⎟⎟
⎠
=
⎛
⎜
⎝

0 0 0
0 0 0
pi31 pi32 pi33

⎞
⎟
⎠
.
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It follows that qj33 = pi33 and that P i is of form

P i =
⎛
⎜
⎝

pi11 pi12 pi13
pi21 pi22 pi23
0 0 pi33

⎞
⎟
⎠
. (180)

Let Ṽa and W̃a be given by (2 × 3)−matrices. They are of block
form

(0 0 0
0 0 1

) .

The equality (179) results in

(0 0 qj12
0 0 qj22

) = ( 0 0 0
pi31 pi32 pi33

) .

This equality yields that qj22 = pi33 and that P i is of same block
form as in (180).
Let Ṽa and W̃a be given by (3× 2)−matrices. Then they have the
following block form:

⎛
⎜
⎝

0 0
0 0
0 1

⎞
⎟
⎠
.

We obtain by (179) that

⎛
⎜⎜
⎝

0 qj13
0 qj23
0 qj33

⎞
⎟⎟
⎠
=
⎛
⎜
⎝

0 0
0 0
pi21 pi22

⎞
⎟
⎠
.

It follows that qj33 = pi22 and that P i is given by

P i = (p
i
11 pi12
0 pi22

) . (181)

Let Ṽa and W̃a be given by a (2 × 2)−block matrix of the form

(0 0
0 1
) .

The equality in (179) results in

(0 qj12
0 qj22

) = ( 0 0
pi21 pi22

) .

Thus, we have that qj22 = pi22 and P i has block form as in (181).
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(iv) Let Va = U j Ṽa, Wa = XjW̃a. We have that Ṽa ∶ URi
Ð→ UCj

and W̃a ∶ XRi
Ð→ XCj

. We rewrite (175) to QjU j Ṽa = XjW̃aQ
i.

Applying the relation QjU j = XjP j to the left hand side, yields
that (175) is equivalent to

P j Ṽa = W̃aQ
i. (182)

Let Ṽa and W̃a be given by (3 × 3)−block matrices. They are of
the form

⎛
⎜
⎝

1 0 0
0 0 0
0 0 0

⎞
⎟
⎠
.

The commutativity relation (182) results in

⎛
⎜⎜
⎝

pj11 0 0

pj21 0 0

pj31 0 0

⎞
⎟⎟
⎠
=
⎛
⎜
⎝

qi11 qi12 qi13
0 0 0
0 0 0

⎞
⎟
⎠
.

We obtain that qi11 = p
j
11. Moreover, Qi is of the block form

Qi =
⎛
⎜
⎝

qi11 0 0
qi21 qi22 qi23
qi31 qi32 qi33

⎞
⎟
⎠
. (183)

Let now Ṽa and W̃a be given by (2 × 3)−block matrices. Their
block form is given by

(1 0 0
0 0 0

) .

We obtain by (182) the equality

(p
j
11 0 0

pj21 0 0
) = (q

i
11 qi12 qi13
0 0 0

) .

It follows that pj11 = qi11 and that Qi is of the same block form as
in (183).
Let Ṽa and W̃a be given by the (3 × 2)−block matrices

⎛
⎜
⎝

1 0
0 0
0 0

⎞
⎟
⎠
.
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We obtain by the commutativity relation (182) that

⎛
⎜⎜
⎝

pj11 0

pj21 0

pj31 0

⎞
⎟⎟
⎠
=
⎛
⎜
⎝

qi11 qi12
0 0
0 0

⎞
⎟
⎠
.

Thus, the blocks qi11 and p
j
11 coincide. We obtain also that Qi has

block form

Qi = (q
i
11 0
qi21 qi22

) . (184)

Finally, let Ṽa and W̃a be given by (2 × 2)−block matrices of the
form

(1 0
0 0
) .

Then (182) results in

(p
j
11 0

pj21 0
) = (q

i
11 qi12
0 0

) .

We obtain that qi11 = p
j
11 and that Qi has block form as in (184).

(v) Let Va = U j Ṽa (U i)−1, Wa = XjW̃a (Xi)−1. We obtain that Ṽa ∶
UCi
Ð→ UCj

and W̃a ∶ XCi
Ð→ XCj

. Furthermore, (175) can

be rewritten to QjU j Ṽa (U i)−1 = XjW̃a (Xi)−1Qi. Applying the

commutativity relation QjU j = XjP j to the left hand side, and
QiU i =XiP i to the right hand side, yields that (175) is equivalent
to

P j Ṽa = W̃aP
i. (185)

Let Ṽa and W̃a be given by (3 × 3)−block matrices. They are of
the form

⎛
⎜
⎝

0 0 1
0 0 0
0 0 0

⎞
⎟
⎠
.

Inserting this matrix in the respective positions in (185) gives

⎛
⎜⎜
⎝

0 0 pj11
0 0 pj21
0 0 pj31

⎞
⎟⎟
⎠
=
⎛
⎜
⎝

pi31 pi32 pi33
0 0 0
0 0 0

⎞
⎟
⎠
.
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We obtain that pj11 = pi33 and that

P i =
⎛
⎜
⎝

pi11 pi12 pi13
pi21 pi22 pi23
0 0 pi33

⎞
⎟
⎠
. (186)

Let Ṽa and W̃a be given by (2 × 3)−block matrices. They are of
the form

(0 0 1
0 0 0

) .

Thus, (185) results in

(0 0 pj11
0 0 pj21

) = (p
i
31 pi32 pi33
0 0 0

) .

We obtain that pj11 = pi32 and that P i is given by a block form as
in (186).
Let Ṽa and W̃a be given by (3 × 2)−block matrices:

⎛
⎜
⎝

0 1
0 0
0 0

⎞
⎟
⎠
.

We obtain by (185) the equality

⎛
⎜⎜
⎝

0 pj11
0 pj21
0 pj31

⎞
⎟⎟
⎠
=
⎛
⎜
⎝

pi21 pi22
0 0
0 0

⎞
⎟
⎠
.

It follows that pj11 = pi22 and that the block form of P i is given by

P i = (p
i
11 pi12
0 pi22

) . (187)

Let Ṽa and W̃a be given by block matrices of block sizes 2 × 2:

(0 1
0 0
) .

The equality (185) results in

(0 pj11
0 pj21

) = (p
i
21 pi22
0 0

) .

We obtain that pj11 = pi22 and that P i is of block form as in (187).
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(B) Commutativity relations on vertex i with respect to b ∶ k Ð→ i ∈ Qord
1 .

This case is analogous to case (A). Note in particular that Ṽb is given
by the same block forms as Ṽa in case (A). Due to the analogy, we only
give the results of the calculations:

(ii) We consider Vb = Ṽb, Wb = W̃b. We obtain for Ṽb and W̃b both
given by a (3 × 3)− or (3 × 2)−block matrix, that Qi is of the
following block form:

Qi =
⎛
⎜
⎝

qi11 qi12 0
qi21 qi22 0
qi31 qi32 qi33

⎞
⎟
⎠
.

Furthermore, we get in both cases that qi33 = qk11. Let Ṽb and W̃b

be both given by a (2 × 3)− or (2 × 2)− block matrix. Then we
obtain that

Qi = (q
i
11 0
qi21 qi22

)

and the equality qi22 = qk11.
(iii) Let Vb = Ṽb (Uk)−1,Wb = W̃b (Xk)−1. Let Ṽb and W̃b be both given

by a (3 × 3)− or (3 × 2)−block matrix. We obtain the following
block form of Qi:

Qi =
⎛
⎜
⎝

qi11 qi12 0
qi21 qi22 0
qi31 qi32 qi33

⎞
⎟
⎠
.

If Ṽb and W̃b are both given by (3 × 3)−block matrices, we have
that qi33 = pk33. If Ṽb and W̃b are of size 3×2, we get that qi33 = pk22.
If Ṽb and W̃b are both given by a (2×3)− or (2×2)−block matrix,
then Qi is of the following block form:

Qi = (q
i
11 0
qi21 qi22

) .

Moreover, we obtain that qi22 = pk33 if Ṽb and W̃b are (2×3)−block
matrices, and that qi22 = pk22 if Ṽb and W̃b are (2 × 2)−matrices.

(iv) We consider Vb = U iṼb and Wb =XiW̃b. Let Ṽb, W̃b be both given
by a (3 × 3)− or (3 × 2)−matrix. Then P i is given by

P i =
⎛
⎜
⎝

pi11 pi12 pi13
0 pi22 pi23
0 pi32 pi33

⎞
⎟
⎠
.
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We obtain also that pi11 = qk11 in both cases.
Let now Ṽb and W̃b both be given by a (2 × 3)− or (2 × 2)−block
matrix. Then we obtain the following block form of P i:

P i = (p
i
11 pi12
0 pi22

) .

Furthermore, we get again the equality pi11 = qk11 in both cases.

(v) Let Vb = U iṼb (Uk)−1, Wb = XiW̃b (Xk)−1. We obtain for Ṽb, W̃b

both given by (3 × 3)− or (3 × 2)−block matrices that

P i =
⎛
⎜
⎝

pi11 pi12 pi13
0 pi22 pi23
0 pi32 pi33

⎞
⎟
⎠
.

Additionally, we obtain the equality pi11 = pk33 in the (3× 3)−case,
and pi11 = pk22 in the (3 × 2)−case.
Let Ṽb, W̃b be given by (2 × 3)− or (2 × 2)−block matrices. Then
the block form of P i is given by

P i = (p
i
11 pi12
0 pi22

) .

Moreover, we obtain that pi11 = pk33 if Ṽb, W̃b are of size (2 × 3),
and pi11 = pk22 if Ṽb, W̃b are of size (2 × 2).

(C) Commutativity relations on vertex i with respect to c ∶ l Ð→ i ∈ Qord
1 .

We only consider Vc, Wc in the cases (7) and (9). Thus, we know
that Ṽc terminates in Vi with basis given according to the �ltration
0 ⊂ im(c) ⊂ ker(a) ⊂ Vi. Thus, the terminating vector space of Ṽc
coincides with the starting vector space of Ṽa. It follows that Ṽc is given
by a (3 × 3)− or (3 × 2)−block matrix. The same follows analogously
for W̃c. Proceeding anlaogously to (A) results in the following forms
of Qi and P i (for both choices of Ṽc and W̃c):

(ii) Let Vc = Ṽc, Wc = W̃c. We obtain

Qi =
⎛
⎜
⎝

qi11 qi12 0
qi21 qi22 0
qi31 qi32 qi33

⎞
⎟
⎠

(188)

and the equality qi33 = ql11.
(iii) Let Vc = Ṽc (U l)−1, Wc = W̃c (X l)−1. Then Qi is of the block

form given in (188). Moreover, we obtain that qi33 = pl33 for the
(3×3)−block matrix Ṽb, and q

i
33 = pl22 for the (3×2)−block matrix.
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(iv) Let Vc = U iṼc, Wc =XiW̃c. Then we have that

P i =
⎛
⎜
⎝

pi11 pi12 pi13
0 pi22 pi23
0 pi32 pi33

⎞
⎟
⎠
. (189)

It also follows that pi11 = ql11.
(v) Let Vc = U iṼc (U l)−1, Wc = XiW̃c (X l)−1. We obtain that P i is

of the block form (189). If Ṽb, W̃b are given by a (3 × 3)−matrix,
we have that pi11 = pl33. In the other case we get that pi11 = pl22.

(D) Commutativity relations on vertex i with respect to d ∶ i Ð→ p ∈ Qord
1 .

We consider Vd and Wd in the cases (8) and (9). Thus, Ṽd starts in
Vi with basis according to the �ltration 0 ⊂ im(b) ⊂ ker(d) ⊂ Vi. It
follows that Ṽb terminates in the same vector space in which Ṽd starts.
Because of this, Ṽd is given by a (2 × 3)− or (3 × 3)−block matrix. We
obtain similar results for W̃d. Proceeding analogously to (A) results in
the following block matrices for Qi and P i (for both choices of Ṽd, W̃d

in each case):

(ii) We consider Vd = Ṽd, Wd = W̃d. Then Q
i is given by

Qi =
⎛
⎜
⎝

qi11 0 0
qi21 qi22 qi23
qi31 qi32 qi33

⎞
⎟
⎠
. (190)

We obtain that qi11 = q
p
33 if Ṽb, W̃b are of size (3 × 3). If Ṽb, W̃b

are (2× 3)−matrices, the respective equality is given by qi11 = q
p
22.

(iii) Let Vd = Ṽd (U i)−1, Wd = W̃d (Xi)−1. We obtain

P i =
⎛
⎜
⎝

qi11 qi12 qi13
qi21 qi22 qi23
0 0 qi33

⎞
⎟
⎠

(191)

and the equality pi33 = q
p
33 if Ṽb, W̃b are given by square matrices,

and pi33 = q
p
22 if Ṽb, W̃b are non-square.

(iv) We consider Vd = UpṼd,Wd =XpW̃d. Then Q
i has the same block

form as in (190). Furthermore, it follows that pp11 = qi11 in both
cases.

(v) Let Vd = UpṼd (U i)−1, Wd = XpW̃d (Xi)−1. Then P i has block

form as in (191) and pp11 = pi33.

With the information gathered in (Σ), (A) - (D), we are now able to analyse
the shape and correspondences within blocks of Qi and P i in all ten cases.
We want the following properties:
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● QiU i =W iP i

● Qi is of lower triangular block form

● P i is of upper triangular block form (diagonal form with respect to ε)

● Let X denote the link corresponding to the basis of the image of a (b,
c, d, respectively) and let Y denote the link corresponding to a basis
of the starting vector space without the basis of the kernel of a (b, c, d,
respectively). We know that σΛ(X) = Y . Then the respective blocks
in Qi, P i and Qj , P j (Qk, P k, Ql, P l, Qp, P p, respectivley) coincide.

The �rst property follows by the de�nition of P i in (171). The last property
is given by the block equalities named in (A) - (D), (ii) - (v). We deduce
the shapes of Qi and P i in each of the cases (1) - (10) from the information
given by the computations (A) - (D) and (Σ):

(1) In this case, ε is the only arrow incident to the vertex i. It follows
from (174) in (Σ) that P i has the required diagonal block form. By
construction, ε determines the basis of UCi

. The basis of URi
is given by

the standard basis which corresponds to the only link of the semichain
Ri. Thus, Q

i is given by a (1)−block matrix and we are done.

(2) In this case, we either have that Ṽa and W̃a are both given by a (2×2)−
or a (3×2)−matrix. It follows from (A) that we obtain for the cases (ii)

and (iv) that Qi is of the form Qi = (q
i
11 0
qi21 qi22

). The second �ltration

on the vertex i is the standard �ltration. It follows that the P i is a
(1 × 1)−matrix and thus ful�lls the requirements.

Similarly, we have for the cases (iii) and (v) that P i = (p
i
11 0
0 pi22

), and

that Qi is a (1 × 1)−matrix.

(3) This case is analogous to case (2).

(4) The starting and terminating vector space of Ṽε are given by UCi
. The

starting vector space of Ṽa di�ers from it and is given by URi
. It follows

that we only combine (A) (ii) and (iv) with (Σ):

(A) give (Σ) gives results in

(ii)/(iv) qi12 = 0 qi12 = qi21 = 0 Qi = (q
i
11 0
qi21 qi22

), P i = (p
i
11 0
0 pi22

).

We see that Qi and P i satisfy the required conditions on their block
form.
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(5) The terminating vector space of Ṽb is given by URi
, and the same

property holds for W̃b. Thus, we combine (B) (ii) and (iii) with (Σ)
and obtain analogously to (4) that Qi and P i are of the required from.

(6) Note that the terminating vector space of Ṽb is given in a di�erent basis
than the starting vector space of Ṽa. Thus, we can have the following
combinations of (A) and (B):

(A) (ii) with (B) (iv),(v)
(A) (iii) with (B) (ii),(iii)
(A) (iv) with (B) (iv),(v)
(A) (v) with (B) (ii),(iii).

Recall that Ṽa starts in UCi
in the cases (iii) and (v). It starts in URi

in the cases (ii) and (iv). The terminating vector spaces are given for
Ṽb similarly: in the cases (iv) and (v) it is given by UCi

and in (ii) and
(iii) by URi

. Summing up the results gives

(A) give(s) (B) give(s) results in

(ii)/(iv) qi12 = 0 (iv)/(v) pi21 = 0 Qi = (q
i
11 0
qi21 qi22

), P i = (p
i
11 pi12
0 pi22

)

(iii)/(v) pi21 = 0 (ii)/(iii) qi12 = 0 Qi = (q
i
11 0
qi21 qi22

), P i = (p
i
11 pi12
0 pi22

)

We can see in the table above that Qi and P i have in each combination
the required form.

(7) We have in contrast to (6) that the terminating vector space of Ṽb and
the starting vector space of Ṽa coincide. Note that Ṽa is given by a
(2 × 3)− or (3 × 3)−block matrix. The map Ṽb is given by a (3 × 2)−
or (3×3)−block matrix. This allows the following combinations of (A)
and (B) and gives the respective information:

(A) give(s) (B) give(s)

(ii)/(iv) qi12 = qi13 = 0 (ii)/(iii) qi13 = qi23 = 0
(iii)/(v) pi31 = pi32 = 0 (iv)/(v) pi21 = pi31 = 0.

The vector space whose basis is not determined by the �ltration 0 ⊂
im(b) ⊂ ker(a) ⊂ Vi, is given by the standard basis. The map inheriting
its block structure from this vector space is given by a (1× 1)−matrix.
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Summarising, we obtain the following block forms:

(A) (ii) and (iv): Qi =
⎛
⎜
⎝

qi11 0 0
qi21 qi22 0
qi31 qi32 qi33

⎞
⎟
⎠
, P i = (pi11)

(A) (iii) and (v): Qi = (qi11), P i =
⎛
⎜
⎝

pi11 pi12 pi13
0 pi22 pi23
0 0 pi33

⎞
⎟
⎠
.

(8) This case is analogous to the cases (4) and (7) combined. This implies
that we consider the combinations from (7) for (A) (ii) and (iv). We
obtain for all those combinations that

Qi =
⎛
⎜
⎝

qi11 0 0
qi21 qi22 0
qi31 qi32 qi33

⎞
⎟
⎠
.

In contrast to (7), the matrix P i is not given by one block, but is
determined by Ṽε as in (3):

P i = (p
i
11 0
0 pi22

) .

(9) Note that we have the same combinations of (A) and (B) as in (6). The
terminating vector space of Ṽc coincides with the starting vector space
of Ṽa. We obtain for (A) and (C) the following possible combinations:

(A) (ii) with (C) (ii),(iii)
(A) (iii) with (C) (iv), (v)
(A) (iv) with (C) (ii),(iii)
(A) (v) with (C) (iv), (v).

We sum up the information in the following table:

(A) give(s) (B) give(s) (C) give(s)

(ii)/(iv) qi12 = qi13 = 0 (iv)/(iii) pi21 = qi23 = 0 (ii)/(iii) qi13 = 0
(iii)/(v) pi31 = pi32 = 0 (ii)/(iii) qi12 = 0 (iv)/(v) pi21 = pi31 = 0

We obtain the block forms

(A) (ii) and (iv): Qi =
⎛
⎜
⎝

qi11 0 0
qi21 qi22 0
qi31 qi32 qi33

⎞
⎟
⎠
, P i = (p

i
11 pi12
0 pi22

) (192)

(A) (iii) and (v): Qi = (q
i
11 0
qi21 qi22

) , P i =
⎛
⎜
⎝

pi11 pi12 pi13
0 pi22 pi23
0 0 pi33

⎞
⎟
⎠

(193)

which are of the wanted form.
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(10) We consider the same combinations of (A) and (B) as in (6). The
following combinations are allowed for (B) and (D):

(B) (ii) with (D) (ii),(iv)
(B) (iii) with (D) (ii), (iv)
(B) (iv) with (D) (iii),(v)
(B) (v) with (D) (iii), (v).

We sum up the information obtained from the commutativities of the
respective possible combinations:

(A) give(s) (B) give(s) (D) give(s)

(ii)/(iv) qi21 = 0 (iv)/(v) pi21 = pi31 = 0 (iii)/(v) pi31 = pi32 = 0
(iii)/(v) pi21 = 0 (ii)/(iii) qi13 = qi23 = 0 (ii)/(iv) qi12 = qi13 = 0

We obtain the block forms

(A) (ii) and (iv): Qi = (q
i
11 0
qi21 qi22

), P i =
⎛
⎜
⎝

pi11 pi12 pi13
0 pi22 pi23
0 0 pi33

⎞
⎟
⎠

(A) (iii) and (v): Qi =
⎛
⎜
⎝

qi11 0 0
qi21 qi22 0
qi31 qi32 qi33

⎞
⎟
⎠
, P i = (p

i
11 pi12
0 pi22

).

The block matrix Qi is of lower triangular and P i of upper triangular
form. Thus, they satisfy the condition.

(11) This case is a combination of the cases (9) (with respect to the arrows
c and a) and (10) (with respect to the arrows b and d). Thus, we
consider the same combinations of (A) and (C) ((B) and (D)) as in (9)
((10)). We sum up the information obtained from those combinations:

(A) give(s) (B) give(s) (C) give(s) (D) give(s)

(ii)/(iv)
qi12 = 0
qi13 = 0

(iv)/(v)
pi21 = 0
pi31 = 0

(ii)/(iii)
qi13 = 0
qi23 = 0

(iii)/(v)
pi31 = 0
pi32 = 0

(iii)/(v)
pi31 = 0
pi32 = 0

(ii)/(iii)
qi13 = 0
qi23 = 0

(iv)/(v)
pi21 = 0
pi31 = 0

(ii)/(iv)
qi12 = 0
qi13 = 0

In combination, this data results for (A) (ii)-(v) in the following block
forms of P i and Qi:

Qi =
⎛
⎜
⎝

qi11 0 0
qi21 qi22 0
qi31 qi32 qi33

⎞
⎟
⎠
, P i

⎛
⎜
⎝

pi11 pi12 pi13
0 pi22 pi23
0 0 qi33

⎞
⎟
⎠
.

We see that they are both of the required lower and respectively upper
triangular block form.
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5.3 On the computation of inverses

Let U be a X0−representation and let U i be one of the linear maps of U ,
i ∈ {1, . . . , n}. In this section, we describe how to obtain the inverse of U i.
Recall that U i is invertible by construction.
We observe at �rst that any row and any column band of U i consists of
maximal two non-zero block entries and at least one non-zero block entry.
Recall that we only obtain elementary subchains of length 2 or 3. Any link x
(y) which is not contained in an elementary subchain of length 3 thus gives
a row (column) consisting of exactly one non-zero entry. Let x and y be
contained in the elementary subchain ex,y(g) of length 2. We have that

U i(x, z) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

1 if z = y and ex,y(g) ≠ e2(g),
Fφ if z = y and ex,y(g) = e2(g),
0 else,

U i(z, y) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

1 if z = x and ex,y(g) ≠ e2(g),
Fφ if z = x and ex,y(g) = e2(g),
0 else.

For any elementary subchain of length 3, we consider several entries in U i.
Any elementary subchain of the form

x −←ÐÐy ∼ z − a

with y, z ∈ Ci, x, a ∈Ri, results in the following entries in U i:

y z

x 1 1
a 0 1

or

y z

a 0 1
x 1 1

(194)

An elementary subchain of the form

w −ÐÐ→x ∼ y − z

with x, y ∈ Ci and w, z ∈Ri gives the following entries in U i:

x y

w 1 0
z 1 1

or

x y

z 1 1
w 1 0

(195)

In case of an L−cycle, the elementary subchain e2(g) can be involved. If
e2(g) = z − a, then x −←ÐÐy ∼ z − a results in the following entries in U i:

y z

x 1 1
a 0 Fφ

or

y z

a 0 Fφ

x 1 1

(196)
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The elementary subchain w −ÐÐ→x ∼ y − z with e2(g) = w − x gives

x y

w Fφ 0
z 1 1

or

x y

z 1 1
w Fφ 0

(197)

Note that the entries described in (194) - (197) do not have to arise in one
block as depicted here. The entries can be separated by several columns or
rows. In order to compute the inverse of U i, we can rearrange the columns
and rows such that the non-zero entries are given by blocks as described
above (i.e. the respective entries are not separated by zero entries). Those
blocks lie on the diagonal. We denote the rearranged matrix by U i and
neglect any band structure for this matrix. In order to compute the inverse
of U i, it is enough to compute the inverses of the respective blocks:

(1 1
0 1
)
−1

= (1 −1
0 1

) , (0 1
1 1
)
−1

= (−1 1
1 0
) (198)

(1 0
1 1
)
−1

= ( 1 0
−1 1

) , (1 1
1 0
)
−1

= (0 1
1 −1) (199)

(1 1
0 Fφ

)
−1

= (1 −F−1φ

0 F−1φ
) , (0 Fφ

1 1
)
−1

= (−F
−1
φ 1

Fφ 0
) (200)

(Fφ 0
1 1

)
−1

= ( F−1φ 0

−F−1φ 1
) ( 1 1

Fφ 0
)
−1

= (0 F−1φ

1 −F−1φ
) . (201)

Rearranging the rows and columns of (U i)−1 back to the order given in U i,

we obtain (U i)−1 with the band structure deduced from U i.

Example 5.7. Let Λ be given as in Example 2.3.1. by the quiver

1ε 99 aee

with Sp = {ε}, R = {a2}.
(i) Let w = ε∗aε∗ be an asymmetric string. Its corrsponding L−chain is

given by

gw ∶ R12 Cε∗ Cε∗ R11 R13 Cε∗ Cε∗ R12
x0 x1 x2 x3 x4 x5 x6 x7

The X0−representation U(gw) has one matrix U1. It is given by

U1 =

x1 x5 x2 x6
x4 0 1 0 1
x0 1 0 1 0
x7 0 0 0 1
x3 0 0 1 0
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We consider the following U1:

U1 =

x1 x2 x5 x6
x0 1 1 0 0
x3 0 1 0 0
x7 0 0 0 1
x4 0 0 1 1

Applying (198) to the respective blocks yields

(U1)−1 =

x0 x3 x7 x4
x1 1 −1 0 0
x2 0 1 0 0
x5 0 0 −1 1
x4 0 0 1 0

We obtain be reodering of the columns and rows:

U1 =

x4 x0 x7 x3
x1 0 1 0 −1
x5 1 0 −1 0
x2 0 0 0 1
x6 0 0 1 0

(ii) Let wZ be a symmetric band with ŵp = ε∗aε∗a−1. Its corresponding
L−cycle is given by

gwZ ∶ Cε∗ Cε∗ R11 R13 Cε∗ Cε∗ R13 R11

x0 x1 x2 x3 x4 x5 x6 x7

We obtain

U1 =

x0 x4 x1 x5
x3 0 1 0 1
x6 0 0 0 1
x2 0 0 Fφ 0
x7 1 0 1 0

We rearrange as follows:

U1 =

x5 x4 x1 x0
x3 1 1 0 0
x6 1 0 0 0
x2 0 0 Fφ 0
x7 0 0 1 1
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and compute its inverse according to (199) and (201):

(U1)−1 =

x3 x6 x2 x7
x5 0 1 0 0
x4 1 −1 0 0
x1 0 0 F−1φ 0

x0 0 0 −F−1φ 1

Arranging the rows and columns according to U1 gives

(U1)−1 =

x3 x6 x2 x7
x0 0 0 −F−1φ 1

x4 1 −1 0 0
x1 0 0 F−1φ 0

x5 0 1 0 0

Remark 5.8. Keep in mind that U i must not always be unique. Consider
again Example 5.7 (ii). In U1, we can also switch the columns x5 and x4
and the rows x7 and x2. Then we obtain the matrix

(U1)′ =

x4 x5 x1 x0
x3 1 1 0 0
x6 0 1 0 0
x7 0 0 1 1
x2 0 0 Fφ 0

Its inverse is given by

[(U1)′]
−1
=

x3 x6 x7 x2
x4 1 −1 0 0
x5 0 1 0 0
x1 0 0 0 F −1φ

x0 0 0 1 −F −1φ

Rearranging its rows and columns back, we obtain the same (U1)−1 as in the
example.
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5.4 The image of F in terms of strings and bands

We analyse in this section the modules in the image of F in terms of strings
and bands as de�ned in Subsection 3.2. Recall that an α−relation in an
L−graph corresponds to a letter wi. A β−relation indicates a change between
the bases according to the two constructed �ltrations of Vi. Thus, we are
especially interested in the α−relations of the L−graph. In particular, we
want to examine the entries in the matrix which come from links incident to
the α−relations and see what happens to them under the action of F .
Keep in mind that we are going to compose the results in the notation of
strings and bands and thus also change within the proofs to this notation at
some point.

Lemma 5.9. Let g be an L−graph and denote by Us(g) (U(g, V )) a corres-
ponding representation where V is - in case of g being a cycle - the vector
space given according to some φ in the construction, and some s such that
ψs ∈ Ψ(g).

(i) Any subchain of the form xi−1 − ÐÐÐÐÐ→xi ∼ xi+1 − xi+2 of g that, in case
of a cycle, does not contain e2(g), results in the following action in
F (Us(g)) (F (U(g, V ))):

xi−1
ε̄=−1Ð→ xi+2 if g is an L − chain with ψs(xi) = 1, ψs(xi+1) = −1,

xi−1
ε=−1Ð→ xi+2 if g is an L − chain with ψs(xi) = −1, ψs(xi+1) = 1,

Vi−1
ε̄=−1Ð→ Vi+2 if g is an L − cycle, with Vi−1, Vi+2 disjoint copies of V,

(ii) Any subchain of the form xi−1 − ←ÐÐÐÐÐxi ∼ xi+1 − xi+2 of g that, in case
of a cycle, does not contain e2(g), results in the following action in
F (Us(g)) (F (U(g, V ))):

xi−1
ε=−1←Ð xi+2 if g is an L − chain with ψs(xi) = 1, ψs(xi+1) = −1,

xi−1
ε̄=−1←Ð xi+2 if g is an L − chain with ψs(xi) = −1, ψs(xi+1) = 1,

Vi−1
ε=−1←Ð Vi+2 if g is an L − cycle, with Vi−1, Vi+2 disjoint copies of V

Proof. Recall that Vε = U iṼε (U i)−1 where i = s(ε) and U i belongs to Us(g)
(U(g, V )). Denote by M(xi, xj) the entry in a matrix M in the row indexed
by xi and in the column indexed by xj . In case of an L−cycle, this entry is a
block of size deg(φ)×deg(φ). We show the statement for g an L−chain. The
proof for g an L−cycle is analaogous. Recall that any ψ ∈ Ψ(g) is uniquely
de�ned for L−cycles (Subsection 4.1.4).

(i) Let �rst ψs(xi) = 1 and ψs(xi+1) = −1. Note that there do not exist
elementary subchains of type 4 for XΛ (see Remark 4.73). Thus, we
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can determine the respective entries in U i, (U i)−1 and Ṽε (see Section
5.3):

U i(xi−1, x) =
⎧⎪⎪⎨⎪⎪⎩

1 if x = xi,
0 else,

U i(xi+2, x) =
⎧⎪⎪⎨⎪⎪⎩

1 if x ∈ {xi, xi+1},
0 else,

U i(x,xi) =
⎧⎪⎪⎨⎪⎪⎩

1 if x ∈ {xi−1, xi+2},
0 else,

U i(x,xi+1) =
⎧⎪⎪⎨⎪⎪⎩

1 if x = xi+2,
0 else,

(202)

Ṽε(x, y) =
⎧⎪⎪⎨⎪⎪⎩

1 if x = y ∈ P (C+ε∗),
0 else,

(203)

(U i)−1 (xi, x) =
⎧⎪⎪⎨⎪⎪⎩

1 if x = xi−1,
0 else,

(204)

(U i)−1 (xi+1, x) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

−1 if x = xi−1,
1 if x = xi+2},
0 else,

(205)

(U i)−1 (x,xi−1) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

1 if x = xi,
−1 if x = xi−1,
0 else,

(206)

(U i)−1 (x,xi+2) =
⎧⎪⎪⎨⎪⎪⎩

1 if x = xi+1,
0 else.

(207)
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We compute Ṽε (U i)−1 and denote its entries by (⋅, ⋅):

(xi, x) =∑
l

Ṽε(xi, l) (U i)−1 (l, x) = (U i)−1 (xi, x) =
⎧⎪⎪⎨⎪⎪⎩

1 if x = xi−1,
0 else,

(208)

(xi+1, xi) =∑
l

Ṽε(xi+1, l) (U i)−1 (l, x) = 0, (209)

(x,xi−1) =∑
l

Ṽε(x, l) (U i)−1 (l, xi−1) (210)

= Ṽε(x,xi) − Ṽε(x,xi+1) =
⎧⎪⎪⎨⎪⎪⎩

1 if x = xi
0 else

, (211)

(x,xi+2) =∑
l

Ṽε(x, l) (U i)−1 (l, xi+2) (212)

= Ṽε(x,xi+1) = 0. (213)

Applying (208)-(213), we compute Vε = U iṼε (U i)−1:

Vε(xi−1, x) =∑
l

U i(xi−1, l)(l, x) = (xi, x) =
⎧⎪⎪⎨⎪⎪⎩

1 if x = xi−1,
0 else,

Vε(x,xi−1) =∑
l

U i(x, l)(l, xi−1) =
⎧⎪⎪⎨⎪⎪⎩

1 if x ∈ {xi−1, xi+2},
0 else,

Vε(xi+2, x) =∑
l

U i(xi+2, l)(l, x)

= (xi, x) + (xi+1, x) =
⎧⎪⎪⎨⎪⎪⎩

1 if x = xi−1,
0 else,

Vε(x,xi+2) =∑
l

U i(x, l)(l, xi+2) = 0.

We see that ε acts as follows on the basis element xi−1 of Vi:

xi−1
εÐ→ xi−1 + xi+2. (214)

We can rewrite (214) to

xi−1
ε̄Ð→ −xi+2

which gives the statement.

Let now ψ(xi) = −1 and ψ(xi+1) = 1. Proceeding analogously to the
�rst part, we obtain that

xi−1
εÐ→ −xi+2
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(ii) The statement follows analogously to (i). For ψs(xi) = 1 and ψs(xi+1) =
−1, the entries of interest in U i and (U i)−1 are given as follows:

U i(xi−1, x) =
⎧⎪⎪⎨⎪⎪⎩

1 if x ∈ {xi, xi+1},
0 else,

U i(xi+2, x) =
⎧⎪⎪⎨⎪⎪⎩

1 if x = xi+1,
0 else,

U i(x,xi) =
⎧⎪⎪⎨⎪⎪⎩

1 if x = xi−1,
0 else,

U i(x,xi+1) =
⎧⎪⎪⎨⎪⎪⎩

1 if x ∈ {xi−1, xi+2},
0 else,

(U i)−1 (xi, x) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

−1 if x = xi+2,
1 if x = xi,

0 else,

(U i)−1 (xi+1, x) =
⎧⎪⎪⎨⎪⎪⎩

1 if x = xi+2},
0 else,

(U i)−1 (x,xi−1) =
⎧⎪⎪⎨⎪⎪⎩

1 if x = xi,
0 else,

(U i)−1 (x,xi+2) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

−1 if x = xi,
1 if x = xi+1,
0 else.

Computing Vε results in

xi+2
εÐ→ −xi−1.

Similarly, we obtain in the case ψs(xi) = −1, ψ(xi+1) = 1 that

xi+2
ε̄Ð→ −xi−1.

Remark 5.10. Note that the case ψs(xi) = −1, ψs(xi+1) = 1 only occurs for
L−chains g with two double ends when using the method described in Remark
4.58 in order to construct the X−representation Us(g, p). We observe that we
either have ψs(xi) = −1, ψs(xi+1) = 1 or ψs(xi) = 1, ψs(xi+1) = −1 for such
L−chains. This is due to the de�nition of the maps ψ∗s (g) for the L−chain
g: ψ∗s (x∗i ) = −ψs(xm+1−i) (see Remark 4.49) where x∗i ∈ g∗0 , xm+1−i ∈ g0, and
we have in particular that x∗i = xm+1−i (see De�nition 4.22).
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Lemma 5.11. Let g be an L−graph and denote by U(g) (U(g, V )) a
corresponding representation where V describes - in case of g being an
L−cycle - the vector space corresponding to some φ in the construction.
Let xi =̂ basis of im(a) and xi+1 =̂ basis of Vi ⊖ ker(a) be two links in
g0, where a ∶ iÐ→ j ∈ Qord

1 .

(i) Let xi, xi+1 ∈ C. Then any subchain of the form xi−1 − xi ∼ xi+1 − xi+2
of g that, in case of a cycle, does not contain e2(g), results in the
following action in F (U(g)) (F (U(g, V ))):

xi−1
a←Ð xi+2 if g is an L − chain

Vi−1
a←Ð Vi+2 if g is an L − cycle, Vi−1, Vi+2 disjoint copies of V

(ii) Let xi, xi+1 ∈ R. Any subchain of the form xi−1 −←ÐÐÐÐÐxi ∼ xi+1 − xi+2 of g
that, in case of a cycle, does not contain e2(g), results in the following
action in F (U(g)) (F (U(g, V ))):

xi
a←Ð xi+1 if g is an L − chain

Vi
a←Ð Vi+1 if g is an L − cycle, Vi, Vi+1 disjoint copies of V

(iii) Let xi ∈ C, xi+1 ∈R. Any subchain of the form xi−1−←ÐÐÐÐÐxi ∼ xi+1−xi+2 of g
that, in case of a cycle, does not contain e2(g), results in the following
action in F (U(g)) (F (U(g, V ))):

xi−1
a←Ð xi+1 if g is an L − chain,

Vi−1
a←Ð Vi+1 if g is an L − chain, Vi−1, Vi+1 disjoint copies of V

(iv) Let xi ∈R, xi+1 ∈ C. Any subchain of the form xi−1−←ÐÐÐÐÐxi ∼ xi+1−xi+2 of g
that, in case of a cycle, does not contain e2(g), results in the following
action in F (U(g)) (F (U(g, V ))):

xi
a←Ð xi+2 if g is an L − chain,

Vi
a←Ð Vi+2 if g is an L − cycle, Vi, Vi+2 disjoint copies of V

Proof. We use the same notation as in the proof of Lemma 5.9. We show
the statement for g an L−chain. The proof for g an L−cycle is analogous.

(i) Note that both links xi−1 and xi+2 belong to row label sets. Thus,
xi−1 ≠ xi−2 and xi+2 ≠ xi+3. It follows that xi belongs to exactly
one elementary subchain which is of length 2 (xi−1 − xi) and xi+1 also
belongs to exactly one elementary subchain which is of length 2 (xi+1−
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xi+2). Recall that Va = U j Ṽa (U i)−1. We obtain for the respective
matrix components:

U j(x,xi) =
⎧⎪⎪⎨⎪⎪⎩

1 if x = xi−1,
0 else,

U j(xi−1, x) =
⎧⎪⎪⎨⎪⎪⎩

1 if x = xi,
0 else,

(215)

U i(x,xi+1) =
⎧⎪⎪⎨⎪⎪⎩

1 if x = xi+2,
0 else,

U i(xi+2, x) =
⎧⎪⎪⎨⎪⎪⎩

1 if x = xi+1,
0 else,

(216)

Ṽε(x,xi+1) =
⎧⎪⎪⎨⎪⎪⎩

1 if x = xi,
0 else,

Ṽε(xi, x) =
⎧⎪⎪⎨⎪⎪⎩

1 if x = xi+1,
0 else.

(217)

We compute the relevant entries of the inverse of U i:

(U i)−1 (xi+1, x) =
⎧⎪⎪⎨⎪⎪⎩

1 if x = xi+2,
0 else,

(218)

(U i)−1 (x,xi+2) =
⎧⎪⎪⎨⎪⎪⎩

1 if x = xi+1,
0 else.

(219)

Denote by (⋅, ⋅) the respective entries of the product Ṽa (U i)−1. We
obtain the following from (215) - (219):

(x,xi+2) =∑
l

Ṽa(x, l) (U i)−1 (l, xi+2) = Ṽa(x,xi+1) =
⎧⎪⎪⎨⎪⎪⎩

1 if x = xi,
0 else,

(220)

(xi, x) =∑
l

Ṽa(xi, l) (U i)−1 (l, x) = (U i)−1 (xi+1, x) =
⎧⎪⎪⎨⎪⎪⎩

1 if x = xi+2,
0 else.

(221)

We use the results from (220) and (221) to �nish the computation of
Va:

Va(xi−1, x) =∑
l

U j(xi−1, l)(l, x) = (xi, x) =
⎧⎪⎪⎨⎪⎪⎩

1 if x = xi+2,
0 else,

Va(x,xi+2) =∑
l

U j(x, l)(l, xi+2) = U j(x,xi) =
⎧⎪⎪⎨⎪⎪⎩

1 if x = xi−1,
0 else.

We see that Va acts as follows on the respective basis elements:

xi−1
a←Ð xi+2 (222)
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(ii) Note that xi−1 and xi+2 belong to column label sets. Thus, we can have
that xi−1 = xi−2 = Cε∗ for some ε ∈ Sp withÐÐÐÐÐÐ→xi−2 ∼ xi−1. Similarly, we can
have that xi+2 = xi+3 = Cη∗ for some η ∈ Sp with ←ÐÐÐÐÐÐxi+2 ∼ xi+3. Note that
we cannot have both cases at once by exluding k⟨η, ε ∣ η2 = η, ε2 = ε⟩
(Remark 4.73). Depending on those cases, xi (xi+1) can belong to one
or two elementary subchains.
Recall that Va = Ṽa. Thus, the number of elementary subchains which
contain xi (xi+1) does not a�ect Va and it follows for all cases:

Ṽa(x,xi+1) =
⎧⎪⎪⎨⎪⎪⎩

1 if x = xi,
0 else,

Ṽa(xi, x) =
⎧⎪⎪⎨⎪⎪⎩

1 if x = xi+1,
0 else.

We obtain that Va acts as follows on the respective basis elements:

xi
a←Ð xi+1.

(iii) Note that xi−1 belongs to a row label set and that xi+2 belongs to a
column label set. We can have that xi+2 = xi+3 with ←ÐÐÐÐÐÐxi+2 ∼ xi+3. In this
case, xi+1 belongs to two elementary subchains. They a�ect the entries
of U i. Recall that Va = U j Ṽa. We see that the number of elementary
subchains containing xi+1 does not a�ect Va.
The relevant entries of the matrices are given by

U j(x,xi) =
⎧⎪⎪⎨⎪⎪⎩

1 if x = xi−1,
0 else,

U j(xi−1, x) =
⎧⎪⎪⎨⎪⎪⎩

1 if x = xi,
0 else,

Ṽa(x,xi+1) =
⎧⎪⎪⎨⎪⎪⎩

1 if x = xi,
0 else,

Ṽa(xi, x) =
⎧⎪⎪⎨⎪⎪⎩

1 if x = xi+1,
0 else.

We obtain for Va:

Va(xi−1, x) =∑
l

U j(xi−1, l)Ṽa(l, x) = Ṽa(xi, x) =
⎧⎪⎪⎨⎪⎪⎩

1 if x = xi+1,
0 else,

Va(x,xi+1) =∑
l

U j(x, l)Ṽa(l, xi+1) = U j(x,xi) =
⎧⎪⎪⎨⎪⎪⎩

1 if x = xi−1,
0 else.

Thus, Va acts as follows on the respective basis elements:

xi−1
a←Ð xi+1.

(iv) Note that xi−1 belongs to a column label set, and that xi+2 belongs to
a row label set. We can have that xi−1 = xi−2 with ÐÐÐÐÐÐ→xi−2 ∼ xi−1. In this
case, xi belongs to two elementary subchains. They a�ect the entries

of U j . Recall that Va = Ṽa (U i)−1. Thus, the number of elementary
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subchains containing xi does not a�ect the entries of Va.
The relevant entries of the matrices U i and Ṽa are given as follows:

U i(xi+2, x) =
⎧⎪⎪⎨⎪⎪⎩

1 if x = xi+1,
0 else,

U i(x,xi+1) =
⎧⎪⎪⎨⎪⎪⎩

1 if x = xi+2,
0 else,

Ṽa(x,xi+1) =
⎧⎪⎪⎨⎪⎪⎩

1 if x = xi,
0 else,

Ṽa(xi, x) =
⎧⎪⎪⎨⎪⎪⎩

1 if x = xi+1,
0 else.

Computing the inverse of U i according to Section 5.3 results in

(U i)−1 (xi+1, x) =
⎧⎪⎪⎨⎪⎪⎩

1 if x = xi+2,
0 else,

(U i)−1 (x,xi+2) =
⎧⎪⎪⎨⎪⎪⎩

1 if x = xi+1,
0 else.

We compute the respective entries of Va:

Va(x,xi+2) =∑
l

Ṽa(x, l) (U i)−1 (l, xi+2) = Ṽa(x,xi+1) =
⎧⎪⎪⎨⎪⎪⎩

1 if x = xi,
0 else,

Va(xi, x) =∑
l

Ṽa(xi, l) (U i)−1 (l, x) = (U i)−1 (xi+1, x)

=
⎧⎪⎪⎨⎪⎪⎩

1 if x = xi+2,
0 else.

It follows that Va acts as follows on the respective basis elements:

xi
a←Ð xi+2.

Remark 5.12. We obtain an analogous result to Lemma 5.11 if we switch the
roles of xi and xi+1: in this case, we have that that xi =̂ basis of Vi ⊖ ker(a),
xi+1 =̂ basis of im(a). The respective action in F (U(g)) (F (U(g, V ))) is
then described by a−1.

Lemma 5.13. Let g be an L−chain with one double end. Let Us(g) be a
corresponding representation (s ∈ {1,2}).

(i) If x1 = Cε∗ is the double end for some ε ∈ Sp, then the subchain x1 −x2
results in the following action on x2 in F (Us(g)):

ε(x2) =
⎧⎪⎪⎨⎪⎪⎩

0 if s = 1,
x2 if s = 2.
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(ii) If xm = Cε∗ is the double end for some ε ∈ Sp, the subchain xm−1 − xm
results in the following action on xm−1 in F (Us(g)):

ε(xm−1) =
⎧⎪⎪⎨⎪⎪⎩

0 if s = 2,
xm−1 if s = 1.

Proof. (i) We proceed similar as in Lemma 5.9 and compute Vε. We know
that x1 ∈ Ci for some i ∈ Q0 and x2 ∈ Ri. It follows that x3 ≠ x2
(otherwise x3 = x2 ∈ Ci). We obtain the following entries:

U i(x,x1) =
⎧⎪⎪⎨⎪⎪⎩

1 if x = x2,
0 else,

U i(x2, x) =
⎧⎪⎪⎨⎪⎪⎩

1 if x = x1,
0 else,

Vε(x, y) =
⎧⎪⎪⎨⎪⎪⎩

1 if x = y ∈ C+ε∗ ,
0 else.

It follows that

(U i)−1 (x1, x) =
⎧⎪⎪⎨⎪⎪⎩

1 if x = x2,
0 else,

(U i)−1 (x,x2) =
⎧⎪⎪⎨⎪⎪⎩

1 if x = x1,
0 else.

Denote by (⋅, ⋅) the matrix given by the product VεU
i. Recall that

ψ1(x1) = −1 and ψ2(x1) = 1. Thus, x1 belongs to C−ε∗ for s = 1, and to
C+ε∗ for s = 2. We obtain the following:

s = 1 ∶

(x1, x) =∑
l

Vε(x1, l) (U i)−1 (l, x) = 0, (223)

(x,x2) =∑
l

Vε(x, l) (U i)−1 (l, x2) = Vε(x,x1) = 0 for all x, (224)

s = 2 ∶

(x1, x) =∑
l

Vε(x1, l) (U i)−1 (l, x) = (U i)−1 (x1, x) =
⎧⎪⎪⎨⎪⎪⎩

1 if x = x2,
0 else,

(225)

(x,x2) =∑
l

Vε(x, l) (U i)−1 (l, x2) = Vε(x,x1) =
⎧⎪⎪⎨⎪⎪⎩

1 if x = x1,
0 else.

(226)
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We use (223) - (226) to compute Vε. Its relevant entries are given as
follows:

s = 1 ∶
Vε(x2, x) =∑

l

U i(x2, l)(l, x) = (x1, x) = 0 for all x, (227)

Vε(x,x2) =∑
l

U i(x, l)(l, x2) = 0 for all x, (228)

s = 2 ∶

Vε(x2, x) =∑
l

U i(x2, l)(l, x) = (x1, x) =
⎧⎪⎪⎨⎪⎪⎩

1 if x = x2,
0 else,

(229)

Vε(x,x2) =∑
l

U i(x, l)(l, x2) = U i(x,x1) =
⎧⎪⎪⎨⎪⎪⎩

1 if x = x2,
0 else.

(230)

We obtain from (227) - (228) that

ε(x2) = 0 if s = 1,

and

ε(x2) = x2 if s = 2,

from (229) - (230).

(ii) Recall that ψ1(xm) = 1 and ψ2(xm) = −1. The proof is analogous to
(i).

Lemma 5.14. Let g be an L−chain with two double ends. Denote by Us(g, p)
a corresponding representation (p ∈ N /{0}, s ∈ {1,2,3,4}).
(i) Let x1 = Cε∗ for some ε ∈ Sp. The subchain (x1,1) − (x2,1) results in

the following action on (x2,1) in F (Us(g, p)):

ε((x2,1)) =
⎧⎪⎪⎨⎪⎪⎩

0 if s ∈ {1,3},
1 if s ∈ {2,4}.

(ii) Let xm = Cη∗ for some η ∈ Sp. If p is odd, the subchain (xm−1, p) −
(xm, p) results in the following action on (xm−1, p) in F (Us(g, p)):

η((xm−1, p)) =
⎧⎪⎪⎨⎪⎪⎩

0 if s ∈ {1,2},
1 if s ∈ {3,4}.

If p is even, the subchain (x1, p)−(x2, p) results in the following action
on (x2, p) in F (Us(g, p)):

ε((x2, p)) =
⎧⎪⎪⎨⎪⎪⎩

0 if s ∈ {2,4},
1 if s ∈ {1,3}.
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Proof. (i) We know that (x2,1) ≠ (x3,1) since x2 ∈ R. Thus, (x1,1) is
only contained in the elementary subchain (x1,1)− (x2,1) of g[p]. Re-
call that ψ1((x1,1)) = ψ3((x1,1)) = 1 and ψ2((x1,1)) = ψ4((x1,1)) =
−1. Thus, the cases s = 1,3 follow analogously to Lemma 5.13, (i) with
s = 1. Similarly, the cases s = 2,4 are analogous to the case s = 2 of
Lemma 5.13, (i).

(ii) Let p be odd. We have that (xm, p) is only contained in the elementary
subchain (xm−1, p) − (xm, p). Recall that ψ∗s ((xm, p)) = ψs(xm). It
follows that ψ1((xm, p)) = ψ2((xm, p)) = 1 and that ψ3((xm, p)) =
ψ4((xm, p)) = −1. The cases s = 1,2 follow analogously to Lemma 5.13
(ii) for s = 1. Similarly, the cases s = 3,4 follow analogously to Lemma
5.13 (ii) for s = 2.
Consider now p to be even. Recall that ψ∗s ((x1, p)) = −ψs(x1). Hence,
we obtain that ψ1((x1, p)) = ψ3((x1, p)) = 1 and that ψ2((x1, p)) =
ψ4((x1, p)) = 1. The cases s = 1,3 follow analogoulsy to Lemma 5.13
(ii) for s = 2. Similarly, the cases s = 2,4 follow analogously to Lemma
5.13 (ii) for s = 1.

Lemma 5.15. Let g be an L−cycle and let U(g,φ) be a corresponding rep-
resentation. Let e2(g) = xi−1 − xi.

(i) Let xi−1 ∈ R and xi ∈ C. Then e2(g) results in the following action in
F (U(g,φ)):

● for xi =̂ basis of im(b) and xi+1 =̂ basis of Vk ⊖ ker(b) for some
b ∈ Qord

1 , s(b) = k:

V̄i−1
b=Fφ←Ð V̄j ,

● for xi =̂ basis of Vk ⊖ ker(b) and xi+1 =̂ im(b) for some b ∈ Qord
1 ,

s(b) = k:

V̄i−1
b=F−1φÐ→ V̄j ,

● for xi = xi+1 = Cε∗ for some ε ∈ Sp, s(ε) = k:

V̄i−1
ε̄=−F−1φÐ→ V̄j ,

where

j =
⎧⎪⎪⎨⎪⎪⎩

i + 1 if xi+1 ∈R,
i + 2 if xi+1 ∈ C,

and V̄ a k−vector space of dimension degφ with the V̄i's disjoint copies
of V̄ .
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(ii) Let xi−1 ∈ C and xi ∈ R. Then e2(g) results in the following action in
F (U(g,φ)):

● for xi−2 =̂ basis of im(a) and xi−1 =̂ basis of Vk ⊖ ker(a) for some
a ∈ Qord

1 , s(a) = k:

V̄j
a=F−1φ←Ð V̄i,

● for xi−2 =̂ basis of Vk ⊖ ker(a) and xi−1 =̂ basis of im(a) for some
a ∈ Qord

1 , s(a) = k:

V̄j
a=FφÐ→ V̄i,

● for xi−2 = xi−1 = Cε∗ for some ε ∈ Sp, s(ε) = k:

V̄j
ε=−F−1φ←Ð V̄i,

where

j =
⎧⎪⎪⎨⎪⎪⎩

i − 2 if xi−2 ∈R,
i − 3 if xi−2 ∈ C,

(231)

and V̄ a k−vector space of dimension degφ with the V̄i's disjoint copies
of V̄ .

Proof. Keep in mind that we consider L−cycles and thus, that each link
indicates a subband of size deg(φ). We keep the computations in the proof
in terms of the links and will switch in the last step to the computations in
terms of vector spaces.

(i) We consider the subchain xi−2 ∼ xi−1−xi ∼ xi+1−xi+2 with xi−1 ∈R and
xi ∈ C. Assume without loss of generality that xi−1 =̂ basis of Vl⊖ker(a)
and xi−2 =̂ basis of im(a) for a ∶ l Ð→ h ∈ Qord

1 . Note that e2(g)
determines the entries in the matrix U l:

U l(xi−1, xi) = Fφ. (232)

Moreover, Va is given independent of U l: we have that Va = UhṼa for
xi−2 ∈ C, and Va = Ṽa for xi−2 ∈R, where im(a) ⊂ Vh.
Assume that k = l, that is xi =̂ basis of Vl⊖ker(b), xi+1 =̂ basis of im(b)
for some b ∶ l Ð→ m ∈ Qord

1 , and assume that xi+1 ∈ C. We have that

Vb = UmṼb (U l)−1. Denote by (⋅, ⋅) the product Ṽb (U l)−1. We have
that

(U l)−1 (x,xi−1) =
⎧⎪⎪⎨⎪⎪⎩

F−1φ if x = xi,
0 else,

, (233)

(U l)−1 (xi, x) =
⎧⎪⎪⎨⎪⎪⎩

F−1φ if x = xi−1,
0 else.

(234)
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Similar to the previous proofs, we obtain that

(xi+1, x) =∑
j

Ṽb(xi+1, j) (U l)−1 (j, x) = (U l)−1 (xi, x)

=
⎧⎪⎪⎨⎪⎪⎩

F−1φ if x = xi−1,
0 else,

(x,xi−1) =∑
j

Ṽb(x, j) (U l)−1 (j, xi−1) = Ṽb(x,xi)F −1φ

=
⎧⎪⎪⎨⎪⎪⎩

F−1φ if x = xi+1,
0 else.

It follows that

Vb(x,xi−1) =∑
j

Um(x, j)(j, xi−1) = Um(x,xi+1)F −1φ

=
⎧⎪⎪⎨⎪⎪⎩

F−1φ if x = xi+2,
0 else,

Vb(xi+2, x) =∑
j

Um(xi+2, j)(j, x) = (xi+1, x)

=
⎧⎪⎪⎨⎪⎪⎩

F−1φ if x = xi−1,
0 else.

We obtain that V̄i−1
b=F−1φÐ→ V̄i+2.

Consider now xi+1 ∈ R. Then Vb is given by Vb = Ṽb (U l)−1. The

relevant entries of U l are given as in (233) and (234). We obtain for
Vb the following:

Vb(x,xi−1) =∑
j

Ṽb(x, j) (U l)−1 (j, xi−1) = Ṽb(x,xi)F −1φ

=
⎧⎪⎪⎨⎪⎪⎩

F−1φ if x = xi+1,
0 else,

Vb(xi+1, x) =∑
j

Ṽb(xi+1, j) (U l)−1 (j, x) = (U l)−1 (xi, x)

=
⎧⎪⎪⎨⎪⎪⎩

F−1φ if x = xi−1,
0 else.

We obtain that V̄i−1
b=F−1φÐ→ V̄i+1.

Assume that k ≠ l, that is, xi =̂ basis of im(b), xi+1 =̂ basis of Vk⊖ker(b)
where b ∶ k Ð→ l ∈ Qord

1 . Assume additionally that xi+1 ∈ C. It follows
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that Vb = U lṼb (Uk)−1 with

U l(xi−1, x) =
⎧⎪⎪⎨⎪⎪⎩

Fφ if x = xi,
0 else,

(235)

U l(x,xi) =
⎧⎪⎪⎨⎪⎪⎩

Fφ if x = xi−1,
0 else.

(236)

Similar to the previous cases, we obtain for (⋅, ⋅) = Ṽb (Uk)−1 that

(xi, x) =∑
j

Ṽb(xi, j) (Uk)−1 (j, x) = (Uk)−1 (xi+1, x)

=
⎧⎪⎪⎨⎪⎪⎩

1 if x = xi+2,
0 else,

(x,xi+2) =∑
j

Ṽb(x, j) (Uk)−1 (j, xi+2) = Ṽb(x,xi+1)

=
⎧⎪⎪⎨⎪⎪⎩

1 if x = xi,
0 else.

It follows that

Vb(xi−1, x) =∑
j

U l(xi−1, j)(j, x) = Fφ(xi, x)

=
⎧⎪⎪⎨⎪⎪⎩

Fφ if x = xi+2,
0 else,

Vb(x,xi+2) =∑
j

U l(x, j)(j, xi+2) = U l(x,xi)

=
⎧⎪⎪⎨⎪⎪⎩

Fφ if x = xi−1,
0 else.

We obtain that V̄i−1
b=Fφ←Ð V̄i+2.

Assume that xi+1 ∈ R. Then Vb = U lṼb. The entries of U
l are given as

described in (235) and (236). We obtain for Vb the following:

Vb(x,xi+1) =∑
j

U l(x, j)Ṽb(j, xi+1) = U l(x,xi) =
⎧⎪⎪⎨⎪⎪⎩

Fφ if x = xi−1,
0 else,

Vb(xi−1, x) =∑
j

U l(xi−1, j)Ṽb(j, x) = FφṼb(xi, x) =
⎧⎪⎪⎨⎪⎪⎩

Fφ if x = xi+1,
0 else.

Thus, the computations result in V̄i−1
b=Fφ←Ð V̄i+1.
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Assume that xi = xi+1 = Cε∗ for some ε ∈ Sp with s(ε) = l. Then we
have that xi+1 ∈ C. By de�nition of e2(g), it follows that diri,i+1(g) =
−1. Note that xi ∈ C+ε∗ and xi+1 ∈ C−ε∗ . We want to compute Vε =
U lṼε (U l)−1. Here, the relevant entries of U l are given by

U l(x,xi) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

1 if x = xi+2,
Fφ if x = xi−1,
0 else,

U l(x,xi+1) =
⎧⎪⎪⎨⎪⎪⎩

1 if x = xi+2,
0 else,

U l(xi+2, x) =
⎧⎪⎪⎨⎪⎪⎩

1 if x ∈ {xi+1, xi},
0 else,

U l(xi−1, x) =
⎧⎪⎪⎨⎪⎪⎩

Fφ if x = xi,
0 else.

Thus, we obtain according to Section 5.3 that the respective entries of
its inverse are the following:

(U l)−1 (xi, x) =
⎧⎪⎪⎨⎪⎪⎩

F −1φ if x = xi−1,
0 else,

(U l)−1 (xi+1, x) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

−F −1φ if x = xi−1,
1 if x = xi+2,
0 else,

(U l)−1 (x,xi+2) =
⎧⎪⎪⎨⎪⎪⎩

1 if x = xi+1,
0 else,

(U l)−1 (x,xi−1) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

F−1φ if x = xi,
−F−1φ if x = xi+1,
0 else.

We denote by (⋅, ⋅) the entries of the product Ṽε (U l)−1. We obtain the
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following:

(xi, x) =∑
j

Ṽε(xi, j) (U l)−1 (j, x) = (U l)−1 (xi, x)

=
⎧⎪⎪⎨⎪⎪⎩

F −1φ if x = xi−1,
0 else,

(xi+1, x) =∑
j

Ṽε(xi+1, j) (U l)−1 (j, x) = 0 for any x ∈ Cl,

(x,xi−1) =∑
j

Ṽε(x, j) (U l)−1 (j, xi−1)

= Ṽε(x,xi)F −1φ + Ṽε(x,xi+1) (−F−1φ )

= Ṽε(x,xi)F −1φ =
⎧⎪⎪⎨⎪⎪⎩

F −1φ if x = xi,
0 else,

(x,xi+2) =∑
j

Ṽε(x, j) (U l)−1 (j, xi+2) = Ṽε(x,xi+1) = 0 for any x ∈ Cl.

Multiplying the above from the left by U l results in

Vε(x,xi−1) =∑
j

U l(x, j)(j, xi−1) = U l(x,xi)F −1φ =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

1 if x = xi−1,
F −1φ if x = xi+2,
0 else,

Vε(xi+2, x) =∑
j

U l(xi+2, j)(j, x) = (xi, x) + (xi+1, x)

= (xi, x) =
⎧⎪⎪⎨⎪⎪⎩

F −1φ if x = xi−1,
0 else.

Hence, we obtain that ε acts as follows on Vi−1:

V̄i−1
ε=F−1φÐ→ V̄i+2 and

V̄i−1
εÐ→ V̄i−1.

Considering Vε̄ = 1 − Vε yields that

V̄i−1
ε̄=−F−1φÐ→ V̄i+2.

(ii) The proof is analogous to (i). Note that we have for xi−2 = xi−1 = Cε∗

for some ε ∈ Sp, that diri−2,i−1(g) = 1 due to the de�nition of e2(g).

Remark 5.16. We see in the proof above that e2(g) in�uences the map
corresponding to the incident link which belongs to a column label set.
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Remark 5.17. In case of a symmetric band wZ, we assume that its periodic
part is of the form ŵp = ε∗uη∗u−1 (cf. Subsection 3.2.4). We know by
construction that

e2(gwZ) = x1 − x̄1,
where x̄0 = x1 = Cε∗ and dir0,1(gwZ) = 1. Thus, x̄1 ∈R and it follows that

V̄0
ε=−F−1φ←Ð V̄1

in F (U(gwZ , φ)).
The above results show that we have for strings w that each link xi ∈ gw,0

with xi ∈R corresponds to a basis element in F (Us(gw)). Similarly, we have
for bands wZ that each link xi ∈ gwZ,0 with xi ∈ R corresponds to a copy Vi
of V in F (U(gwZ , φ)).

Recall from Chapter 4.7 that the direction on links of L−graphs coincides
with the directions on the respective special letter if the letter has �nite
index. This information together with the Lemmas 5.9 - 5.15 enables us
to directly read the image of F from the original string or band and its
corresponding L−graph. To this end, we introduce an alphabet �tting our
needs with respect to the image of F .

De�nition 5.18. Let Λ be a skewed-gentle algebra. Let

Σd(Λ) ∶= {ε±1, ε̄±1, x±1 ∣ ε ∈ Sp, x ∈ Qord
1 }

be an extension of Γd(Λ). We denote the respective set of directed words by

W (Σd(Λ)) ∶= {wI ∣ wi ∈ Σd(Λ) for all i ∈ I}.

There exists the following forgetful map:

ψΣ
Λ ∶ Σd(Λ)Ð→ Γd(Λ) (237)

xκ z→
⎧⎪⎪⎨⎪⎪⎩

xκ if x ≠ ε̄ for any ε ∈ Sp,
x̄κ else.

We consider the following subset of Σd(Λ):

Σ̃d(Λ) ∶= {ε, ε̄−1, x±1 ∣ ε ∈ Sp, x ∈ Qord
1 } (238)

and denote the respective set of words by W (Σ̃d(Λ)). We denote the re-

striction of ψΣ
Λ to Σ̃d(Λ) by ψ̃Σ

Λ .
Similarly as (11) induces the map (13) in Section 2.3, the map (237) induces
the following map:

ΨΣ
Λ ∶W (Σd(Λ))Ð→W (Γd(Λ))

We denote the respective restriction by Ψ̃Σ
Λ.

Note that we can compose the map Ψ̃Σ
Λ with Φd

ud. We denote this composition
by Ψ̃Σ

ud.
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Remark 5.19. The notation above can be also be applied to clannish algeb-
ras.

Example 5.20. Let Λ be given by the two-loop quiver in Example 2.3.1.

(i) Let w = ε∗a−1ε∗ be an asymmetric string. Let v ∈ (Φd
ud)
−1 (w) be given

by v = ε−1a−1ε−1. Note that v is (weakly) conistent. Let t ∈ (Ψ̃Σ
Λ)
−1 (v)

be given by t = ε̄−1a−1ε̄−1. Then t ∈ (Ψ̃Σ
ud)
−1 (w).

(ii) Let wZ be a symmetric band with ŵp = ε∗uε∗u−1, where u = aε∗a. Let

vZ ∈ (Φd
ud)
−1 (wZ) with v̂p = εaεaεa−1ε−1a−1. Note that vZ is (weakly)

conistent. Let tZ ∈ (Ψ̃Σ
Λ)
−1 (vZ) with t̂p = εaεaεa−1ε̄−1a−1. Then tZ ∈

(Ψ̃Σ
ud)
−1 (wZ).

Having introduced this notation, we are able to compose the correspond-
ing statements.

Theorem 5.21. (i) Let w be an asymmetric string. Let gw be the L−chain
corresponding to w with X0−representation U1(gw). Then there exists

v ∈ (Ψ̃Σ
ud)
−1 (w) (weakly) consistent with

F (U1(gw)) =M(v).

(ii) Let w = uε∗u be a symmetric string. Let gu be the L−chain cor-
responding to w with X0−representation Us(gu). Then there exists

v ∈ (Ψ̃Σ
ud)
−1 (w) (weakly) consistent with

F (Us(gu)) =Mi(t)

where t ∈ (ΨΣ
ud)
−1 (u) with v = tεκt−1, κ ∈ {+1,−1}, and

i =
⎧⎪⎪⎨⎪⎪⎩

1 if s = 1,
0 if s = 2.

(iii) Let wZ be an asymmetric band. Let gwZ be the L−cycle correspond-
ing to wZ with X0−representation U(gwZ , φ). Then there exists vZ ∈
(Ψ̃Σ

ud)
−1 (wZ) (weakly) consistent with

F (U(gwZ , φ)) =M(vZ, V )

where V is a k[T,T −1]−vector space with dim(V ) = deg(φ).

(iv) Let wZ be a symmetric band with periodic part ŵp = ε∗uη∗u−1.
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(iv.i) Let gwZ be the L−cycle corresponding to wZ with X0−representation
U(gwZ , φ). Then there exists vZ ∈ (Ψ̃Σ

ud)
−1 (wZ) (weakly) consist-

ent with periodic parts v̂
(i)
p = εtηt−1 for all i ∈ Z and with

F (U(gwZ , φ)) =M(vZ, V )

where V is a k[T,T −1, (T + 1)−1]−vector space if δ0(g) is even,
or V is a k[T,T −1, (T − 1)−1]−vector space if δ0(g) is odd, with
dim(V ) = deg(φ).

(iv.ii) Let gu be the L−chain corresponding to wZ with X0−representations
Us(gu, p), p ∈ N. Then there exist words vZ ∈ (ΨΣ

ud)
−1 (wZ) (weakly)

consistent with periodic parts v̂
(i)
p = xtyt−1 for all i ∈ Z, x, y ∈ Sp,

x ∈ {ε, ε̄}, y ∈ {η, η̄}, with

{F (Us(gu, p))}1≤s≤4 = {M0,1,x,y(t[p])}x∈{ε,ε̄},y∈{η,η̄}

where t[p] is given as de�ned in Subsection 2.3.3, Remark 2.50,

x =
⎧⎪⎪⎨⎪⎪⎩

ε if s = 1,3,
ε̄ if s = 2,4,

y =
⎧⎪⎪⎨⎪⎪⎩

η if s = 1,2,
η̄ s = 3,4,

and with the module Mi,j,x,y(t[p]) of the form

x=i <<
too yoo t // xoo ⋯ x=jbb if p is even,

x=i <<
too yoo t // xoo ⋯ y=jbb if p is odd,

with the k−th copy of tκ acting on a respective copy of the basis
elements (b0, . . . , bm).

Proof. The proof follows from the Lemmas 5.9 - 5.15.

Remark 5.22. We obtain in (iv.ii) of the above lemma a direct assignment
between the two sets. It is of the following form:

F (U1(gu, p)) =M0,1,ε,η(t[p])
F (U2(gu, p)) =M0,1,ε̄,η(t[p])
F (U3(gu, p)) =M0,1,ε,η̄(t[p])
F (U4(gu, p)) =M0,1,ε̄,η̄(t[p])

We consider t[p] as subword of vZ with periodic parts v̂
(i)
p = εtηt−1 for s = 1.

Similarly, for s = 2, we consider it as a subword of vZ with v̂
(i)
p = ε̄tηt−1, and

for s = 3 we consider vZ with v̂
(i)
p = εtη̄t−1, for s = 4 we have v̂

(i)
p = ε̄tη̄t−1.
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Note that we explicitely know the form of the words v, vZ, respectively,
inW(Σd(Λ)) in the above theorem, according to the respective lemmas. We
examine in the next section whether we can restrict the statement to words
from W(Γd(Λ)).

Example 5.23. Let Λ be as in Example 2.14. Recall that it is given by the
quiver

Q ∶ 1ε 99
a

��

5 κee

e

��

2

c
@@

d

��
3η 99

b
@@

4

with Sp = {ε, η, κ} and R = ca, ec, db}.

(i) Let w = d−1eκ∗c be an asymmetric string. Its corresponding L−chain
is given by

gw ∶ C22 R23 R41 C41 R53 Cκ∗ Cκ∗ R51 C23 R22
x0 x1 x2 x3 x4 x5 x6 x7 x8 x9

We obtain that F (U1(g)) is given by

x1
dÐ→ x2

e←Ð x4
κ=−1←Ð x7

c←Ð x9.

(ii) Let w = ε∗a−1bη∗b−1aε∗ be a symmetric string. Its corresponding L−chain
is given by

gu ∶ R11 Cε∗ Cε∗ R12 C21 R12 R32 Cη∗
x0 x1 x2 x3 x4 x5 x6 x7

where u = ε∗a−1b. This gives the following for F (Us(g)):

x0
ε̄=−1 // x3

a // x5 x6
boo ηhh

with

η =
⎧⎪⎪⎨⎪⎪⎩

1 if s = 2,
0 if s = 1.

Example 5.24. Let Λ be as in Example 2.3.1: Λ = kQ/(R∪RSp) where

1ε 99 aee

with R = {a2} and Sp = {ε}.
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(i) Let wZ be a symmetric band with ŵp = ε∗aε∗a−1. The corresponding
L−cycle is given by

gwZ ∶ Cε∗ Cε∗ R11 R13 Cε∗ Cε∗ R13 R11

Take φ0 ≠ t, t−1 (δ0(gwZ) = 1) and let V̄ be a k−vector space of dimen-
sion deg(φ). Then F (U(gwZ , φ)) is given by

V̄0

ε=−F−1φ

44V̄1
aoo V̄2

ε=−1oo a // V̄3

where the V̄i's are disjoint copies of V̄ .

(ii) Note that there is also a corresponding L−chain gwZ for the symmetric
band given in (i). It is given by

gwu ∶ Cε∗�R11 ∼R13�Cε∗ .

In order to construct Us(gwZ ,2), we consider

x0 x1 x2 x3 x4 x5 x6 x7

h ∶ Cε∗ R1 R13 Cε∗ Cε∗ R13 R11 Cε∗
ψ∗1 ∶ −1 1 −1 1
ψ∗2 ∶ 1 1 −1 −1
ψ∗3 ∶ −1 −1 1 1
ψ∗4 ∶ 1 −1 1 −1

Applying Lemma 5.14 to h results in F (Us(gwZ ,2)) being given by

s = 1 ∶ b0ε=0 77 b1
aoo b

(1)
1

a //ε=−1oo b
(1)
0 ε=1mm

s = 2 ∶ b0ε̄=0 77 b1
aoo b

(1)
1

a //ε=−1oo b
(1)
0 ε̄=1mm

s = 3 ∶ b0ε=0 77 b1
aoo b

(1)
1

a //ε̄=−1oo b
(1)
0 ε=1mm

s = 4 ∶ b0ε̄=0 77 b1
aoo b

(1)
1

a //ε̄=−1oo b
(1)
0 ε̄=1mm

and b
(1)
i a copy of bi. We can also display the modules in a di�erent

way. For example, for s = 1, this reads:

V1ε=(
0 0
0 1

) 66 V2
aoo ε=(

1 −1
0 0

)hh

for V a k−vector space of dimension two, and with V1 and V2 being
disjoint copies of V .

241



(iii) Let wZ be an asymmetric band with ŵp = a−1ε∗a−1ε∗. Its corresponding
L−cycle is given by

gwZ ∶ R13 R11 Cε∗ Cε∗ R13 R11 Cε∗ Cε∗

Take φ0 ≠ t.We obtain that F (U(gwZ , φ)) is given by

V̄0
ε̄=−F−1φ // V̄1

a // V̄2
ε̄=−1 // V̄3

a

jj
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5.5 The image of F in terms of W(Γd(Λ))

We have seen in the previous section that the image of the functor F can
be desribed in terms of words in the alphabet Σd(Λ). By de�nition, we
have thatW(Γd(Λ)) ⊂W(Σ̃d(Λ)) ⊂W(Σd(Λ)). In this section, we examine
whether we can also express the image of F in terms of W(Γd(Λ)). We will
see that the answer is a�rmative for the image of canonical representations
arising from L−cycles and from L−chains without two double ends. Recall
that we consider Λ to be a skewed-gentle algebra.

To this end, we show �rst that two words vI, v
′
I in W(Σ̃d(Λ)) which dif-

fer only in one special letter by vj = v̄′j for some j ∈ I, give rise to isomorphic
modules.
Let I = {0, . . . , n}. We denote by µj the map

µj ∶ W(Σd(Λ)) Ð→W(Σd(Λ))
(. . . , vj−1, vj , vj+1, . . . ) z→(. . . , vj−1, v̄j , vj+1, . . . )

sending the special letter vj of a word vI to v̄j , where j ∈ {1, . . . , n}.
Let I = Z and let vI be a Z−word of period p. Assume that v̂

(i)
p = v̂(k)p for all

i, k ∈ Z. We denote then by µj the map

µj ∶ W(Σd(Λ)) Ð→W(Σd(Λ))
(v1, . . . , vj , . . . , vp)(i) z→(v1, . . . , v̄j , . . . , vp)(i)

for all i ∈ Z, sending the special letter vj of any periodic part of the word vI
to v̄j , where j ∈ {1, . . . , p}.
For example, µj sends vI to v

′
I and vice versa, since µj is self-inverse.

Remark 5.25. Due to the de�nition of µj(vI), we have that

dir(vi) = dir((µj(vI))i) ∀i ∈ I and for any j ∈ I .

Furthermore, we have that

vi = (µj(vI))i ∀i ≠ j,
vj = (µj(vI))j

Proposition 5.26. Let w be an asymmetric string in Γud(Λ). Let v, v′ ∈
W(Σd(Λ)) such that µj(v) = v′ for some j ∈ I, ΨΣ

Λ(v) = ΨΣ
Λ(v′) is (weakly)

consistent and ΨΣ
ud(v) = ΨΣ

ud(v′) = w. Then M(v) ≅M(v′).

Proof. We show the statement by induction on ind∗j (v). Let I = {0, . . . , n}.
Assume that dir(vj) = −1 and vj = ε−1 for some ε ∈ Sp (the other cases follow
analogously). Denote the basis of the k−vector space M(v) by (b0, . . . , bn)
where vi(bi) = bi−1 for all 1 ≤ i ≤ n. Similarly, denote by (c0, . . . , cn) the basis

243



of M(v′).
Let ind∗j (w) = 0. Let f ∶M(v)Ð→M(v′) be given by

bi z→
⎧⎪⎪⎨⎪⎪⎩

ci ∀i ≤ j − 1,
−ci ∀i ≥ j + 1,

∀i ≠ j,

bj z→ cj−1 − cj .
Then f is injective. It follows that f is bijective. It remains to show that f is
a morphism of Λ−modules. To this end, note that ind∗j (v′) = ind∗j (v). Thus,
we have that dir(v′j−1) = dir(v′j+1) = dir(v′j) = −1, and v′j−1 = x−1, v′j+1 = y−1
where x and y are ordinary letters. In particular, we have that vj−1 = v′j−1
and vj+1 = v′j+1. For j ∈ I, we have that vj = ε−1 and v′j = ε̄−1. We obtain by
de�nition of f :

εf(bj−1) = ε(cj−1) = (1s(ε) − ε)(cj−1) = cj−1 − cj ,
fε(bj−1) = f(bj) = cj−1 − cj ,

where s(ε) denotes the start vertex of ε in the quiver. Similarly, we have
that

fy(bj) = f(bj+1) = −cj+1,
yf(bj) = y(cj−1 − cj) = −cj+1. (239)

Recall that yx = 0 since Λ is skewed-gentle. This implies that y(cj−1) = 0
which gives (239).
For all other indices, we have that bi = ci and vi = v′i. Thus, f gives a module
isomorphism between M(v) and M(v′).

Let now ind∗j (w) = d > 0. Let wj∗− = y and wj∗+ = x. Let k, l ∈ J
∗ such that

wk and wl are of special type and ∣j − k∣ = ∣j − l∣ ≤ d. Assume for now that
this is the only pair in J∗ with those properties. Let wk = wl = η∗ for some
η ∈ Sp. We either have dir(vk) = −dir(vl) or dir(vk) = dir(vl). In both cases,
by Lemma 3.55, we either have that indk ∗(w) < d and ind∗l (w) < d, or that
ind∗k(w) < d and ind∗l (w) ≥ d.
Let us �rst consider dir(vk) = −dir(vl) with ind∗k(w) < d, ind∗l (w) < d.
Assume without loss of generality that dir(vk) = dir(vj) = −1 and thus
dir(vl) = 1. By induction, we have that

M(µl(v)) ≅M(v) ≅M(µk(v)). (240)

It follows that M(v) ≅ M(µlµk(v)). Thus, we can assume vk and vl to
be such that vk = v−1l . Recall that we also have by de�nition of µj that
v′k = (v′l)−1. Let f ∶M(v)Ð→M(v′) be given by

bi z→
⎧⎪⎪⎨⎪⎪⎩

ci ∀i ≤ j − 1,
−ci ∀i ≥ j∗+,

∀i ∉ {j, . . . , j∗+ − 1},

bj+i z→ cj−i−1 − cj+i for all i ∈ I such that j + i ∈ {j, . . . , j∗+ − 1}.
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This map is injective and by M(v) and M(v′) having same dimension, f is
bijective. It remains to show that f is a morphism of Λ−modules.
Since f ∶ bi ↦ ci and vi = v′i for all i ≤ j − 1, it remains to check the commut-
ativity relation for all i ≥ j. Consider i = j. We have vj = ε−1 and v′j = ε̄−1
and the commutativity relation to be checked is given by fε = εf . We have
that ε̄(cj−1) = cj which yields that ε(cj−1) = cj−1 − cj = f(bj). Consider now
i ∈ I such that j + i ∈ {j + 1, . . . , j∗+ − 1}. By symmetry in vj we have that

vj+i = (vj−i)−1. Assume without loss of generality that dir(vj+i) = 1 and
dir(vj−i) = −1. Furthermore, by de�nition of µj , we have that vj+i = v′j+i and
that vj−i = v′j−i. Thus, it follows for vj−i(bj−i) = bj−i−1 that vj+i(bj−i−1) = bj−i.
The commutativity relation thus follows from the following:

fvj+i(bj+i) = f(bj+i−1) = cj−i − cj+i−1,
v′j+if(bj+i) = vj+i(cj−i−1 − cj+i) = cj−i − cj+i−1.

The commutativity relation follows for all other indices j+i ∈ {j+2, . . . , j∗+−1}
analogously, in particular, since we have that vk = (vl)−1.
The next in line is to show that fx = xf for the index j∗+. We have that
x(bj∗+−1) = bj∗+ . Moreover, we have by symmetry in position j that x(bj∗−) = 0:
otherwise, we have that vj∗−+1 = x

−1 and symmetry yields that vj∗+−1 = x which
contradicts the de�nition of a word. Thus, we obtain that

fx(bj∗+−1) = f(bj∗+) = −cj∗+ ,
xf(bj∗+−1) = x(cj∗− − cj∗+−1) = −cj∗+ .

For all i ≥ j∗+ we have that f ∶ bi ↦ ci and vi = v′i. Hence, the commutativity
follows for all i ≥ j∗+. The existence of the commutativity relations shows
that f ∶M(v)Ð→M(v′) is a Λ−module isomorphism.
The case dir(vk) = −dir(vl) with ind∗k(w) < d and indl ∗(w) ≥ d follows
analogously (by Lemma 3.59: dir(vk) = dir(vj)).
Consider now the case where dir(vk) = dir(vl). It follows by Lemma 3.56 and
3.59 that dir(vk) = dir(vl) = dir(vj) in both cases (ind∗k(w) < d, ind∗l (w) < d,
or ind∗k(w) < d, ind∗l (w) ≥ d). By induction, we can use again the bijections
given in (240). Thus, we can assume vk and vl to be such that vk = v̄l.
Letf ∶M(v)Ð→M(v′) be given by

bi z→
⎧⎪⎪⎨⎪⎪⎩

ci ∀i ≤ j − 1,
−ci ∀i ≥ l,

∀i ∉ {j, . . . , l − 1},

bj+1 z→ cj−i−1 − cj+i for all i ∈ I such that j + i ∈ {j, . . . , l − 1}.

It follows analogously to the previous case that f is a module isomorphism.
The key step in this case is given for the index l. Assume that vl = η−1
for some η ∈ Sp. Then vl(bl) = bl−1 yields that η(bl−1) = bl. It follows that
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vk = η̄−1 with η̄(bk−1) = bk. In particular, it follows that η(bk) = 0. We obtain
for the index l that

ηf(bl−1) = η(bk − bl−1) = −cl,
fη(bl−1) = f(bl) = −cl.

Finally, let {ki}1≤i≤n and {li}1≤i≤n be in J∗ such that all wki and wli

are of special type and ∣j − ki∣ = ∣j − li∣ ≤ d for all i ∈ {1, . . . , n}. Assume
additionally that all pairs of this form in J∗ are described by the above sets.
For all pairs (ki, li) with dir(wki) = −dir(wli) we proceed as described above,
starting with the pair (kj , lj) with smallest ∣j−kj ∣. This is the pair (wkj ,wlj)
which is closest to wj . From this one, we continue towards the margin of J∗.
We proceed with all pairs of this form, until we either reach a pair (kp, lp)
with dir(wkp) = dir(wlp), or we reach the margin of J∗. In the �rst case, we
also proceed with the pair (kp, lp) as described above. The result follows.

Example 5.27. Let Λ be given by the two-loop quiver with relations as de-
scribed in Example 2.3.1. Let w = aε∗aε∗a−1ε∗a be an asymmetric string in
Γud(Λ). Let v = aεaεa−1εa be a directed version of w and let v′ = µ4(v) =
aεaε̄a−1εa.
In order to see that M(v) ≅ M(v′), consider �rst v′′ = aε̄aε̄a−1εa. Let the
bases as k−vector spaces be given by (b0, . . . , b7) for M(v), by (c0, . . . , c7)
for M(v′) and by (d0, . . . , d7) for M(v′′). In the proof of Proposition 5.26,
it is actually shown that M(v′′) ≅M(v) and that M(v′′) ≅M(v′). In detail,
the module isomorphism f ∶M(v)→M(v′′) is given by

bi z→ −di ∀i ≤ 1,
b3−i z→ d3+i+1 − d3−i ∀i ∈ {0,1},
bi z→ di ∀i ≥ 4.

The module isomorphism g ∶M(v′′)→M(v′) is given by

di z→ ci ∀i ≥ 2,
d1 z→ c2 − c1,
d0 z→ −c0.

Thus, the module isomorphism M(v) ≅M(v′) is given by g ○ f .

Proposition 5.28. Let w = uε∗u−1 be a symmetric string in Γud(Λ) for
Λ a skewed-gentle algebra, ε ∈ Sp, ∣u∣ = m. Let v = tεκt−1, v′ = t′εκ′(t′)−1 ∈
W(Σd(Λ)) with κ, κ′ ∈ {+1,−1}, such that µj(t) = t′ for some j ∈ {1, . . . ,m},
ΨΣ

Λ(v) = ΨΣ
Λ(v′) is (weakly) consistent and ΨΣ

ud(v) = ΨΣ
ud(v′) = w. Then

Mi(v) ≅Mi(v′) for i = 0,1.
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Proof. Assume that dir(vj) = −1, vj = η−1. The other cases follow analog-
ously. Recall that the Λ−module Mi(v) can be written as follows:

b0 b1
v1oo ⋯v2oo bm−1

vm−1oo bm
vmoo ε=iii (241)

Thus, the proof is analogous to the proof of Proposition 5.26, apart from the
case vm+1 ∈ J∗ in the induction step.
Let j ≠m+1 such that vm+1 ∈ J∗. We have that ind∗m+1 ≥ d. Let k ∈ J∗ such
that ∣j−k∣ = ∣j−(m+1)∣. By Lemma 3.55 we know that ind∗k(w) < d. Lemma
3.59 yields that dir(vk) = dir(vj). Hence, vk ∈ {ε−1, ε̄−1} since vm+1 = ε. Let
the basis of Mi(v) be as described above be given by (b0, . . . , b2m) and the
one of Mi(v′) be given by (c0, . . . , c2m). Let f ∶Mi(v) →Mi(v′) with i = 1
be given by

bq z→ ci ∀i ≤ j − 1,
bq+i z→ cj−q−+1 − cj+q ∀q ∈ I such that j + q ∈ {j, . . . ,m},
bq z→ −ci ∀i ≥m + 1.

Then f is an injective and thus bijective map between the vector spaces
Mi(v) and Mi(v′). In order to show that f is a Λ−module morphism, we
examine the commutativity relations of the form fλ = λf , λ ∈ Λ. We have
that f ∶ bq ↦ cq and vq = v′q for all q ≤ j − 1. Thus, the above relation
directly follows for those indices. A similar argument yields the relations
for any q ≥ m + 1. The cases j ≤ q ≤ m follow analogously to the case of
an asymmetric string using symmetry in j and de�nition of µj . The special
case to consider here is q = m. Recall that f ∶ bm ↦ ck − cm. By induction,
we know that M(µk(v′)) ≅ M(v′) and similarly, that M(µk(v)) ≅ M(v).
By induction, we can also assume that vk = ε−1. Thus, ck ∈ im(ε). It follows
that

fε(bm) = f(bm) = ck − cm,
εf(bm) = ε(ck − cm) = ck − cm,

yielding the commutativity relation. Note that we write here ε(bm) = bm
according to the depiction (241). Consider now the case i = 0. By induction,
we can consider vk = ε̄−1. Thus, ck ∈ im(ε̄) = ker(ε). We obtain that
ε(ck − cm) = 0. The commutativity relation follows.

Example 5.29. Let Λ be given by the two-loop quiver with relations as de-
scribed in Example 2.3.1. Let w = uε∗u−1 be a symmetric string in Γud(Λ)
with u = ε∗a−1ε∗a. Consider v = ε−1a−1ε−1aεκa−1εaε and v′ = ε−1a−1ε̄−1aεκa−1ε̄aε
in Σ̃d(Γ). Note that µ3(ε−1a−1ε−1a) = ε−1a−1ε̄−1a. The word v is in partic-
ular given in terms of the alphabet Γd(Λ) and (weakly) consistent. Con-
sider additionally v′′ = ε̄−1a−1ε̄−1aεκa−1εaε̄. We have that µ1(ε̄−1a−1ε̄−1a) =
ε−1a−1ε̄−1a. Denote by (b0, . . . , b4, b5, . . . , b9) the basis of the k−vector space
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Mi(v), by (c0, . . . , c4, c5, . . . , c9) the basis ofMi(v′) and by (d0, . . . , d4, d5, . . . , d9)
the basis of Mi(v′′).
Let i = 1. We obtain that M1(v) ≅M1(v′) as modules by sending

bi z→ ci ∀i ≤ 2,
b3 z→ c2 − c3,
b′4 z→ c1 − c4,
bi z→ −ci ∀i ≥ 5.

Now let i = 0 and consider the module homomorphism f ∶M0(v) →M0(v′′)
which is given by

b0 z→ d0,

b1 z→ d0 − d1,
b2 z→ d2,

b3 z→ −d2 − d3,
b4 z→ −d1 − d4,
bi z→ di ∀i ≥ 5.

It follows that f is a module isomorphism. Consider next the module homo-
morphism g ∶M0(v′)→M0(v′′) given by

c0 z→ d0,

c1 z→ d0 − d1,
ci z→ −di ∀2 ≤ i ≤ 4,
ci z→ di ∀i ≥ 5.

It follows that g is an isomorphism. The module isomorphism M0(v) ≅
M0(v′) is given by g−1 ○ f .

Let vZ be a Γd − Z−word, V be a k[T,T −1]−module with T acting as
A ∈ End(V ). We encode this information in the following additionally and
may write M(vZ, (V,A)) instead of M(vZ, V ), if convenient.

Proposition 5.30. Let wZ be an asymmetric band of period p with periodic

part ŵp. Let vZ, v
′
Z ∈ W (Σd(Λ)) with v̂(i)p = v̂(k)p , v̂′

(i)

p = v̂′(k)p for all i, k ∈
Z and such that µj(vZ) = v′Z for some j ∈ {1, . . . , p}, ΨΣ

Λ(vZ) = ΨΣ
Λ(v′Z) is

(weakly) consistent and ΨΣ
ud(vZ) = ΨΣ

ud(v′Z) = wZ. Then

M(vZ, (V,A) ≅M(v′Z, (V,−A))

for V a k[T,T −1]−module, A ∈ End(V ) invertible.
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Proof. We show the statement by induction on the c∗−index of wj . Recall
that ind∗j (wZ) < p

2 (cf. Corollary 3.31, Remark 3.32)). Thus, it follows that
∣J∗∣ ≤ p − 2 and we can assume for simplicity that J∗ ⊆ [2, p − 1] (otherwise,
the proof follows analogously with a respective shift on the indices).
Let ind∗j (wZ) = 0. We have that vj−1 = vj∗− and that vj+1 = vj∗+ , and similarly
in v′Z. Thus, dir(vj−1) = dir(vj+1) = dir(vj), and similarly in v′Z. Assume
that vj = ε−1. The case vj = ε follows analogusly. We have that v′j = ε̄−1.
Let vj−1 = x−1 and vj+1 = y−1. Recall that vj−1 = v′j−1 and vj+1 = v′j+1. Let
vi(bi) = bi−1 for all i ∈ Z.
Consider the ring isomorphism g ∶ k[T,T −1] Ð→ k[T,T −1], T ↦ −T . As
�rst step, we show that h ∶ ΛM(vZ)k[T,T−1] Ð→ ΛM(v′Z)g is an isomorphism

of bimodules. Here, M(v′Z)g denotes the right k[T,T −1]−module M(v′Z)
restricted to g. Recall that M(vZ) ecomes a Λ − k[T,T −1]−modules by T
acting as tvZ,p. Hence, we have that biT ∶= tvZ,p(bi) for any bi ∈M(vZ), with
tvZ,p the shift by −p on vZ. We denote the respective operation of M(vZ)g
by bi ⋆ T ∶= bi(−T ).
Let q ∈ Z be the index of the periodic parts of vZ, v

′
Z, respectively. We choose

for q even:

h ∶ bi+qp z→
⎧⎪⎪⎨⎪⎪⎩

ci+qp ,1 ≤ i ≤ j − 1,
−ci+qp , j + 1 ≤ i ≤ p,

bj+qp z→ cj−1+qp − cj+qp,

and for q odd:

h ∶ bi+qp z→
⎧⎪⎪⎨⎪⎪⎩

−ci+qp ,1 ≤ i ≤ j − 1,
ci+qp , j + 1 ≤ i ≤ p,

bj+qp z→ − cj−1+qp + cj+qp.

By de�nition, h is a bijective map between k−vector spaces. Let us show
next that it is a morphism of left Λ−modules. To this end, we observe that

the key points are given at vj and vj+1 in v̂
(k)
p . Let k be even. We obtain

that

hε(bj−1+qp) = h(bj+qp) = cj−1+qp − cj+qp,
εh(bj−1+qp) = ε(cj−1+qp) = (1 − ε̄)(cj−1+qp) = cj−1+qp − ε̄(cj−1+qp),

= cj−1+qp − cj+qp,

and that

hy(bj+qp) = h(bj+1+qp) = −cj+1+qp,
yh(bj+qp) = y(cj−1+qp − cj+qp) = y(−cj+qp) = −cj+1+qp.
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Here, we have used in the last equation that yx = 0 by de�nition of Λ being
skewed-gentle. This gives that y(cj−1+qp) = 0.
For q odd, we have that

hε(bj−1+qp) = h(bj+qp) = −cj−1+qp + cj+qp,
εh(bj−1+qp) = ε(−cj−1+qp) = (1 − ε̄)(−cj−1+qp) = −cj−1+qp − ε̄(−cj−1+qp),

= −cj−1+qp + cj+qp,

and that

hy(bj+qp) = h(bj+1+qp) = cj+1+qp,
yh(bj+qp) = y(−cj−1+qp + cj+qp) = y(cj+qp) = cj+1+qp.

These equations give commutativity relations at the positions j and j + 1 in
each periodic part. The other commutativity relations follow by de�nition
of h. Hence, h is a morphism of left Λ−modules.
Finally, we show that h is a morphism between the modules M(vZ)k[T,T−1]
and M(v′Z)g. Let q be even. Then we have that

h(bi+qpT ) = h(bi+(q−1)p) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

−ci+(q−1)p, 1 ≤ i ≤ j − 1,
ci+(q−1)p, j + 1 ≤ i ≤ p,
−cj−1+(q−1)p + cj+(q−1)p, i = j,

(h(bi+qp)) ⋆ T =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

ci+qp ⋆ T 1 ≤ i ≤ j − 1,
−ci+qp ⋆ T j + 1 ≤ i ≤ p,
(cj−1+qp − cj+qp) ⋆ T i = j,

=
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

−ci+(q−1)p 1 ≤ i ≤ j − 1,
ci+(q−1)p j + 1 ≤ i ≤ p,
−cj−1+qp + cj+qp i = j.

The above yields that h(bi+qpT ) = h(bi+qp) ⋆ T for q even. Similarly, we
obtain for q odd the respective commutativity relations.
The above yields that

M(vZ, (V,A)) =M(vZ)⊗k[T,T−1] (V,A) ≅M(v′Z)g ⊗k[T,T−1] (V,A).

Note that we can write

M(v′Z)g ⊗k[T,T−1] (V,A) ≅ (M(v′Z)⊗k[T,T−1] k[T,T −1]g)⊗k[T,T−1] (V,A).

Recall that T acts as A on the vector space V . We consider for v ∈ V the
element 1⊗ v ∈ k[T,T −1]g ⊗k[T,T−1] (V,A):

T (1⊗ v) = T ⊗ v = (−1 ⋆ T )⊗ v = −1⊗ Tv = −1⊗Av.
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Thus, it follows that

M(v′Z)g ⊗k[T,T−1] (V,A) ≅M(v′Z)⊗k[T,T−1] (V,−A).

Summarising, we obtain that

M(vZ, (V,A)) ≅M(v′Z, (V,−A)).

Let now ind∗j (wZ) = d > 0.
Assume that dir(vj) = −1 and that vj = ε−1 (the cases vj = ε̄−1 and dir(vj) = 1
follow analogously). Let k, l ∈ J∗ such that ∣k−j∣ = ∣l−j∣ and wk = wl = κ∗ for
some κ ∈ Sp. Assume without loss of generality that k < j < l and that (k, l)
is the pair in J∗ with ∣k − j∣ = ∣l − j∣ minimal. Let wj∗− = x

−1 and wj∗+ = y
−1.

Let dir(vk) = dir(vl). We observe that we have in this case that their dir-
ections are equal to dir(vj) (compare Lemmas 3.56, 3.59). We have by
Lemma 3.55 that at least one of ind∗k(wZ) and ind∗l (wZ) is smaller than d.
Assume without loss of generality that ind∗k(wZ) < d. We can assume by
induction that M(µk(v′Z), (V,−A)) ≅M(v′Z, (V,A)). We can also assume by
induction that vk = v̄l, say, vk = η̄−1 and vl = η−1. Similarly we have that
M(µk(vZ), (V,−A)) ≅M(vZ, (V,A)). Thus, we can also assume that v′k = η̄−1
and v′l = η−1. Let h ∶ ΛM(vZ)k[T,T−1] Ð→ ΛM(vZ)g be given as follows for q
even (with q as in the induction basis):

bi+qp z→ ci+qp 1 ≤ i ≤ j − 1,
bj+i+qp z→ cj−i−1+qp − cj+i+qp ∀i such that j + i ∈ {j, . . . , l − 1},
bi+qp z→ −ci+qp l ≤ i ≤ p,

and for q odd:

bi+qp z→ −ci+qp 1 ≤ i ≤ j − 1,
bj+i+qp z→ −cj−i−1+qp + cj+i+qp ∀i such that j + i ∈ {j, . . . , l − 1},
bi+qp z→ ci+qp l ≤ i ≤ p.

By de�nition, h is a bijective map between the two vector spaces. We show
next that h is a morphism of Λ−modules. Here, the key points are given by
the indices j and l. Let q be even. We obtain that

hε(bj−1+qp) = h(bj+qp) = cj−1+qp − cj+qp,
εh(bj−1+qp) = ε(cj−1+qp) = (1s(ε) − ε̄)(cj−1+qp) = cj−1+qp − cj+qp,
hη(bl−1+qp) = h(bl+qp) = −cl+qp,
ηh(bl−1+qp) = η(ck+qp − cl−1+qp) = −cl+qp,
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where s(ε) denotes the starting vertex of ε in the quiver. We have used in
the last equation that ck+qp ∈ im(η̄) = ker(η). Now let q be odd:

hε(bj−1+qp) = h(bj+qp) = −cj−1+qp + cj+qp,
εh(bj−1+qp) = ε(−cj−1+qp) = (1s(ε) − ε̄)(cj−1+qp) = −cj−1+qp + cj+qp,
hη(bl−1+qp) = h(bl+qp) = cl+qp,
ηh(bl−1+qp) = η(ck+qp − cl−1+qp) = cl+qp.

It follows that h is morphism between Λ−modules. Finally, we examine the
interaction of T and h. Again, let q be even:

h(bi+qp) ⋆ T =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

ci+kp(−T ) 1 ≤ i ≤ j − 1,
(cj−f−1+qp − cj+f+qp)(−T ) i = j + f ∈ {j, . . . , l − 1},
−ci+qp(−T ) l ≤ i ≤ p,

=
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

−ci+(q−1)p 1 ≤ i ≤ j − 1,
−cj−f−1+(q−1)p + cj+f+(q−1)p i = j + f ∈ {j, . . . , l − 1},
ci+(q−1)p l ≤ i ≤ p,

h(bi+qpT ) = h(bi+(q−1)p)

=
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

−ci+(q−1)p 1 ≤ i ≤ j − 1,
−cj−f−1+(q−1)p + cj+f+(q−1)p i = j + f ∈ {j, . . . , l − 1},
ci+(q−1)p l ≤ i ≤ p.

Proceeding analogously for q being odd yields that h(bi+qp) ⋆ T = h(bi+qpT )
for all 1 ≤ i ≤ p, q ∈ Z. It follows that h is a bimodule morphism between the
modules ΛM(µk(vZ))k[T,T−1] and ΛM(µk(v′Z))g. By the same argumentation
as in the induction basis, we obtain additionally that M(µk(vZ), (V,−A)) ≅
M(µk(v′Z), (V,A)). It follows that

M(vZ, (V,A)) ≅M(v′Z, (V,−A)).
Let now dir(vk) = −dir(vl). Similar to the previous case, we can assume
by induction that vk = v−1l , say vk = η, vl = η−1: by induction we have that
M(µk(vZ), (V,−A)) ≅M(vZ, (V,A)) andM(µk(vZ), (V,−A)) ≅M(v′Z, (V,A)).
Consider the map h ∶ ΛM(µk(vZ))k[T,T−1] Ð→ ΛM(µk(v′Z))g given as follows:
for q even:

bi+qp z→ ci+qp 1 ≤ i ≤ j − 1,
bj+i+qp z→ cj−i−1+qp − cj+i+qp ∀i such that j + i ∈ {j, . . . , j∗+ − 1},
bi+qp z→ −ci+qp j∗+ ≤ i ≤ p,

and for q odd:

bi+qp z→ −ci+qp 1 ≤ i ≤ j − 1,
bj+i+qp z→ cj−i−1+qp + cj+i+qp ∀i such that j + i ∈ {j, . . . , j∗+ − 1},
bi+qp z→ ci+qp j∗+ ≤ i ≤ p.
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Proceeding analogously to the previous case, it follows that h is a morphism
of left Λ−modules. Here, the key points are given by the indices j and j∗+ and
we use that yx = 0 by de�nition of Λ being skewed-gentle. Hence, we obtain
that y(bj∗−+qp) = 0 for any q ∈ Z. We obtain analogously to the previous
case that h is an isomorphism between the modules ΛM(µk(vZ))k[T,T−1] and
ΛM(µk(v′Z))g. Thus, we have thatM(µk(vZ), (V,A)) ≅M(µk(v′Z), (V,−A)).
It follows that

M(vZ, (V,A)) ≅M(v′Z, (V,−A)).

Example 5.31. Let Λ be given as in Example 2.3.1. We consider the
asymmetric band wZ in W(Γud(Λ)) with periodic part ŵp = ε∗aε∗a−1ε∗a−1.
Let vZ, v

′
Z ∈ W(Σd(Λ)) with periodic parts given by v̂p = ε−1aε−1a−1ε−1a−1

and ˆ(v′p) = ε−1aε̄−1a−1ε−1a−1. We observe at �rst that ind∗3(vZ) = 2 and
ind∗5(vZ) = 0.
Since v1 = ε−1, we use induction on v5 which yields that µ5(vZ) has periodic
part ̂(µ5(vZ))p = ε−1aε−1a−1ε̄−1a−1 and µ5(v′Z) has periodic part ̂(µ5(v′Z))p =
ε−1aε̄−1a−1ε̄−1a−1. Additionally, we have by induction that M(vZ, (V,A)) ≅
M(µ5(vZ), (V,−A)) and M(µ5(v′Z), (V,A)) ≅ M(v′Z, (V,−A)). The induc-
tion step yields that M(µ5(vZ), (V,−A)) ≅M(µ5(vZ), (V,A)). With this, we
obtain the wanted isomorphism.

Proposition 5.32. Let wZ be an asymmetric or symmetric band of period

p. Let vZ ∈W(Σd(Λ)) such that Φd
ud(vZ) = wZ and v̂

(i)
p = v̂(k)p for all i, k ∈ Z.

Denote by M(vZ) the bimodule in which any special letter vj of v̂
(i)
p sends

bj to bj−1. Denote by M ′(vZ) the bimodule in which vj sends bj to −bj−1 for
some j ∈ {1, . . . , p} with vj special. Then

M ′(vZ, (V,A)) ≅M(vZ, (V,−A)).

Proof. The proof follows analogously to the induction step of the proof of
Proposition 5.30.

Proposition 5.33. Let wZ be a symmetric band of period p with periodic
part ŵp = ε∗uη∗u−1 where ε, η ∈ Sp, ∣u∣ = m. Let vZ, v

′
Z ∈ W (Σd(Λ)) such

that

● dir(v1+kp) = dir(vm+2+kp) = dir(v′1+kp) = dir(v′m+2+kp) = 1 for all k ∈ Z,

● v̂(i)p = v̂(k)p and v̂′
(i)

p = v̂′
(k)

p for all i, k ∈ Z,

● µj(vZ) = v′Z for some j ∈ {1, . . . , p} with j ≠ 1,m + 2,

● ΨΣ
d (vZ) = ΨΣ

d (v′Z) is (weakly) consistent ,

● ΨΣ
ud(vZ) = ΨΣ

ud(v′Z) = wZ.
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Then

M(vZ, (V,A)) ≅M(v′Z, (V,−A)) (242)

where V is a k[T,T −1, (T−1)−1]− (k[T,T −1, (T+1)−1]−)module, A ∈ End(V )
invertible with 1 (−1) not an eigenvalue.

Proof. The periodic part of wZ is of the form ŵp = ε∗uη∗u−1. By assumption,
we can assume without loss of generality that v̂p = εtηt−1 with ΨΣ

d(t) = u.
The proof follows analogously to the proof of Propositon 5.30. In order to
apply the induction, we need to take into consideration that ind∗1+qp(wZ) =
∞ = ind∗m+2+qp(wZ) for all q ∈ Z.

Proposition 5.34. Let wZ be a symmetric band of period p with periodic
part given by ŵp = ε∗uη∗u−1, η, ε ∈ Sp, ∣u∣ =m. Let vZ, v

′
Z ∈W(Σd(Λ)) such

that

● v̂(i)p εtηt−1, v̂′
(i)

p = εt′η(t′)−1 for all i ∈ Z,

● dir(v1+kp) = dir(vm+2+kp) = dir(v′1+kp) = dir(v′m+2+kp) = 1 for all k ∈ Z

● µj(t) = t′ for some j ∈ {1, . . . ,m},

● ΨΣ
d (vZ) = ΨΣ

d (v′Z) is (weakly) consistent ,

● ΨΣ
ud(vZ) = ΨΣ

ud(v′Z) = wZ.

Let p ∈ N. Then

Mi,j,ε,η(t[p]) =Mi,j,ε,η((t′)[p]) (243)

where i, j ∈ {0,1}, t[p], (t′)[p] are de�ned as in Subsection 2.3.3 and with
modules Mi,j,ε,η(−) de�ned as in Theorem 5.21.

Proof. We consider t[p] and (t′)[p] as subwords of vZ, v′Z, respectively, and
thus will use the c∗−indices of vZ, v

′
Z for the induction. Recall that this

is conform with the way of orientation in L−chains with two double ends.
Note that any η (any ε) in t[p] which is given between t and t−1 (t−1 and
t) has in�nite c∗−index. The proof is analogous to the proof of Proposition
5.28.

Remark 5.35. The above statement also holds if the periodic parts are given
by

● v̂(i)p = ε̄tηt−1 and v̂
′(i)
p = ε̄t′η(t′)−1, or

● v̂(i)p = εtη̄t−1 and v̂
′(i)
p = εt′η̄(t′)−1, or

● v̂(i)p = ε̄tη̄t−1 and v̂
′(i)
p = ε̄t′η̄(t′)−1,
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for all i ∈ Z.

We are able to re�ne Theorem 5.21 by the above results as follows with
respect to the alphabets:

Theorem 5.36. Let Λ be a skewed-gentle algebra as above.

(i) Let w ∈ Γud(Λ) be an asymmetric string. Let v ∈ (Φd
ud)
−1 (w) be

(weakly) consistent. Let v′ ∈ Σ̃d(Λ) such that F (U(gw)) = M(v′).
Then

M(v′) ≅M(v).

(ii) Let w ∈ Γud(Λ) be a symmetric string of the form w = uε∗u−1. Let

v ∈ (Φd
ud)
−1 (w) be (weakly) consistent. Let v′ ∈ Σ̃d(Λ) be such that

F (Us(gu)) =Mi(v′) where

i =
⎧⎪⎪⎨⎪⎪⎩

1 if s = 1,
0 if s = 2.

Then Mi(v′) ≅Mi(v) for i ∈ {0,1}.

(iii) Let wZ ∈ Γud(Λ) be an asymmetric band. Let vZ ∈ (Φd
ud)
−1 (wZ) be

(weakly) consistent with periodic parts v̂
(i)
p = v̂(k)p for all i, k ∈ Z. Let

v′Z ∈ Σ̃d(Λ) such that F (U(gwZ , φ)) =M(v′Z, (V,A)) where A = σ1F σ2
φ ∈

End(V ), σ1, σ2 ∈ {+1,−1} and V a k[T,T −1]−module of dimension
deg(φ). Then

M(vZ, (V,A)) ≅M(v′Z, (V, (−1)ωA))

where ω denotes the number of all special letters which do not act as

A in v̂
(i)
p , plus the number of inverse special letters in v̂

(i)
p .

(iv) Let wZ ∈ Γud(Λ) be a symmetric band with periodic part ŵp = ε∗uη∗u−1.
Let vZ ∈ (ΨΣ

ud)
−1 (wZ) be (weakly) consistent with periodic parts v̂

(i)
p =

εtηt−1 if s = 1, v̂(i)p = ε̄tηt−1 if s = 2, v̂(i)p = εtη̄t−1 if s = 3, v̂(i)p = ε̄tη̄t−1

if s = 4, for all i ∈ Z, t ∈ (Φd
ud)
−1 (u). Let v′Z ∈ Σd(Λ) such that

{F (Us(gu, p))}s ≅ {Mi,j,x,y((t′)[p])}x,y, where v̂′(i)p = εt′η(t′)−1 for s =
1, v̂

′(i)
p = ε̄t′η(t′)−1 for s = 2, v̂′(i)p = εt′η̄(t′)−1 for s = 3, v̂′(i)p = ε̄t′η̄(t′)−1

for s = 4, for all i ∈ Z. Then

M0,1,x,y(t[p]) ≅M0,1,x,y((t′)[p]),

where x ∈ {ε, ε̄}, y ∈ {η, η̄}.
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(v) Let wZ ∈ Γud(Λ) be a symmetric band with periodic part ŵp = ε∗uη∗u−1.
Let vZ ∈ (Φd

ud)
−1 (wZ) be weakly consistent with periodic parts v̂

(i)
p =

εtηt−1 for all i ∈ Z, t ∈ (Φd
ud)
−1 (u). Let v′Z ∈ Σ̃d(Λ) such that F (U(gwZ , φ)) =

M(v′Z, (V,A)) where p ∈ N, A = −F−1φ ∈ End(V ), V a k[T,T −1, (T +
1)−1]−module (k[T,T −1, (T − 1)−1]−module) if δ0(gwZ) is odd (even).
Then

M(vZ, (V,A)) ≅M(v′Z, (V, (−1)ωA))

where ω denotes the number of inverse special letters which do not act

as A in v̂
(i)
p , plus the number of all special letters in v̂

(i)
p .

Proof. We observe that v(Z) = µj1 ○ ⋯ ○ µjk(v′(Z)) where v
′
j1
, . . . , v′jk denote

the inverse special letters of v′
(Z) with j1, . . . , jk ∉ {1,m + 2} in case (iv).

The results follow by applying the following Propositions on the respective
special letters:

(i) Proposition 5.26

(ii) Proposition 5.28

(iii) Proposition 5.30 and Proposition 5.32

(iv) Proposition 5.34

(v) Proposition 5.33 and Proposition 5.32.

Remark 5.37. In case of part (v) of the above theorem, we can write

ω = 3ω̄ + 1

where ω̄ describes the number of special letters in t: by symmetry in v̂
(i)
p we

have that the number of all special letters in this subword is equal to 2ω̄ + 2.
Also, the number of inverse special letters in v̂

(i)
p is given by ω̄ by symmetry

and since the symmetry axes v1 and vm+2 are given by direct letters. Hence,
we consider 3ω̄+2. We know by construction that v1 acts as −F−1φ . It follows
that ω = 3ω̄ + 1.
Thus, it is enough to consider ω̄+1 instead of ω in calculations for this case.

We can examine the value of ω in part (v) of the above theorem more
closely. To this end, we �rst revisit parts of the construction of L−graphs
coming from words.

Lemma 5.38. Let wI be a Γud(Λ)−word and denote by gwI
its corresponding

L−graph. Let xj = Cδ∗ and xk = Cκ∗ for some δ, κ ∈ Sp, j, k ∈ {1, . . . , ∣gwI
∣}
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with j < k. Assume that there does not exist l ∈ {j, . . . , k} with xl = Cζ∗ for
any ζ ∈ Sp. Then

#{i ∈ {j, . . . , k} ∣ xi ≠ xi+1, either xi, xi+1 ∈ L(C) or xi, xi+1 ∈ L(R)}

is odd.

Proof. Subchains of the form xi�xi+1 do not contribute to the above set
since we have by de�nition of the relation β that xi ∈ L(C), xi+1 ∈ L(R),
or vice versa. We observe also that subchains of the form xi ∼ xi+1 only
contribute to the mentioned set if the links are not of the form Cζ∗ for any
ζ ∈ Sp. By de�nition, we can neglect subchains of the form xi ∼ xi+1 with xi
and xi+1 not belonging to the same set of links with respect to columns and
rows. Hence, the statement follows by a combinatorial argument. To this
end, we mark links of L(C) by a black bullet, and those of L(R) by a white
bullet. With xj we start in a black one, and obtain the following picture:

●�○ ∼ ○�● ∼ ●�○ ∼ ○�⋯�●

where the �nal bullet corresponds to xk. It follows that between xj and xk
there can be a series of relations of the form xi ∼ xi+1 of the wanted form.
This series starts and ends in such a relation with xi, xi+1 ∈ L(R). It follows
by de�nition of gu that the above set has odd cardinality.

Lemma 5.39. Let wZ be a symmetric band with ŵp = ε∗uη∗u−1. Let gwZ be
its corresponding L−cycle. Then

(i) δ0(gwZ) is even if and only if the number of special letters in u is odd,

(ii) δ0(gwZ) is odd if and only if the number of special letters in u is even.

Proof. Recall that δ0(gwZ) = δ(gwZ)/2. Denote by ki the number of indices
contributing to δ(gu) between two links of the form Cδ∗ , Cκ∗ for some δ, κ ∈ Sp
(without any links of the form Cζ∗ lying between them). Keep in mind that
gu is a subchain of gwZ . Lemma 5.38 yields that each ki is odd. Moreover,
we have that

δ(gwZ) = 2(
n

∑
i=1

ki) ,

and thus it follows

δ0(gwZ) =
n

∑
i=1

ki.

We obtain that δ0(gwZ) is even if and only if n is even, and that δ0(gwZ) is
odd if and only if n is odd.
The subchain gu starts in the link Cε∗ and ends in Cη∗ . It follows that n is
even if and only if the number of special letters in u is odd. It is odd if and
only if the number of special letters in u is even. This observation yields the
statement.
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Lemma 5.40. We have

(−1)ω̄+1 = (−1)δ0(gwZ)

in Theorem 5.36,(v) where ω̄ denotes the number of special letters in t.

Proof. Assume that δ0(gwZ) is odd. We know by Lemma 5.39 that the
number of special letters in t is even. Thus, ω̄ is even and it follows that
ω̄ + 1 is odd. Analogously, it follows for δ0(gwZ) even that ω̄ + 1 is odd.

Corollary 5.41. Let wZ be a symmetric band with periodic part ŵp = ε∗uη∗u−1

for some ε, η ∈ Sp. Let vZ ∈ (Φd
ud)
−1 (wZ) be (weakly) consistent with v̂

(i)
p =

εtηt−1 for all i ∈ Z, with t ∈ (Φd
ud)
−1 (u). Let V be a k[T,T −1, (T−1)−1]−module.

Then

F (U(gwZ , φ)) ≅M(vZ, (V, (−1)δ0(gwZ)+1F −1φ )) (244)

Proof. The isomorphy above follows from Theorem 5.36, (v) and Lemma
5.40. Note that we have to additionally take the letter vm+2 = η into account.
It is sending bm+2 to −bm+1 in F (U(gwZ), φ). It remains to show that 1 is
not an eigenvalue of (−1)δ0(gwZ)+1F−1φ . Let δ0(gwZ) be odd. We obtain that

(−1)δ0(gwZ)+1 = 1. By construction, we have that φ0 ≠ t, t − 1. It follows that
1 is not an eigenvalue of F −1φ .

Let δ0(gwZ) be even. Then we have that (−1)δ0(gwZ)+1 = −1. By construction,
φ0 ≠ t, t + 1 which yields that −1 is not an eigenvalue of F −1φ . This implies

that 1 is not an eigenvalue of −F −1φ .

We want to give the classi�cation Theorem 4.61 in terms of the image
of F . In order to exclude isomorphic modules, we �rst recall some general
results which have already been alluded to in Section 2.4.

Lemma 5.42. Let w be an asymmetric string and let v ∈ (Φd
ud)
−1 (w) be

weakly consistent. Then
M(v) ≅M(v′)

for any v′ ∈ [v].

Proof. We have for v′ ∈ [v] that v′ ∼ v. It follows that either v′ = v or
v′ = v−1. The isomorphism between the modules is given by the identity in
the �rst case, and by iw in the second case. Recall that iw reverses the basis
(cf. Section 2.4).

Lemma 5.43. Let w be a symmetric string and let v ∈ (Φd
ud)
−1 (w) be weakly

consistent. Then
Mi(v) ≅Mi(v′)

for any v′ ∈ [v], i ∈ {0,1}.
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Proof. Let w = uε∗u−1 and v = tεt−1. By de�nition, v′ = v or v′ = v−1 =
tε−1t−1. The result follows due to the same symmetry in both words.

Recall that two Z−words vZ and v′Z are said to be equivalent if v′Z = vZ[m]
or v′Z = v−1Z [m] for somem ∈ Z. For bands, we will consider equivalences given
by shift and by inverses separately.

Lemma 5.44. Let wZ be an asymmetric or symmetric band and let vZ ∈
(Φd

ud)
−1 (wZ) be weakly consistent with v̂

(i)
p = v̂(k)p for all i, k ∈ Z. Then

M(v−1Z ) ≅M(vZ)g

as k[T,T −1]−modules, where g ∶ k[T,T −1]→ k[T,T −1] sending T ↦ T −1.
We have in particular that

M(vZ, (V,A)) ≅M(v−1Z , (V,A−1))

as Λ − k[T,T −1]−bimodules.

Proof. The isomorphism h ∶ M(vZ) → M(v−1Z ) between the vector spaces is
given by reversing the basis. Recall that T acts as the shift twZ,p on M(vZ).
It follows that bi+qpT = bi+(q−1)p inM(vZ). We have inM(v−1Z ) that bi+qpT =
bi+(q+1)p by reverse of the basis. Hence, bi+qpg(T ) = bi+qpT −1 = bi+(q−1)p.
It follows from h that

M(vZ, V ) =M(vZ)⊗k[T,T−1] V ≅M(v−1Z )g ⊗k[T,T−1] V

as bimodules. We obtain for m ∈M(v−1Z ), v ∈ V that

mg(T )⊗ v =m⊗ g−1(T )v.

This yields the following isomorphism of bimodules:

M(v−1Z )g ⊗k[T,T−1] V ≅M(v−1Z )⊗k[T,T−1] gV

which results in
M(vZ, (V,A)) ≅M(v−1Z , (V,A−1)).

Note that T acts as A−1 on the right hand side.

Lemma 5.45. Let wZ be an asymmetric or symmetric band and let vZ ∈
(Φd

ud)
−1 (wZ) be weakly consistent with v̂

(i)
p = v̂(k)p for all i, k ∈ Z. Then

M(vZ[m]) ≅M(vZ) for any m ∈ Z,

as k[T,T −1]−modules. We have in particular that

M(vZ[m], (V,A)) ≅M(vZ, (V,A))

as Λ − k[T,T −1]−bimodules.

259



Proof. The isomorphy between the k[T,T −1]−modulesM(vZ[m]) andM(vZ)
is given by the respective shift on the basis. Thus, the second isomorphy
between the two Λ − k[T,T −1]−modules follows directly.

Remark 5.46. We see by Lemma 5.44 and Lemma 5.45 that equivalent
words do not necessarily give isomorphic modules with the same A ∈ End(V ).
However, we can also see by the above results that running through the list of
A ∈ End(V ) acting as T for one representative of an equivalence class will
give a complete set of modules for this class.

Lemma 5.47. Let wZ be a symmetric band with periodic part ŵp = ε∗uη∗u−1.
Let vZ ∈ (ΨΣ

ud)
−1 (wZ) be weakly consistent with periodic parts of one of the

following forms:

(i) v̂
(i)
p = εtηt−1

(ii) v̂
(i)
p = εtη̄t−1

(iii) v̂
(i)
p = ε̄tηt−1

(iv) v̂
(i)
p = ε̄tη̄t−1

for all i ∈ Z, t ∈ (Φd
ud)
−1 (u), p ∈ N /{0}. Then

{Mi,j,x,y(t[p])}i,j,x,y ≅ {Mi′,j′,x′,y′(t′[p])}i′,j′,x′,y′ (245)

as Λ−modules for any v′Z ∈ [vZ] with t′ a subword of vZ, t
′ ∼ t, and where

i ≠ j ∈ {0,1}, i′ ≠ j′ ∈ {0,1}, x ∈ {ε, ε̄}, y ∈ {η, η̄} and x′ ∈ {ε, ε̄}, y′ ∈ {η, η̄},
or x′ ∈ {ε−1, ε̄−1}, y′ ∈ {η−1, η̄−1}, or with the roles of x′ and y′ switched.

Proof. Let v′Z ∈ [vZ]. Then v′Z = vZ[m] or v′Z = v−1Z [m] for some m ∈ Z. Let
p be even. Let at �rst v′Z = vZ[m] with t′ = t (i.e. m = kp for some k ∈ Z).
We have that x′ ∈ {ε, ε̄} and y′ ∈ {η, η̄}. The isomorphism of sets (245) is
given by the identity. Let v′Z = v−1Z [m] with t′ = t. Then x′ ∈ {ε−1, ε̄−1} and
y′ ∈ {η−1, η̄−1}. By reversing the basis elements, we see that (245) is given
by

Mi,j,x,y(t[p]) ≅Mj,i,x−1,y−1(t[p]) (246)

Similarly, we obtain an isomorphism of the form

Mi,j,x,y((t−1)[p]) ≅Mj,i,x−1,y−1((t−1)[p]) (247)

This refers to modules given by vZ[m′] with t′ = t−1 and v−1Z [m] with t′ = t−1.
Let v′Z = vZ[m] with t′ = t−1 (i.e. m ≠ kp for any k ∈ Z). Exploiting the
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properties im(ε) = ker(ε̄), ker(ε) = im(ε̄), and similar properties for η, we
�nd that (245) is given by

Mi,j,x,y(t[p]) ≅Mj,i,ȳ−1,x̄−1((t−1)[p]) (248)

Combining (246)-(248) gives the isomorphism in (245) for any v′Z as described
above.
Now consider p to be odd. Let v′Z = v−1Z [m]. Then x′ ∈ {ε−1, ε̄−1}, y′ ∈
{η−1, η̄−1}. Let t′ = t−1. Reversing the basis elements yields that the iso-
morphism in (245) is given by

Mi,j,x,y(t[p]) ≅Mj,i,y−1,x−1((t−1)[p]). (249)

Now consider t′ = t. We obtain a similar isomorphism as in (249) where the
second module refers to vZ[m].
Finally, we consider modules given by vZ and v

′
Z = vZ[m]. For those modules

we obtain that the isomorphism in (245) is given by

Mi,j,x,y(t[p]) ≅Mj,i,ȳ,x̄((t−1)[p]). (250)

Here, we use the properties im(ε) = ker(ε̄), ker(ε) = im(ε̄), and same for η.
Combining the isomorphisms (249) and (250)in both cases, yields the iso-
morphism in (245) for any v′Z with v

′
Z ∼ vZ.

Example 5.48. Let wZ be a symmetric band of period p with periodic part
ŵp = ε∗uη∗u−1. Let vZ be as in Lemma 5.47. We consider p = 4. Assume
without loss of generality that ∣t∣ = 1. We obtain for the periodic parts of vZ
as in Lemma 5.47 (i) - (iv) the following modules:

(i) M0,1,ε,η(t[p]): b1ε=0 77 b′1
too b2

ηoo t // b′2 b3
εoo b′3

too b4
ηoo t // b′4 ε=1gg

(ii) M0,1,ε,η̄(t[p]): b1ε=0 77 b′1
too b2

η̄oo t // b′2 b3
εoo b′3

too b4
η̄oo t // b′4 ε=1gg

(iii) M0,1,ε̄,η(t[p]): b1ε̄=0 77 b′1
too b2

ηoo t // b′2 b3
ε̄oo b′3

too b4
ηoo t // b′4 ε̄=1gg

(iv) M0,1,ε̄,η̄(t[p]): b1ε̄=0 77 b′1
too b2

η̄oo t // b′2 b3
ε̄oo b′3

too b4
η̄oo t // b′4 ε̄=1gg

Consider in contrast to those the following modules arising from v−1Z [m]:

(i) M1,0,ε−1,η−1(t[p]): c1ε=1 77 c′1
too η // c2

t // c′2
ε // c3 c′3

too η // c4
t // c′4 ε=0gg

(ii) M1,0,ε−1,η̄−1(t[p]): c1ε=1 77 c′1
too η̄ // c2

t // c′2
ε // c3 c′3

too η̄ // c4
t // c′4 ε=0gg

(iii) M1,0,ε̄−1,η−1(t[p]): c1ε̄=1 77 c′1
too η // c2

t // c′2
ε̄ // c3 c′3

too η // c4
t // c′4 ε̄=0gg
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(iv) M1,0,ε̄−1,η̄−1(t[p]): c1ε̄=1 77 c′1
too η̄ // c2

t // c′2
ε̄ // c3 c′3

too η̄ // c4
t // c′4 ε̄=0gg

We obtain an isomorphism M0,1,x,y(t[p])→M1,0,x−1,y−1(t[p]), with x ∈ {ε, ε̄},
y ∈ {η, η̄}, by sending bi ↦ c4+1−i, b

′
i ↦ c′4+1−i for all 1 ≤ i ≤ 4.

In addition, we consider the following modules arising from vZ[m], m ≠ kp
for any k:

(i) M0,1,η,ε((t−1)[p]): d1η=0 66
t // d′1 d2

εoo d′2
too d3

ηoo t // d′3 d4
εoo d′4

too η=1hh

(ii) M0,1,η,ε̄((t−1)[p]): d1η=0 66
t // d′1 d2

ε̄oo d′2
too d3

ηoo t // d′3 d4
ε̄oo d′4

too η=1hh

(iii) M0,1,η̄,ε((t−1)[p]): d1η̄=0 66
t // d′1 d2

εoo d′2
too d3

η̄oo t // d′3 d4
εoo d′4

too η̄=1hh

(iv) M0,1,η̄,ε̄((t−1)[p]): d1η̄=0 66
t // d′1 d2

ε̄oo d′2
too d3

η̄oo t // d′3 d4
ε̄oo d′4

too η̄=1hh

The isomorphism g ∶M1,0,x,y(t[p])→M0,1,x̄−1,ȳ−1((t−1)[p]), with x ∈ {ε−1, ε̄−1},
y ∈ {η−1, η̄−1}, is given as follows:

d1 ↦ c4,

d′1 ↦ c′4,

d2 ↦ −c3 + c′4,
d′2 ↦ −c′3 + c4,
d3 ↦ c2 − c′3,
d′3 ↦ c′2 − c3,
d4 ↦ c1 + c′2,
d′4 ↦ c′1 + c2.

We are now able to reformulate Theorem 4.61 in terms of the image of
F :

Theorem 5.49. Choose for each asymmetric and symmetric band and string
one representative in the equivalence class of its directed version which is
given by v, vZ, respectively, as in Theorem 5.36. Then the set of represent-
ations of the form M(v), Mi(v), M0,1,x,y(t[p]), M(vZ, (V,A)) associated to
the representatives gives a complete set of pairwise non-isomorphic indecom-
posable represenations of the skewed-gentle algebra Λ.

Proof. Both indecomposability and completeness follow from Theorem 5.6
and Theorem 5.36. The Lemmas 5.42 - 5.47 yield that the modules are
pairwise non-isomorphic.

Theorem 5.50. Choose for each asymmetric and symmetric string and band
one representative as in Theorem 5.49. Then the set of representations of

262



the form M(v), Mi(v), Mi,j(t[p]), M(vZ, (V,A)) associated to the repres-
entatives gives a complete set of pairwise non-isomorphic indecomposable
represenations of the clannish algebra Λ.

Proof. The statement follows from Theorem 5.49 as explained in Section
4.3.

Theorem 5.50 gives a classi�cation of the �nite dimensional modules of
clannish algebras. However, it cannot yet con�rm the classi�cation given by
Crawley-Boevey given in [CB89] and his conjecture from [CB88]. In order to
con�rm both of them, we need to re�ne the above statement further. This
is the goal of the next chapter.
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6 Symmetric bands in the context of the 4-subspace-

problem

The directions put on the subchains corresponding to the symmetry axes
in symmetric bands may seem to be arbitrary on �rst sight (cf. Chapter
4). The case of directions on the joints of the composite L−chain arising
from one with two double ends behaves similarly. In order to gain a better
understanding on why those directions are chosen in this way, we examine the
symmetry axes and their roles in the modules more closely in this chapter.
To this end, we reduce the case of a symmetric band module to the four-
subspace problem. This allows us to apply results from [Bre74] and �nd
answers here (cf. Theorem 6.5, Theorem 6.7). The results of this chapter
explain the choices taken on the directions in [Bon88, Bon91]. Finally, they
allow us to reformulate Theorem 5.49 and thus con�rm the conjecture made
by Crawley-Boevey for an arbitrary �eld in [CB88] (Theorem 6.10).

6.1 Reduction to the 4-subspace-problem

The 4-subspace-problem describes the problem of classifying all indecompos-
able modules of a quiver of type

D̃4 ∶ 1

2 3 4 5

where V2, V3, V4 and V5 are subspaces of V1 for any representation V (see
[SS07, Chapter XIII.3.]).
Gelfand an Ponomarev gave a solution to the problem in 1970 for the base
�eld being algebraically closed ([GP72]). It was followed by a classi�cation
by Brenner for an arbitrary skew �eld in 1974 ([Bre74]).
We want to use this classi�cation in order to describe the modules arising
from symmetric bands in more detail. This new knowledge allows us to ana-
lyze the indecomposables resulting from the matrix problem XΛ in this setup.

Let wZ be a symmetric band of period p with ŵp = ε∗uη∗u−1, ∣u∣ = m,
p = 2m + 2 and ε, η ∈ Sp. According to its periodic part, we can also depict
wZ in the following form:

wZ ∶ ε∗ <<
uoo η∗bb . (251)
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Let vZ ∈ (Φd
ud)
−1 (wZ) with v̂

(i)
p = εκtηµt−1, t ∈ (Φd

ud)
−1 (u), κ,µ ∈ {+1,−1}

for all i ∈ Z. The band module M(vZ, V ) can be depicted as follows:

V

εκ

��

V
too

V V
too

ηµ

OO

Similar to (251), it can be rewritten to

V ⊕ Vε 77 V ⊕ Vtoo ηgg

Let W = V ⊕ V . It follows that W is a k⟨e, f ∣ e2 = e, f2 = f⟩−module:

Wε=f 77 η=egg (252)

Consider next modules of the form Mi,j,x,y(t[p]):

b
(p)
0

x
��

b
(p)
m

too y=jmm

b
(p−1)
0 b

(p−1)
m

too

b
(2)
0 b

(2)
mt

oo

y
��

b
(1)
0x=i 11 b

(1)
m

too

(253)

Now let W be a k−vector space of dimension p. We can rewrite (253) with
the respective choices of x and y as follows:

Wε 77 W
too ηgg

As above, we see that W is a k⟨e, f ∣ e2 = e, f2 = f⟩−module:

Wε=f 77 η=egg (254)

By this way of depicting, it is easy to see that ε acts as f and η as e on W .
Since both are idempotents, they each give a vector space decomposition of
W of the form im(f) ⊕ ker(f) = W = im(e) ⊕ ker(e). Hence, each of the
two maps e and f is characterised by its decomposing property and one can
equivalently to (254) consider

W

im(f)
' �

55

ker(f)
- 

;;

im(e)Q1

bb

ker(e)V6

ii (255)
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It naturally follows that we can consider the classi�cation of modules as in
(254) in terms of a 4-subspace-problem.

In this section, we use the same notation as in [Bre74]. Hence, the 4-
subspace-problem to be considered is given by (U ;K),K = (K1,K2,K3,K4):

U

K1

) 	

66

K2

. �

>>

K3
P0

``

K4
U5

hh

Due to (255), we are interested in the modules of defect 0, that is, (cf. [Bre74,
�1])

ρ(U ;K) =
4

∑
i=1

dim(Ki) − 2dim(U) = 0.

Moreover, we want one type of those modules to satisfy

K1 ⊕K2 = U =K3 ⊕K4, (256)

and have unique non-trivial intersection between two of the subspaces. The
second type of them should satisfy any direct sum decomposition:

U =Ki ⊕Kj ∀i ≠ j. (257)

Thus, the cases of interest from [Bre74] are case (i) (second type of modules)
and cases (ii) and (iii) (�rst type of modules) of [Bre74, �5]. Note that case
(i) corresponds to the homogeneous tubes of the AR-quiver of D̃4, and the
cases (ii) and (iii) correspond to two of the 2-tubes of the AR-quiver.
To examine the di�erent cases, we recall the following result from [Bre74,
�2]:

Lemma 6.1 (Gelfand and Ponomarev). If (U ;K) is indecomposable, and
ρ(U,K) = 0, then either

(a) For all i ≠ j, 1 ≤ i, j ≤ 4, Ki ⊕Kj = U , or

(b) There exist i′, j′ ∈ {1,2,3,4}, i′ ≠ j′ such that Ki′ ∩ Kj′ ≠ 0 and, if
i ∈ {i′, j′} and j ∉ {i′, j′}, then Ki ⊕Kj = U .

6.1.1 Case (i)

We consider the following setting:

U = ζ1Q⊕ ζ2Q,
K1 = ζ1Q, K2 = ζ2Q, K3 = (ζ1 + ζ2)Q, K4 = (ζ1 + ζ2A)Q,
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where ζi ∈ Homk(Q,U) injective, and A ∈ Endk(Q) invertible, indecompos-
able and for which 0 and 1 are not eigenvalues. Here, A indecomposable
means that if we consider Q as k[x]−module, Q will be indecomposable.
This results in

Q ≅ km,
U ≅ k2m = {(p, q) ∣ p, q ∈ km},
K1 ≅ {(p,0) ∣ p ∈ km},
K2 ≅ {(0, q) ∣ q ∈ km},
K3 ≅ {(p, p) ∣ p ∈ km},
K4 ≅ {(p,A(p)) ∣ p ∈ k}.

We examine the intersections of two subspaces: it is easy to see from the
above notation of the subspaces that the following intersections are trivial:

K1 ∩K2 = 0, K1 ∩K3 = 0, K2 ∩K3 = 0.

We obtain the following for the other intersections:
Let (p, q) ∈ K1 ∩K4. Then q = A(z) = 0 for some z ∈ km, and p = z. Since 0
is not an eigenvalue of A, it follows z = 0 and thus p = 0 = q.
Let (p, q) ∈K2 ∩K4. Then p = 0 and q = A(p) = A(0) = 0 (A non-singular).
Finally, let (p, q) ∈ K3 ∩K4. Then p = q = A(z) for some z ∈ km, and p = z.
Thus, A(z) = z holds. Now 1 is not an eigenvalue of A, so z = 0, giving also
p = q = 0. Thus, we obtain

K1 ∩K4 = 0, K2 ∩K4 = 0, K3 ∩K4 = 0,

which shows that there do not exist i ≠ j ∈ {1,2,3,4} with Ki ∩ Kj ≠ 0.
Lemma 6.1 gives

Ki ⊕Kj = U ∀i ≠ j,1 ≤ i, j ≤ 4.
It follows that this case gives modules of the second type (cf. 257).

Remark 6.2. Recall that for A ∈ End(Q), we can consider Q as k[x]−module
by de�ning ([Jac85, �3.2])

(a0 + a1x + ⋅ ⋅ ⋅ + amxm)x = a0x + a1(Ax) + ⋅ ⋅ ⋅ + am(Amx)

6.1.2 Case (ii)

We examine the case for the identity permutation ι and then conclude from
this the respective results for the other permutations. Hence, we consider
the following setting:

U = ζ1Q⊕ ζ2Q,
K1 = ζ1Q, K2 = ζ2Q, K3 = (ζ1 + ζ2)Q, K4 = (ζ1 + ζ2J)Q
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where ζi ∈ Homk(Q,U) injective, i = 1,2, and J ∈ Endk(Q), nilpotent and
indecomposable.
To make notation within the following computations easier, we use

Q ≅ km,
U ≅ k2m = {(p, q) ∣ p, q ∈ km},
K1 ≅ {(p,0) ∣ p ∈ km},
K2 ≅ {(0, q) ∣ q ∈ km},
K3 ≅ {(p, p) ∣ p ∈ km},
K4 ≅ {(p, J(p)) ∣ p ∈ km}.

We �nd that K1 ∩K4 ≠ 0:
Let (p, q) ∈ K1 ∩K4. Then there exists z ∈ Km with J(z) = q and p = q.
We know that ker(J) ≠ 0 since J is nilpotent. Thus, there exists q′ ∈ ker(J)
such that (q′,0) ∈K1 ∩K4.
Having found a non-trivial intersection, we can apply Lemma 6.1 which yields
that

Ki ⊕Kj = U ∀{i, j} ≠ {1,4}, i ≠ j,

and, in particular,

K1 ⊕K2 = U =K3 ⊕K4.

Thus, the following permutations of the subspaces (only denoting the indices)
give a decomposition of the wanted form:

(1,2,3,4), (2,1,3,4), (1,2,4,3), (2,1,4,3),
(3,4,1,2), (3,4,2,1), (4,3,1,2), (4,3,2,1),
(1,3,2,4), (1,3,4,2), (3,1,2,4), (3,1,4,2),
(2,4,1,3), (4,2,1,3), (2,4,3,1), (4,2,3,1).

Note that of the given permutations in [Bre74], the permutation ι corres-
ponds to (1,2,3,4), (12) to (2,1,3,4), (13) to (3,2,1,4), (24) to (1,4,3,2),
(34) to (1,2,4,3) and (12)(34) to (2,1,4,3). Hence, it follows that the per-
mutations ι, (12), (34) and (12)(34) give indecomposable modules of the
wanted �rst type (cf. 256). The permutations (13) and (24) do not.

6.1.3 Case (iii)

We proceed similar to case (ii). The setting is the following:

U = ζ1Q⊕ ζ2Q⊕ µ3X,
K1 = ζ1Q⊕ µ3X, K2 = ζ2Q⊕ µ3X, K3 = (ζ1 + ζ2)Q,
K4 = (ζ1 + ζ2(J + 1) + µ3b)Q
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where ζi and J are as in case (ii), and µ3 ∈ Homk(X,U), b ∈ Homk(Q,U)
and satis�es b(ker(J)) =X.
We simplify notation (as in case (ii)) in the following way:

Q ≅ km,
X ≅ k,
U ≅ k2m+1 = {(p, q, x) ∣ p, q ∈ km, x ∈ k},
K1 ≅ {(p,0, x) ∣ p ∈ km, x ∈ k},
K2 ≅ {(0, q, x) ∣ q ∈ km, x ∈ k},
K3 ≅ {(p, p,0) ∣ p ∈ km},
K4 ≅ {(p, (J + 1)(p), µ3b(p)) ∣ p ∈ km}

It is easy to see that (0,0, x) ∈ K1 ∩K2 for any x ∈ k, i.e. K1 ∩K2 ≠ 0. By
Lemma 6.1, it follows that

Ki ⊕Kj = U ∀{i, j} ≠ {1,2}, i ≠ j.

Hence, the following permutations of the subspaces give modules of the form
(256):

(1,3,2,4), (3,1,2,4), (1,3,4,2), (3,1,4,2),
(2,4,1,3), (2,4,3,1), (4,2,1,3), (4,2,3,1),
(1,4,2,3), (1,4,3,2), (4,1,2,3), (4,1,3,2),
(2,3,1,4), (3,2,1,4), (2,3,4,1), (3,2,4,1).

Comparing those to the list of permutations given in [Bre74], we observe
that ι corresponds to (1,2,3,4), (23) to (1,3,2,4), (24) to (1,4,3,2), (13)
to (3,2,1,4), (14) to (4,2,3,1) and (13)(24) corresponds to (3,4,1,2). It
follows that (23), (24), (13) and (14) give indecomposable modules of the
wanted �rst type. The permutations ι and (13)(24) do not.

6.2 Interpretation of the cases (ii) and (iii) in terms of strings

In this subsection, we use the results on the cases (ii) and (iii) of the previous
subsection in order to �nd indecomposable k⟨e, f⟩/(e2 − e, f2 − f)−modules
corresponding to the modules of the form F (U(gu, p)) from Section 5.4.
Before we state the respective result, we consider the following auxiliary
lemma:

Lemma 6.3. Let Θ be a lower triangular matrix of size n × n with

● Θii = Θjj for all i, j,

● Θi,i−(i−1) = Θi+1,i+1−(i−1) = Θi+2,i+2−(i−1) = ⋅ ⋅ ⋅ = Θn,n−(i−1) for all i ≥ 3
odd,
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● Θi,i−(i−1) = Θi+1,i+1−(i−1) = Θi+2,i+2−(i−1) = ⋅ ⋅ ⋅ = Θn,n−(i−1) = 0 for all
i ≥ 2 even,

or an upper triangular matrix with

● Θii = Θjj for all i, j,

● Θi−(i−1),i = Θi+1−(i−1),i+1 = Θi+2−(i−1),i+2 = ⋅ ⋅ ⋅ = Θn−(i−1),n for all i ≥ 3
odd,

● Θi−(i−1),i = Θi+1−(i−1),i+1 = Θi+2−(i−1),i+2 = ⋅ ⋅ ⋅ = Θn−(i−1),n = 0 for all
i ≥ 2 even,

and with Θ2 = Θ in any case. Then Θij = 0 for all i ≠ j.

Proof. Assume without loss of generality that Θ is lower triangular. Assume
towards a contradiction that Θij ≠ 0 for some i ≠ j. Denote by J the set of
indices of non-zero minor diagonals of Θ. Let D be the diagonal given by
the smallest index in J with entries 0 ≠ l ∈ k. Let the entries of the main
diagonal be denoted by a. By the idempotent property on Θ we get that
a2 = a and l = al + la. Thus, a ∈ {0,1}. For a = 0 it follows that l = 0. If
a = 1, we obtain 2l = l and thus, l = 0. Hence, D is given by a zero diagonal
and its index is not the smallest element in J . It follows inductively that J
does not contain a smallest element, yielding that J = ∅.

Theorem 6.4. Let A = k⟨e, f⟩/(e2 − e, f2 − f). Denote ē = 1 − e, f̄ = 1 − f .
Then the following A−modules are pairwise non-isomorphic and indecompos-
able:

1) of dimension 2n, n ≥ 1:

a) b1f=0 77 b2
eoo ⋯foo b2n−1

foo b2n
eoo f=1kk

b) b1f̄=0 77 b2
eoo ⋯f̄oo b2n−1

f̄oo b2n
eoo f̄=1kk

c) b1f=0 77 b2
ēoo ⋯foo b2n−1

foo b2n
ēoo f=1kk

d) b1f̄=0 77 b2
ēoo ⋯f̄oo b2n−1

f̄oo b2n
ēoo f̄=1kk

2) of dimension 2n + 1, n ≥ 0:

a) b1f=0 77 b2
eoo ⋯foo b2n−1

foo b2n
eoo b2n+1

foo e=1uu

b) b1f̄=0 77 b2
eoo ⋯f̄oo b2n−1

f̄oo b2n
eoo b2n+1

f̄oo e=1uu

c) b1f=0 77 b2
ēoo ⋯foo b2n−1

foo b2n
ēoo b2n+1

foo ē=1uu

d) b1f̄=0 77 b2
ēoo ⋯f̄oo b2n−1

f̄oo b2n
ēoo b2n+1

f̄oo ē=1uu

271



Proof. First, we show indecomposability. To this end, we compute the en-
domorphism ring of each module. If its only idempotents are given by 1 and
0, it is local and thus the module is indecomposable.

1) We show the statement for the case 1a). The cases 1b), c) and d)
follow analogously.
Denote the respective module in 1a) by M2n. The actions of e and f
on the vector space k2n in terms of matrices are the following:

f =

0
1 1
0 0

. . .

1 1
0 0

1

, e =

1 1
0 0

. . .

1 1
0 0

i.e.,

fi,j =
⎧⎪⎪⎨⎪⎪⎩

1 if i > 1 even and j ∈ {i, i + 1}, or i = j = 2n,
0 otherwise

=
⎧⎪⎪⎨⎪⎪⎩

1 if j ≠ 1, j even and i = j, or j odd and i = j − 1,
0 otherwise

ei,j =
⎧⎪⎪⎨⎪⎪⎩

1 if i odd and j ∈ {i, i + 1},
0 otherwise

=
⎧⎪⎪⎨⎪⎪⎩

1 if j odd and i = j, or j even and i = j − 1,
0 otherwise.

Let θ = (θ)i,j ∈ EndA(M2n). To examplify the general method, we �rst
consider relations arising from the commutativity relations in positions
(i, j) with ∣i − j∣ ≤ 1.
We obtain (258) - (262) from the commutativity relation eθ = θe, and
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fθ = θf gives (263) - (267):

θ2h+1,2h−1 = θ2h+1,2h + θ2h+2,2h, 1 ≤ h ≤ n − 1, (258)

θ2h+1,2h+1 = θ2h+1,2h+1 + θ2h+2,2h+1, 0 ≤ h ≤ n − 1, (259)

θ2h+1,2h+1 = θ2h+1,2h+2 + θ2h+2,2h+2, 0 ≤ h ≤ n − 1, (260)

θ2h,2h−1 = 0, 1 ≤ h ≤ n, (261)

θ2h,2h+1 = 0, 1 ≤ h ≤ n − 1, (262)

θ2h,2h−2 = θ2h,2h−1 + θ2h+1,2h−1, 2 ≤ h ≤ n, (263)

θ2h,2h = θ2h,2h + θ2h+1,2h, 1 ≤ h ≤ n, (264)

θ2h,2h = θ2h,2h+1 + θ2h+1,2h+1, 1 ≤ h ≤ n − 1, (265)

θ2h+1,2h+2 = 0, 0 ≤ h ≤ n − 1, (266)

θ2h+1,2h = 0, 1 ≤ h ≤ n − 1, (267)

We �rst analyse the entries being equal to zero:
Note that (259) and (261) give the same zero entries. Furthermore,
(264) gives θ2h+1,2h = 0 for 1 ≤ h ≤ n. This is identical with (267).
Equation (261) results in the diagonal below the main one being zero
with respect to the even rows. The entries in the diagonal above the
main one are zero by (262) (even rows) and (266) (odd rows). Equation
(267) results in the entries being zero in odd rows in the diagonal below
the main one.
Moreover, these entries simplify some of the other equations. After
inserting (261), equation (263) reads

θ2h,2h−2 = θ2h+1,2h−1, 2 ≤ h ≤ n, (268)

which results in pairwise equal entries between even rows i and odd
rows i + 1 on the second diagonal below the main one. On the other
hand, (258) simpli�es to

θ2h+1,2h−1 = θ2h+2,2h, 1 ≤ h ≤ n − 1 (269)

by (267). It follows that we have pairwise same entries on the second
diagonal below the main one between odd rows i and even rows i +
1. Thus, we obtain by (268) and (269) that all entries of the second
diagonal below the main one are equal to each other.
Similarly, by (266), we can consider

θ2h+1,2h+1 = θ2h+2,2h+2, 0 ≤ h ≤ n − 1 (270)

instead of (260). Hence, we obtain pairwise equal entries on the main
diagonal between odd rows i and even rows i + 1. Equation (261)
simpli�es (265) to

θ2h,2h = θ2h+1,2h+1, 1 ≤ h ≤ n − 1. (271)
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It follows that there are pairwise equal entries on the main diagonal
between even rows i and odd rows i+ 1. Hence, (270) and (271) result
in the main diagonal consisting of equal entries.

Let us now consider entries (i, j) with ∣i − j∣ ≥ 2. The commutativ-
ity relation fθ = θf results in (272) - (279), eθ = θe in (280) - (287):

θi,i+l = 0, i odd, l ≥ 2 odd, (272)

θi,i+l−1 = 0, i odd, l ≥ 2 even, (273)

θi,i−l = 0, i odd, l ≥ 2 odd, i − l ≠ 1 (274)

θi,i−l−1 = 0, i odd, l ≥ 2 even, i − l ≠ 1 (275)

θi,i+l = θi,i+l + θi+1,i+l, i even, l ≥ 2 even, (276)

θi,i+l−1 = θi,i+l + θi+1,i+l, i even, l ≥ 2 odd, (277)

θi,i−l = θi,i−l + θi+1,i−l, i even, l ≥ 2 even, i − l ≠ 1 (278)

θi,i−l−1 = θi,i−l + θi+1,i−l, i even, l ≥ 2 odd, i − l ≠ 1 (279)

θi,i+l = 0, i even, l ≥ 2 odd, (280)

θi,i+l−1 = 0, i even, l ≥ 2 even, (281)

θi,i−l = 0, i even, l ≥ 2 odd, (282)

θi,i−l−1 = 0, i even, l ≥ 2 even, (283)

θi,i+l = θi,i+l + θi+1,i+l, i odd, l ≥ 2 even, (284)

θi,i+l−1 = θi,i+l + θi+1,i+l, i odd, l ≥ 2 odd, (285)

θi,i−l = θi,i−l + θi+1,i−l, i odd, l ≥ 2 even, (286)

θi,i−l−1 = θi,i−l + θi+1,i−l, i odd, l ≥ 2 odd, . (287)

Note at �rst that (274) and (275) give the same zero entries, as well
as (282) and (283) do. Moreover, (280) is covered by (281), and (272)
is covered by (273).
It follows by (274) and (282) that the entries of the minor diagonals
which start in even rows with index greater than 2, are zero. That is,
(274) yields that all enries θk,h with k odd, h even, in the mentioned
diagonals in the lower triangular part of θ are zero. On the other hand,
(282) yields the same for the respective entries θk,h with k even and
h odd. We obtain a similar result for the upper triangular part of θ:
(273) and (281) imply that the entries in the minor diagonals which
start in even columns, are zero. We have by (273) that the entries θk,h
with k odd, h even in the respective diagonals, are zero. Similarly,
(281) shows that the entries θk,h with k even, h odd in the respective
diagonals are zero.
Some of the above equations also simplify to some additional zero re-
lations: (276), (278), (284), (286) can be rewritten in the same order
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as follows:

θi+1,i+l = 0, i even, l ≥ 2 even, (288)

θi+1,i−l = 0, i even, l ≥ 2 even, i − l ≠ 1 (289)

θi+1,i+l = 0 i odd, l ≥ 2 even, (290)

θi+1,i−l = 0 i odd, l ≥ 2 even. (291)

Relation (289) gives the same zero entries as (274), and (290) the same
as (281). Similarly, (291) coincides with (283), and (288) gives a subset
of (273).
Equation (277) simpli�es to the following by (284):

θi,i+l−1 = θi+1,i+l, i even, l ≥ 2 odd. (292)

Thus, it implies that in the upper triangular part there exist pairwise
equal entries between odd rows i and even rows i + 1 in the diagonals,
counting from the third diagonal above the main diagonal on.
Equation (285) is simpli�ed by (273) to

θi,i+l−1 = θi+1,i+l, i odd, l ≥ 2 odd. (293)

It follows from (293) that from the second diagonal on, in the upper tri-
angular part, there are pairwise equal entries in the diagonals between
odd rows i and even rows i+ 1. Hence, by (292) and (293), the entries
of any diagonal starting in an odd column in the upper triangular part
of θ are all equal to each other, counting from the third diagonal on.
We obtain similar results for the lower triangular part: equation (286)
simpli�es (279) to

θi,i−l−1 = θi+1,i−l, i even, l ≥ 2 odd, i − l ≠ 1. (294)

This relation gives pairwise equal entries in the diagonals in the lower
triangular part between even rows i and odd rows i+ 1, counting from
the third diagonal on. Also, (274) inserted into (287) results in

θi,i−l−1 = θi+1,i−l, i odd, l ≥ 2 odd, (295)

giving pairwise equal entries in the diagonals in the lower triangular
part, from the fourth diagonal on, between odd rows i and even rows
i+1. Thus, together with (294), we obtain that on any diagonal in the
lower triangular part any entry is equal to another.
Finally, we consider the special entry (2n, j). We have so far that

θ2n,j =
⎧⎪⎪⎨⎪⎪⎩

0 if j odd,

θ2n,j if j even.
(296)
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where θ2n,j is possibly non-zero for j even. Recall also, that any di-
agonal ending in an entry θ2n,j for j even consists of entries which
are equal to each other. We now analyse the commutativity relation
fθ = θf for the index (2n, j) separately. We obtain that

(fθ)2n,j =
2n

∑
k=1

f2n,kθk,j = f2n,2nθ2n,j = θ2n,j , (297)

(θf)2n,j =
2n

∑
k=1

f2n,kθk,j =
⎧⎪⎪⎨⎪⎪⎩

θ2n,jfj,j = θ2n,j if j even ,

θ2n,j−1fj−1,j = θ2n,j−1 if j odd, j ≠ 1.
(298)

Summarising, we obtain that

θ2n,j =
⎧⎪⎪⎨⎪⎪⎩

θ2n,j if j even,

θ2n,j−1 if j odd, j ≠ 1.
(299)

It follows that any minor diagonal in the lower triangular part of θ is
zero. In particular, we have that θ is an upper triangular matrix with
every second diagonal, starting to count from the main one on, is zero.
Any θ ∈ EndA(M2n) is thus of the form of an upper triangular matrix
as in Lemma 6.3. It follows by the same lemma that the only idem-
potents in EndA(M2n) are given by 0 and 1. Hence, it is local and
indecomposability of M follows.

2) For case a), we consider e and f in terms of the following matrices:

f =

0
1 1
0 0

. . .

1 1
0 0

, e =

1 1
0 0

. . .

1 1
0 0

1

.

Exploiting again commutativity of f and e with θ ∈ EndA(M2n+1), in
particular (eθ)2n,j = (θe)2n,j gives that θ is of upper triangular form
as described in Lemma 6.3. Indecomposability of M2n+1 follows.
The cases b) - d) follow analogously.

Finally, we show that the modules are pairwise non-isomorphic. To this end,
we show that they coincide with modules from [Bre74], case (ii) (dimension
2n) or case (iii) (dimension 2n + 1). We already know that the modules
in the statement are indecomposable, hence, it is enough to show that the
dimensions of the subspaces coincide and that the intersections of them do.
Therefore, we assume an ordering as in (255).

276



1a) M2n corresponds to case (ii), (12)(34):

im(f) = ⟨b2, b4, . . . , b2n⟩, ∣ im(f)∣ = n,
ker(e) = ⟨b1, b2 − b3, b4 − b5, . . . , b2n−2 − b2n−1⟩, ∣ker(f)∣ = n,
im(e) = ⟨b1, b3, . . . , b2n−1⟩, ∣ im(e)∣ = n,
ker(e) = ⟨b1 − b2, b3 − b4, . . . , b2n−1 − b2n⟩, ∣ker(e)∣ = n,
im(e) ∩ ker(f) = ⟨b1⟩ ≠ 0

1b) M2n corresponds to case (ii), (34). We use that ker(f̄) = im(f) and
im(f̄) = ker(f) with f given as in a). We also have e given as in a). It
follows that

im(e) ∩ ker(f) = ⟨b1⟩ ≠ 0.

1c) M2n corresponds to case (ii), (12): We have f acting as in a), and ē
acting as 1 − e with e given as in a). Thus, we obtain that

ker(e) ∩ ker(f) = ⟨b1⟩ ≠ 0.

1d) M2n corresponds to case (ii), ι: We have f̄ = 1 − f and ē = 1 − e with e
and f as in a). Applying ker(f̄) = im(f) and im(f̄) = ker(f) as before,
and same for e, we obtain that

im(f) ∩ ker(e) = ⟨b1⟩ ≠ 0.

2a) M2n+1 corresponds to case (iii), (13):

im(f) = ⟨b2, b4, . . . , b2n⟩, ∣ im(f)∣ = n,
ker(f) = ⟨b1, b2 − b3, b4 − b5, . . . , b2n − b2n+1⟩, ∣ker(f)∣ = n + 1,
im(e) = ⟨b1, b3, . . . , b2n+1⟩, ∣ im(e)∣ = n + 1,
ker(e) = ⟨b1 − b2, b3 − b4, . . . , b2n−1 − b2n⟩, ∣ker(e)∣ = n,
im(e) ∩ ker(f) = ⟨b1⟩ ≠ 0.

2b) M2n+1 corresponds to case (iii), (23): We have e given as in a), and
f̄ = 1 − f with f as in a). It follows that

im(f) ∩ im(e) ≠ 0.

2c) M2n+1 corresponds to case (iii), (14): apply that ē = 1 − e with e as in
a). Moreover, we have that f is given as in a). Hence, we obtain that

ker(f) ∩ ker(e) ≠ 0
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2d) M2n+1 corresponds to case (iii), (24): As before, we use f̄ = 1 − f and
ē = 1 − e giving the correspondence ker(f̄) = im(f), im(f̄) = ker(f),
and similar for e, ē. This yields that

ker(e) ∩ im(f) ≠ 0.

Proposition 6.5. The modules in Theorem 6.4, 1a) - d) correspond to the
modules F (Us(g, p)), s = 1,2,3,4, for p ∈ N /{0} even, considered as k⟨e, f ∣
e2 = e, f2 = f⟩−modules. Similarly, the modules in 2a)-d) correspond to
the modules F (Us(g, p)), s = 1,2,3,4, for p ∈ N /{0} odd, considered as
k⟨e, f ∣ e2 = e, f2 = f⟩−modules.

Proof. Let wZ be a symmetric band with periodic part ŵp = ε∗uη∗u−1. De-
note by gu the corresponding L−chain with two double ends. Then we have

that x1 ∼ x1=̂ε∗ and xm ∼ xm=̂η∗. We consider the composite L−chain g[p]u

reduced to its joints and its start and end link:

x1 . . . xm xm . . . x1 x1 . . . xk xk . . . xk̄

where

k =
⎧⎪⎪⎨⎪⎪⎩

1 if p odd,

m if p even,

k̄ =
⎧⎪⎪⎨⎪⎪⎩

1 if p even,

m if p odd.

In particular, we have that k̄ = {1,m}/{k}. We add the action of ψs ∈ Ψ(gu)
on the joints for p odd:

x1 . . . xm xm . . . x1 x1 . . . x1 x1 . . . xm

s = 1: -1 1 -1 1 -1 1 -1 1

s = 2: 1 1 -1 -1 1 -1 1 1

s = 3: -1 -1 1 1 -1 1 -1 -1

s = 4: 1 -1 1 -1 1 -1 1 -1

Applying Lemma 5.14 and Lemma 5.9 results in the following for F (Us(g[p]u ))
in terms of strings:

s = 1 ∶ ε=0 <<
η=−1oo ε=−1oo ⋯ ε=−1oo η=1bb

s = 2 ∶ ε̄=0 <<
η=−1oo ε̄=−1oo ⋯ ε̄=−1oo η=1bb

s = 3 ∶ ε=0 <<
η̄=−1oo ε=−1oo ⋯ ε=−1oo η̄=1bb

s = 4 ∶ ε̄=0 <<
η̄=−1oo ε̄=−1oo ⋯ ε̄=−1oo η̄=1bb
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s p even p odd

1 1a) 2a)
2 1b) 2b)
3 1c) 2c)
4 1d) 2d)

Table 3: Cases 1 and 2 with respect to s

With f = ε and e = η and a small adjustment on the signs of the basis
elements, we obtain the wanted correspondence to the modules described in
Theorem 6.4, 2a)-d). Similarly, we obtain the correspondence for p even and
1a)-d). In detail, the correspondence is given as in Table 3.

Remark 6.6. Let wZ be a symmetric band with periodic part ŵp = ε∗uη∗u−1.
Applying Proposition 6.5 to gu yields by Theorem 5.21 (iv.ii) that the modules
from Theorem 6.4 correspond to modules of the formM0,1,x,y(t[p]), x ∈ {ε, ε̄},
y ∈ {η, η̄}, t ∈ (Φd

ud)
−1 (u).

6.3 Interpretation of case (i) in terms of bands

Let wZ be a symmetric band with periodic part ŵp = ε∗uη∗u−1. Denote
by gwZ the corresponding L−cycle and by U(gwZ , φ) its representation. Let
v′Z ∈ (Ψ̃Σ

ud)
−1 (wZ) be weakly consistent such that F (U(gwZ , φ)) =M(v′Z, V ).

We denote its periodic parts by v̂′
(i)

p = εtηt−1 for all i ∈ Z. We know by
Lemma 5.9, 5.11 and 5.15 that M(v′Z, V ) is of the following form:

V0

ε=−F−1φ

44V1
too V2

η=−1oo t // V3 (300)

where any inverse special letter vj in t and t−1 is of the form ε̄−1 sending
bj−1 to −bj , and any direct special letter vj is of the form ε sending bj to
−bj−1. Changing any ε̄−1 to ε−1 will change v1 to acting as (−1)ω̄+1F −1φ

with ω̄ describing the number of inverse special letters in v̂
(i)
p . Denote by

vZ ∈ (Φd
ud)
−1 (wZ) the word obtained from v′Z after this action. For now, set

B = (−1)ω̄+1F−1φ . We can rewrite (300) as follows (cf. Section 6.1):

V0 ⊕ V3

ε=
⎛
⎜
⎝

0 0
B 1

⎞
⎟
⎠

FF V1 ⊕ V2too

η=
⎛
⎜
⎝

1 −1
0 0

⎞
⎟
⎠

FF (301)
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We have that the above Vi's are disjoint copies of V . Assume that V is of
dimension n. For V ⊕V we consider its standard basis e1, . . . , e2n. We obtain
for (301):

im(η) = ⟨e1, . . . , en⟩,
ker(η) = ⟨e1 + en+1, . . . , en + e2n⟩,
im(ε) = ⟨e1, . . . , en⟩,
ker(ε) = ⟨B−1(e1) − en+1, . . . ,B−1(en) − e2n⟩ = ⟨e1 −B(en+1), . . . , en −B(e2n)⟩.

With those details, we can rewrite (301) in terms of the four subspace prob-
lem:

V ⊕ V

im(η)
+ �

(
1
0
)

99

im(ε)
0�

(
0
1
)

BB

ker(η)
N.

(
1
1
)

]]

ker(ε)
S3

(
1
−B
)

ff (302)

Theorem 6.7. Let wZ be a symmetric band and let vZ ∈ (Φd
ud)
−1 (wZ) be

weakly consistent with v̂
(i)
p = εtηt−1 for all i ∈ Z and such that F (U(gwZ , φ)) ≅

M(vZ, V ). Then V ⊕ V with e = ε and f = η described as in (302) is an
indecomposable k⟨e, f ∣ e2 = e, f2 = f⟩−module.

Proof. We show that (302) ful�lls the conditions of case (i) in [Bre74, �5].
Lemma 5.40 yields that if δ0(gwZ) is odd, ω̄ is even and, vice versa, if δ0(gwZ)
is even, ω̄ is odd. Thus, we obtain that

B = (−1)ω̄+1F−1φ =
⎧⎪⎪⎨⎪⎪⎩

−F−1φ if ω̄ is even,

F−1φ if ω̄ is odd,

=
⎧⎪⎪⎨⎪⎪⎩

−F−1φ if δ0(gwZ) is odd,
F−1φ if δ0(gwZ) is even.

Recall the meaning of δ0(gwZ) in the context of X−represenations (cf. Chapter
4): if δ0(gwZ) is odd, then φ ≠ t, t−1, and if δ0(gwZ) is even, then φ ≠ t, t+1.
This implies for F −1φ that 0 and 1 are not its eigenvalues for δ0(gwZ) odd.
Similary, 0 and −1 are not its eigenvalues for δ0(gwZ) even. It follows that
−B does not have eigenvalue 0 or 1 in both cases.
It remains to see that (302) is part of the list given by Brenner. To this
end, we observe that (302) can be obtained from the module with π = ι in
Brenner's list by applying the permutations (14)(12)(34) from right to left.
Note that (34)(14)(14) = (34).
Recall that we can consider V as k[x]−module for −B ∈ End(V ) (Remark
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6.2). By de�nition of −B in terms of φ = φn
0 , it follows that V ≅ k[x]/(φn

0) as
k[x]−modules. The Fundamental Structure Theorem for �nitely generated
modules over a principal ideal domain yields that V is indecomposable as
k[x]−module ([Jac85, �3.8]).

Corollary 6.8. The modules of the form M(vZ, V ) for vZ weakly consistent
with dir(v1+kp) = dir(vm+2+kp) = 1 and ΨΣ

ud(vZ) = wZ for wZ a symmetric
band, V ⊕V an indecomposable k⟨e, f ∣ e2 = e, f2 = f⟩−module, give a complete
list of pairwise non-isomorphic indecomposable modules as described in case
(i).

Theorem 6.7 and Theorem 6.5 enable us to reformulate Theorem 5.49
and �nally give a classi�cation of the �nite dimensional modules of a clan-
nish algebras in terms of Crawley-Boevey's conjecture from [CB88]. To this
end, we recall the notation for the modules of concern as described in Section
3.4:
We denote by Vi a complete set of all �nite dimensional, pairwise non-
isomorphic indecomposable modCi−modules, where

Ci =

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

k if i = 1,
k[f ∣ f2 = f] if i = 2,
k[T,T −1] if i = 3,
k⟨e, f ∣ e2 = e, f2 = f⟩ if i = 4.

For easier notation, we denote by W1 the set of asymmetric strings, by W2

the set of symmetric strings, by W3 the set of asymmetric bands and by W4

the set of symmetric bands.
Let w ∈W1, V be a C1-module. Then we denote byM1(w,V ) the following
module:

V0 V1
w

κ1
1oo V2

w
κ2
2oo ⋯

w
κ3
3oo Vn

wκn
noo ,

where

κi =
⎧⎪⎪⎨⎪⎪⎩

1 if (w[< i])−1 > w[> i],
−1 else,

for all i ∈ I with wi a special letter, and where the Vi's are disjoint copies of
V . The direction κi on any ordinary letter wi is given as in w.
Let w = uε∗u−1 ∈ W2 and let V be a C2−module. Then we denote by
M2(w,V ) the following module:

V0 V1
w

κ1
1oo V2

w
κ2
2oo ⋯

w
κ3
3oo Vm

wκm
moo ε=fjj ,
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where

κi =
⎧⎪⎪⎨⎪⎪⎩

1 if (w[< i])−1 > w[> i],
−1 else,

for all 1 ≤ i ≤ m, with wi a special letter, and where the Vi's are disjoint
copies of V . The direction κi on any ordinary letter wi is given as in w.
Let wZ ∈ W3 be of period p, an let V be a C3−module. We denote by
M3(wZ, V ) the module

V0

w
κp
p

33V1
w

κ1
1oo V2

w
κ2
2oo ⋯

w
κ3
3oo Vp−1

w
κp−1
p−1oo ,

where

κi =
⎧⎪⎪⎨⎪⎪⎩

1 if (wZ[< i])−1 > wZ[> i],
−1 else,

for i ∈ Z with wi a special letter, and where the Vi's are disjoint copies of V .
The direction κi on any ordinary letter wi is given as in wZ.
Let wZ ∈W4 be of period p with periodic part ŵp = ε∗uη∗u−1, and let V be
a C4−module. We denote byM4(wZ, V ) the module

V0ε=e 66 V1
w

κ2
2oo V2

w
κ3
3oo ⋯

w
κ4
4oo Vm

w
κm+1
m+1oo η=fjj ,

where

κi =
⎧⎪⎪⎨⎪⎪⎩

1 if (wZ[< i])−1 > wZ[> i],
−1 else,

for all 2 ≤ i ≤ m + 1 with wi a special letter, and where the Vi's are disjoint
copies of V . The direction κi on any ordinary letter wi is given as in wZ.
Our �nal classi�cation result reads as follows:

Theorem 6.9 (Main Theorem - skewed-gentle algebras). Let Λ be a skewed-
gentle algebra. The modules of the form Mi(w,V ), i = 1,2,3,4, with w
running through Wi and V running through Vi, give a complete list of �nite
dimensional, pairwise non-isomorphic indecomposable modules of Λ.

Proof. The result follows from Theorem 5.49, Theorem 6.7, Theorem 6.5.

Theorem 6.10 (Main Theorem - clannish algebras). Let Λ be a clannish
algebra. The modules of the form Mi(w,V ), i = 1,2,3,4, with w running
through Wi and V running through Vi, give a complete list of �nite dimen-
sional, pairwise non-isomorphic indecomposable modules of Λ.
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Proof. The proof follows from Theorem 6.9 by Section 4.3.

Remark 6.11. It follows from the proofs, that the letters inM2(w,V ) and
M4(wZ, V ) are described by uκ1

1 , . . . , u
κm
m , with κi as described above.

Furthermore, we see that the modulesMi(w,V ) andMi(wZ, V ) correspond
to modules which are described by weakly consistent words in the alphabet
Γd(Λ). One exception is given by the modules M4(wZ, V ) of which some
correspond to words in Σd(Λ).

We see that Theorem 6.10 gives a classi�cation of the �nite dimensional
modules for a clannish algebra over an arbitrary �eld. Thus, we can con�rm
Crawley-Boevey's conjecture made in [CB88].
Furthermore, we are able to describe the indecomposable modules explicitely
in terms of strings and bands by creating directed words from the asymmetric
and symmetric strings and bands, either by using our conventions on the
symmetry axes or by involving the categories Ci.
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