
Horn's problem and semi-stability for quiver representationsW. Crawley-Boevey and Ch. Gei�1 IntroductionGiven a Hermitian n � n matrix H , we write Eig(H) = f�1; �2; : : : ; �ng for the eigen-values of H , which we list in decreasing order, and repeat each value according to itsmultiplicity. We are interested in the following problem: Suppose, we have given threeHermitian matrices H(1); H(2);H(3) with H(1) +H(2) +H(3) = � 11Cn . What can besaid about the possible eigenvalues Eig(H(s))?Fulton [3] has explained a recent complete solution of Horn's conjecture, which an-swers this question. The �rst key step in the solution was taken by Klyachko [5], whoused the correspondence between symplectic quotients and geometric invariant theoryquotients to convert questions about eigenvalues into Schubert calculus. A �nal step wastaken by Knutson and Tao [6], who proved a certain saturation property for Littlewood-Richardson coe�cients. Another proof of the saturation property was recently givenby Derksen and Weyman [2] using properties of semi-invariants for representations of acertain quiver.In this expository note we show that most of the argument, from Klyachko onwards,can be formulated naturally in terms of quiver representations. We use the theorydeveloped by Scho�eld [7],[8], King [4] and others, as well as the observations in [2] and[3].2 Semi-stability for representations of quivers2.1 (Notation) Let k be an algebraically closed �eld. Denote by Q = (Q0; Q1; t; h)be a �nite quiver, i.e. Q0 is the set vertices, Q1 the set of arrows, and the mapst; h : Q1 �! Q0 determine the orientation of the arrows. Thus we have ta a�! ha for eacha 2 Q1.We write K0(Q) := ZQ0 with the canonical basis ("x)x2Q0. Moreover K0(Q)� :=HomZ(K0(Q);Z).A representation V of Q is given by a collection of vector spaces (Vx)x2Q0 and acollection of linear maps (Va)a2Q1 with Va 2 Homk(Vta; Vha). The dimension vectordimV 2 K0(Q) is given by (dimV )(x) := dimk Vx.For representations V;W we de�neHomQ(V;W ) := f('x)x2Q0 2 �x2Q0 Hom(Vx;Wx) j 'haVa = Wa'ta for all a 2 Q1g1



Thus we obtain the Abelian category of representations of Q. Will assume always Qwithout oriented cycles.2.2 (Canonical exact sequence and Ringel form) For two representations V andW of Q we have the following canonical exact sequence:0 �! HomQ(V;W ) �VW��! �x2Q0 Hom(Vx;Wx) �VW��!�a2Q1 Hom(Vta;Wha) �VW��! ExtQ(V;W ) �! 0 (1)with�VW (('x)x2Q0 := ('haVa �Wa'ta)a2Q1 and �VW (( a)a2Q1) := [V ,! E( )�W ]where Ea( ) = � Va  a0 Wa �.We de�ne the Ringel form for �; � 2 K0(Q) byh�; �i = Xx2Q0 �(x)�(x)� Xa2Q1 �(ha)�(ta) (2)and �nd by (1) that hdimV;dimW i = dimHomQ(V;W )� dim ExtQ(V;W ). For � 2K0(Q) we get h�;�i 2 K0(Q)�.2.3 (Semi-invariants) For a dimension vector � 2 K0(Q) we consider the a�ne spaceRep(Q; �) := �a2Q1 Hom(k�(ta); k�(ha))with the actions of the algebraic groups GLk(�) := Qx2Q0 GLk(�(x)) and SLk(�) :=Qx2Q0 SLk(�(x)) by conjugation. Thus GLk(�) orbits correspond to isoclasses of rep-resentations of Q with dimension vector �.We call the ring of SLk(�)-invariantsSI(Q; �) := k[Rep(Q; �)]SLk(�)also the ring of GLk(�)-semi-invariants, since it has a weight space decompositionSI(Q; �) = ��2K0(Q)� SI(Q; �)with SI(Q; �)� = ff 2 k[Rep(Q; �) j g � f = Yx2Q0 det(gx)�("x)f for all g 2 GLk(�)gWe have identi�ed K0(Q)� with the character group of GLk(�). Note, thatSI(Q; �)� 6= 0 implies �(�) = 0, since the diagonal elements t � 11GLk(�) act triviallyon Rep(Q; �). 2



Proposition (Scho�eld) Suppose �; � 2 K0(Q) are dimension vectors with h�; �i =0. Fix V 2 Rep(Q;�), then the polynomialdV : Rep(Q; �) �! k;W 7! det(�VW )is an element of SI(Q; �)h�;�i, and dV (W ) = 0 if and only if HomQ(V;W ) 6= 0.Remark: In the above proposition we have ExtQ(V;W ) = 0 if and only ifHomQ(V;W ) = 0 since h�; �i = 0.2.4 (Semi-stability) For � 2 K0(Q)� and a dimension vector � 2 K0(Q), an elementW 2 Rep(Q; �) is called �-semi-stable, if there exists f 2 SI(Q; �)n� with f(W ) 6= 0 forsome n � 1. Note, that the set of �-semi-stable points Rep(Q; �)s.s� is open in Rep(Q; �).For dimension vectors �; �0 2 K0(Q) we write �0 ,! � if a general representation ofdimension � has a subrepresentation of dimension �0. Similarly, we writeext(�; �) = minfdimExtQ(V;W ) j V 2 Rep(Q;�); W 2 Rep(Q; �)gNote, that ext(�; �) = 0 implies that general representations of dimension � resp. �admit only trivial extensions.The implications (a)()(b)()(c) of the following theorem appear (independently)in [2] and [10]. Anyway, we include the proof since it is so easy.Theorem Let �; � 2 K0(Q) be dimension vectors with h�; �i = 0. Then the followingare equivalent:(a) There exists a h�;�i semi-stable representation in Rep(Q; �).(b) h�; �0i � 0 for all �0 ,! �.(c) ext(�; �) = 0.(d) For some V 2 Rep(Q;�) we have 0 6= dV 2 SI(Q; �)h�;�i.In case k = C , these conditions are equivalent to(e) There exists a representation W 2 Rep(Q; �) withXa2Q1ta=xW �aWa � Xa2Q1ha=xWaW �a = h�; "xi 11C�(x) (3)for all x 2 Q0, where W �a 2 Hom(C�(ha) ; C�(ta)) denotes the adjoint of Wa withrespect to the standard Hermitian product on Cn .Proof: (a)=)(b) By hypothesis, a general representation is h�;�i semi-stable, thus (b)holds by Proposition 3.1 from [4].(b)=)(c). This is [8, 5.4], using h�; �i = 0.(c)=)(d). This is 2.3, since by hypothesis we �nd V 2 Rep(Q;�) and W 2Rep(Q; �) with ExtQ(V;W ) = 0 = HomQ(V;W ).(d)=)(a) is trivial.The equivalence of (a) and (e) is essentially [4, 6.5]. 2.3



2.5 (General subrepresentations) Let S :=ZN andP(r; b) := f� = (�1; �2; : : :) 2 S j b� r � �1 � �2 � � � � � �r � 0; �i = 0 for i > rgWe write Gr ( br ) for the Grassmannian of r-dimensional subspaces of kb. For a given
ag F: with0 = F0 � F1 � � � � � Fb = kb and a partition � 2 P(r; b) we have the Schubertvariety 
�(F:) := fL 2 Gr ( ba ) j dim(L \ Fb+i��i) � i for 1 � i � rgand we write �� for the corresponding class in the intersection ring A�Gr ( br ). Recall,that the classes �� with � 2 P(r; d) form a Z-basis of A�Gr ( br ), and we agree �� = 0 2A�Gr ( br ) for � 62 P(r; b).For dimension-vectors �; � with � � � we de�ne Gr � �� � := Qi2Q0 Gr� �(i)�(i) � andnote that the intersction ring A�Gr � �� � is canonically isomorphic to 
i2Q0A�Gr� �(i)�(i) �.Thus we can write �(x)� := 1
 � � � 
 �� 
 � � � 
 1 2 A�Gr � �� � for � 2 P(�(x); �(x)).For tecnical resons we setQ(�; �) := �a2Q1P(�(ta); �(ta))� SQ1and for (�(a))a2Q1 2 Q(�; �) we de�ne (~�(a))a2Q1 2 SQ1 by~�i(a) := �(ha)� �(ha)� ��(ta)+1�i(a) if 1 � i � �(ta)and ~�i(a) = 0 else. Finally we letQ0(�; �) := f(�(a))a2Q1 2 Q(�; �) j ~�(a) 2 P(�(ha); �(ha)) for all a 2 Q1gSince the Littlewood-Richardson coe�cients are nonnegative, we have the followingversion of the Theorem in [1].Proposition For dimension vectors �; � 2 K0(Q) we have � ,! � if and only if forsome � = (�(a))a2Q1 2 Q0(�; �) we have0 6= Ya2Q1ta=x ��(a) Ya2Q1ha=x �~�(a) 2 A�Gr� �(x)�(x) � for all x 2 Q0 (4)Proof: By the Theorem in [1] we have� ,! �() 0 6= Ya2Q10@ X�2P(�(ta);�(ta))�(ta)� �(ha)~� 1A= X�2Q(�;�)0@ Ya2Q1 �(ta)�(a)�(ha)~�(a)1A= X�2Q0(�;�)0B@Yx2Q0(Ya2Q1ta=x �(x)�(a) Ya2Q1ha=x �(x)~�(a))1CA4



Now, by the Littlewood-Richardson rule, for each � 2 P 0(�; �;Q) we haveYx2Q0(Ya2Q1ta=x �(x)�(a) Ya2Q1ha=x �(x)~�(a)) = X�2P(�;�)c�� Yx2Q0 �(x)�(x) (5)for some c�� � 0, if we set P(�; �) := �x2Q0P(�(x); �(x)). Thus, � ,! � i� (5) gives anonzero expression for some � 2 Q0(�; �). This is clearly the case i� (4) holds. 2Remark: Suppose, at x 2 Q1 end exactly one arrow a and starts exactly one arrow b.If we have � 2 Q0(�; �), then condition (4) is for x equivalent to�(b) � �̂(a) where�̂(a) := (((�(x)� �(x))�(x)��(ta); �1(a); : : : ; ��(ta)(a)) if �(x) � �(ta)(�1+(�(ta)��(x))(a); : : : ; ��(ta)(a)) else3 The star quiver3.1 (Notation) We consider for n 2 N the following quiver Q(n):x1(1) a1(1) // x2(1) xn�1(1)an�1(1) // xn xn�1(2)an�1(2)oo x2(2) x1(2)a1(2)ooxn�1(3)an�1(3)OOx2(3)x1(3)an�1(3)OOand the dimension vector �n 2 K0(Q(n)) de�ned by �n(xi(s)) = i for 1 � i � n � 1,s = 1; 2; 3, and �(xn) = n.Moreover, we choose partitions �(s) = (�1(s); : : : ; �n(s)) with �n(s) = 0 for s =1; 2; 3, and suppose � := 1nPsPni=1 �i(s) 2 N0. We associate to � a dimension vector�� by setting ��(xi(s)) := �1(s)� �i+1(s) 1 � i � n� 1; s = 1; 2; 3��(xn) :=Xs �1(s)� �note, that in fact �� � 0. The corresponding weight �� := h�� ;�i is given by��("xi(s)) = �i(s)� �i+1(s) for 1 � i � n � 1 and ��(xn) = ��.3.2 (Semi-invariants and GLC (n)-modules) We keep the above notation and statethe following result from [2] in a for us convenient way:5



Proposition The GLC (n)-module 
ss=1S�(s)(Cn ) has a summand of type S�n(C n) ifand only if SI(Q(n); �n)�� 6= 03.3 (General submodules) Let I be a subset of f1; 2; : : : ; ng, with r elementsi1; i2; : : : ; ir in increasing order. We assign to I a partition �(I) with �j(I) := n�r+j�ij .Note, that the corresponding Schubert cell in Gr ( nr ) with respect to a given 
ag F: is
0�(I)(F:) = fL 2 Gr ( nr ) j dim(L \ Fl) = j for ij � l < ij+1 and 0 � j � rgif we take i0 := 0; ir+1 = n + 1.We denote by Pnr the set of triples I = (I(1); I(2); I(3)) of r-element subsets off1; 2; : : : ; ng. For I 2 Pnr we write the elements of I(s) as (i1(s); : : : ; ir(s)) in increasingorder. We de�ne for I 2 Pnr a dimension vector �I 2 K0(Q(n)) by �I(xn) = r and�I(xl(s)) := j for ij(s) � l < ij+1(s) and 0 � j � n; s = 1; 2; 3Next we de�neSnr := fI 2 Pnr jXs rXj=1 �j(I(s)) = r(n� r) and 0 6=Ys ��(I(s)) 2 A�Gr ( nr )gNote, that by the �rst condition in Snr the second means Qs ��(I(s) = d��(1;2;:::;r) forsome d 2 N.Proposition With the above notation we have:(a) For P 2 Pnr we have �I ,! �n if and only if 0 6= Qs ��(I(s)) 2 A�Gr ( rn ).(b) Let �0 ,! �n with �0(xn) = r, then there exists I 2 Snr with �I(xi(s)) � �0(xi(s))for all 1 � i � n � 1 and 1 � s � 3.Proof: (a) We apply the proposition in 2.5 to our special situation. First, for I 2 Pnrtake �(al(s)) := (ij(s)� j; ij�1 � j � 1; : : : i1(s)� 1)for ij(s) � l < ij+1(s) and 0 � j � r, 1 � s � 3. This shows, that Qs �(I(s)) 6= 0implies �I ,! �n Conversely, we see from the remark in 2.5, that any possible choiceof the �(ai(s)) with �~�(ai(s))��(ai+1(s)) 6= 0 implies �(I(s)) � ~�(an�1(s)). Thus thecondition is also necessary.(b) Note �rst, that by passage to the closure of Schubert-cells we �nd for each I 2 Pnrwith Qs ��(I(s)) 6= 0 some I 0 2 Snr with �I(xi(s)) � �I 0(xi(s)) for all i; s. The rest isclear. 2Remark: It is a straightforward calculation, that for I 2 Pnr we haveh�� ; �Ii = (Xs Xi2I(s) �i(s))� r�6



3.4 (Linear algebra) Suppose, we have a Hermitian matrix H 2 C n�n with eigen-values �1 � �2 � � � � � �n = 0. ThenH = U 0B@�1 0. ..0 �n1CAU�for some unitary matrix U . If we set thenHn�1 := U0BBB@p�1 0.. . p�n�10 � � � 0 1CCCA and Hi :=0BBB@p�1 � �i+1 0. . . p�i � �i+10 � � � 0 1CCCAfor 1 � i � n� 2 then Hn�1H�n�1 = H andH�iHi �Hi�1H�i�i = (�i � �i+1) 11Ci for 2 � i � n � 1 (6)H�1H1 = �1 � �2 (7)Conversely, if we have matrices Hj 2 C (j+1)�j for 1 � j � (n�1) that ful�ll (6) and (7),then Hn�1H�n�1 is a Hermitian matrix with eigenvalues �1; �2; : : : ; �n = 0. This lastproperty follows from the fact that if A and B are n � n matrices, then the traces ofthe powers of AB and BA are eqal, so that AB and BA have the same characteristicpolynomial.3.5 (Application to Horn's problem) By the observations in this section, we caninterpret the equivalent statement in the following corollary as di�erent characterizationsfor the existence of a �� -semi stable representation of dimension �n for the quiver Q(n).Corollary 1 Let �1(s) � �2(s) � � � � � �n(s) be integers for s = 1; 2; 3, and suppose� := 1nPsPi �i(s) 2Z. Then the following are equivalent:(a) There exist Hermitian matrices H(s) 2 C n�n with eigenvalues �1(s) � � � � � �n(s)for s = 1; 2; 3 with Xs H(s) = �� 1 0...0 1�(b) For all I 2 Snr and 1 � r < n we have1r 0@Xs Xi2I(s)�i(s)1A � �(c) The GLk(n)-module 
3s=1S�(s)(C n) has a summand isomorphic to S�n(C n).7



Proof: Clearly, each of the conditions is equivalent to the corresponding condition for �0,with �0i(s) := �i(s)� �n(s) and �0 := ��Ps �n(s). Thus we may assume �n(s) = 0 fors = 1; 2; 3. Now, we apply Theorem in 2.4 to the situation of Q(n) and �� ; �n 2 K0(Q(n))as de�ned in 3.1.Now, by 3.4, condition (a) above is equivalent to condition (e) of the theorem. Bythe proposition and remark in 3.3, condition (b) is equivalent to condition (b) of thetheorem. By the proposition in 3.2 condition (c) is equivalent to condition (d) in thetheorem. 2Remark: The moduli space of h�� ;�i-semi-stable representations, [4]Proj(�n2N0 SI(Q(n); �n)hn�� ;�i)should be interesting. It follows from recent work of A. Scho�eld [9], that this space isa rational variety. It is not hard, to identify it with the GIT-quotient for triples of 
agswith respect to the linearization associated to (�(1); �(2); �(3)), see also [5].If we set Unr := fI 2 Pnr j PsPri=1 �i(I(s)) = r(n � r)g we obtain the followingrecursive description of Snr , which is basically Horn's original de�nition.Corollary 2 For I 2 Unr we have I 2 Snr if and only if1q 0@Xs Xj2J(s)�j(I(s))1A� (n � r)for all J 2 Srq and 1 � q < r.Proof: It follows by an codimension argument, that for I 2 Unr we haveYs ��(I(s)) 6= 0()Ys ��(I(s)) = d�(n�r)rfor some integer d � 1. Since the multiplication of classes �� 2 A�Gr ( nr ) is determinedby Littlewood-Richardson coe�cients, we may use the equivalence of (b) and (c) inCorollary 1 above. 2Corollary 3 The conditions (a) and (b) in Corollary 1 remain equivalent, if we allowthe �i(s) 2 R, and � 2 R.This is the same argument as in the proof of Proposition 7 in [3].References[1] W. Crawley-Boevey, Subrepresentations of general representations of quivers, Bull.London Math. Soc. 28 (1996), no. 4, 363{366.8
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